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Abstract

A proof of concept system for the use of an external cavity diode laser in
microscopy-based measurements of scattering particles within a microfluidic
channel was demonstrated. Both a highly reflective mirror of reflectivity R =
98% and a blazed reflective diffraction grating of average efficiency 60% were
used to form two variations of the external cavity. Varying concentrations of
an ethylene glycol based titanium oxide nanofluid were pumped with a syringe
pump through a 1ul flow cell at a rate of 0.0054£0.001ml per minute. Compared
to a control of the system without an extended cavity, the system with the
mirror demonstrated a higher performing concentration/intensity relationship,
verified with a Z-value statistic test to above a 5o confidence level compared
with the control. This allows for higher precision determination of scatterer
concentration, along with potentially a higher dynamic range. The blazed
diffraction grating was demonstrated to have less of a benefit than the highly
reflective mirror, though still demonstrated potential use cases with a higher
dynamic range than the control. Exponential fits were found using x?2 linear
regression fitting, although due to reduced x? ~ 350, it is assumed there
is an underestimation in the error of titanium oxide concentration. These
results suggest that an external cavity diode laser may be an improvement
compared to a standard diode laser as a way of measuring concentration of
light-scattering particles, such as droplets in focused flow droplet microfluidics.
Inline low concentration scatterer measuring techniques were described, with

attempts being inconclusive due to CCD software limitations.
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CHAPTER ].

Background and Theory

This chapter will cover the key concepts and background information required to
understand the project’s aims and execution. Then the key experimental designs
used during the study will be outlined for the undertaking of measurements. The

chapter will conclude with the objectives aimed to be satisfied by the study.

Semiconducting Laser Diodes

Semiconductor lasers are a type of laser that utilise solid-state gain medium. Gain
occurs with the utilisation of a transition between two energy bands with a high
density of charge carriers within the conduction band. Although there are different
types of semiconductor lasers, diode lasers are the most commonly used type within
both societal and laboratory settings. They are known to be cheap to produce and
can have high electrical to optical power efficiency [I]. This makes diode lasers ideal
for applications where their relatively low power is not a limiting factor, such as
in spectroscopy or optical communications. Further examples of their use include,

but are not limited to, the detection of gravitational waves [2] and their use as an

optical pump in other laser systems [3].

Diode lasers generate gain using either a p-n or p-i-n junction. As electron-hole
pairs meet, the annihilation of the pair produces a photon with the surplus energy.

This process can be spontaneous or stimulated, with spontaneous emission being a
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Figure 1.1: Energy level diagram showing a simplified version of the operation of
laser-diode gain.

random quantum process and stimulated emission being produced by interaction

with photons.

This regime utilises a four energy level system, but unlike other solid state lasers
or gas lasers, the processes which lead to optical gain are complicated due to many
possible interactions between the photons and the electron-hole pairs. The energy

level diagram in Figure shows a simplified version of these processes.

The current through the laser diode acts as a pump, generating electron-hole pairs,
raising the electrons to energy level 3, which then undergoes a fast decay to en-
ergy level 2. The electron-hole pair is annihilated as the electron drops to energy
level 1, producing the aforementioned photon which contributes to lasing, after
which the electron undergoes another fast decay to the ground energy state level
0, where the process begins again. By using a laser resonator setup, the spontan-
eous emission can be used to produce further stimulated emission. When photons
circulate through the semiconductor gain material, they contribute to the rate at
which electron-hole pairs annihilate, stimulating the electron to move from level 2
to level 1. The photons then eventually decay from the system via emission from

the partially reflective mirror, which produces the output beam of the laser.
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For any lasing to occur, the round trip gain of photons within the resonator must
exceed the round trip losses. Usually, this is performed by the use of a highly
reflective mirror and a partially reflective mirror. With Gallium Arsenide (GaAs)
semiconductors however, the natural cleaving of the material can form a cavity.
Assuming a refractive index of n = 3.6, the reflectivity at a[GaAs boundary can be

calculated using:

n—1,
R=(—— 1.1
() (11)
Which then is calculated as:
2.6,
=(—)“=~0.32 1.2
R (4.6) 0.3 (1.2)

This is confirmed by using the appropriate figures from [4], with light approximately
in the 800nm range. It can then be shown by using this approximate value for the
reflectivity that the cavity has low finesse. Finesse is an indirect measure of how

many round trips a photon will make and is given by:

™R
1-R

F=( ) (1.3)

With an estimated reflectivity of 32%, the finesse is shown to be:

<7n/0.32
0.68

)2~ 2.6 (1.4)

This low finesse cavity along with the particularly high level of optical gain allows
the diode laser to operate without the use of additional reflective elements. One
consequence of increasing the finesse, is not only an increase of the round trips of
the photons, but also an increase of the ratio between the free spectral range and
the full width at half maximum. This means that not only does the power output
increase, but also the photons are concentrated at specific wavelengths. Therefore,
it is of interest to increase the finesse, which can be done by adding an optical

element with a higher reflectivity.
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The External Cavity Diode Laser

With the addition of optics outside of the diode laser, an external cavity can be
formed, feeding light back into the cavity and therefore back through the gain me-
dium. This setup is known as an External Cavity Diode Laser (ECDI]). With
the addition of the external cavity, the [ECDI] is now subject to the effects of the
external cavity, as well as to the effects of the internal cavity. Due to the internal
cavity being small, the full width half maximum of the peaks will be a significant
proportion of the free spectral range of the laser diode gain. This means that to
limit the linewidth of the output, the internal cavity effects would ideally be re-
moved. Realistically, these effects can be reduced, but not entirely removed, by the
use of an anti-reflective coating. By aligning the external cavity modes (usually
achieved with a piezoelectric crystal device), the internal cavity modes (by con-
trolling the temperature of the laser diode) and potentially a wavelength-selective
element such as a reflective diffraction grating, a single frequency mode can be
selected and tuned, with a low linewidth. Figure shows how the alignment of
cavity effects and the use of a diffraction grating can produce single longitudinal

mode operation with an [ECDII

Selected Wavelength

.
.
.
.

Internal Cavity
Modes
(changed via tempreture)

Gain
/Loss

Diffraction Grating selection
(changed via grating angle)

External Cavity
Modes
(changed via

peizoelectric device)

Figure 1.2: Graph showing the relative gain/loss of each element of the ECDL.
The dotted red line shows how a single wavelength is isolated by adjusting for the
temperature, external cavity length and diffraction grating angle.
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The[ECDI]has another unique property allowing it to have a unique role in absorp-
tion spectroscopy and microscopy applications - the easily accessible, open cavity.
This allows targets to be placed within the cavity instead of using the output beam,

allowing for an effective increase in the absorption sensitivity of the target.

Light attenuation and its role in measurement

When light interacts with matter, there are several outcomes which can occur, from

scattering effects to absorption. Both of these are types of light attenuation.

Absorption

Absorption usually occurs between an electron in an atom or molecular bond and
a photon. The photon’s energy is absorbed by the electron, changing the electron’s
energy level. While this may cause a change to the sample chemically, the effect
this has to the measured output of a beam is a relative decrease in light from that

area of the sample, as the photon is no longer received at the detector.

Beer-Lambert Law
A description for the behaviour of absorption of light is given by the Beer-Lambert

law.

The Beer-Lambert law states that the absorbance of a material is proportional to
the optical path length of light through the attenuating media and proportional
to the concentration of the attenuating media. There are multiple ways of writing
the Beer-Lambert law mathematically, but for the purposes of this study it will be

written using the form from [5]:

Ir(w) = Iyexpl—a(w)] (1.5)

where I7(w) is the transmitted light intensity for a given frequency, Iy is the initial

light intensity, —a(w) is the absorption coefficient for the material for a given
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frequency and [ is the total optical path length through the material.

Absorption is an important aspect in both spectroscopy and microscopy. In spec-
troscopy, absorption of a particular wavelength of light is analysed via the invest-
igation of ‘troughs’ in the spectral intensity profile at a given wavelength, which
can be used to determine relative concentrations through the Beer-Lambert law
and a suitable calibration curve for a specific analyte. In particular [6] showed a
significantly high sensitivity in the detection of absorbing material in the parts per
billion (ppb) to parts per trillion (ppt) range. In microscopy, since many samples
are damaged through their interactions with light, it is often preferable to have low
intensity illumination methods. Through the use of an [ECDI] it has been shown
that by passing the light through the sample multiple times, there is an effective
increase in absorbance [7]. This leads to increase the contrast of the image due to
the increased effective optical path length, allowing the [ECDIJs output beam to

be used as a microscope.

Scattering

Along with absorption, one of the most common optical phenomena in the field
of microscopy is scattering. Similar to the case of absorption, Rayleigh scattering
occurs when a photon interacts with a particle of much smaller size compared to
the photon’s wavelength, with a photon of the same wavelength being emitted in
a different path. When the wavelength is similar to the size of the particle, the
scattering observed is instead Mie scattering [8], with the majority of the photons
having a similar path to the original. This type of scattering is known as elastic
scattering as the energy of the photon does not change, and is the types of scat-

tering which will be the focus of this study.

In most circumstances, scattering is considered an effect to be compensated for
in the field of microscopy as it alters the photon’s trajectory, spatially separating
intensities in a manner which reduces image quality. There are, however, uses for

scattering in microscopy, and in a similar manner to absorption, the Beer-Lambert
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law can be used to determine the concentration of scattering particles in a sample.
In a similar manner to how absorption measurements have been observed to have
a high level of precision with an [ECDI] the same may be possible with regards to

scattering.

In the case of Mie scattering, P L Gourley [9] finds a similar relationship to that

of the Beer-Lambert law with regards to the attenuation of light:

I = Ipexp[—pl] (1.6)

where I is the transmitted light intensity for a given frequency, Iy is the initial
light intensity, [ is the total optical path length through the material and p is the

scattering for the material given by:

p = Nkmr? (1.7)

where N is the concentration of scattering particles, K is a cross-section which is
dependent on both wavelength of light and particle diameter and r is the diameter

of the particle.

For Rayleigh scattering, Gourley [9] then describes an intensity relationship which

differs from the form given by the Beer-Lambert law, given as follows:

16m3eM dn

W)(dc)g (1.8)

Ir = Ip(

where I7 is the transmitted light intensity for a given frequency, Iy is the initial light
intensity, where c is the concentration of scattering particles, M is the molecular
mass, N4 is Avogadro’s number, A is the wavelength of light and % is the specific

refractive increment.

Cavity effects from scattering

When a sample is placed within an external cavity it can be a source of scattering.
Depending on the type of sample within the cavity, different scattering effects will

take place. With low levels of absorbent molecules in solution, there is little mode
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competition [I0]. For larger objects in the solution, such as large organelles in a
biological sample, Mie scattering and scattering due to membrane surface rough-
ness becomes dominant. Mie scattering in particular has a larger proportion of the
scattered light close to the original direction of propagation. Because of this, these
cases can produce cavity resonance effects, as they tend to be scattered by a small
angle, causing spectral peaks depending on the spatial and chemical characteristics
of the cell [7] [9].

When light passes through a group of scattering particles, a proportion of the light
which interacts with the scattering particles remains on axis. As the number of
passes increases, the probability of the photon being scattered off axis increases.
Depending on whether the scattering is Rayleigh dominated or Mie dominated,
there can be a similar relationship to the Beer-Lambert law in each case, as shown
in Equations and With the results provided by [6] in mind, it could be
argued that the [ECDII could have potential use in sensitive detection of scattering
particles. As the light is attenuated in the cavity by scattering, the finesse of the
cavity decreases, leading to a drop in the power output of the cavity.

In particular, the use case of microfluidic channels can involve the monitoring of
the concentration of scattering particles as they travel through the system, which

gives a novel target for the [ECDI] to investigate.

Microfluidic channels as a target

Previous studies have investigated placing absorbing samples within the cavity [6],
though the use of miniature flow cells is of particular interest, as they can be used to
simulate the microfluidic channels used within chemical manufacturing and phar-
maceutical industries [I1]. Given their size, they are ideal for controlling chemical
reactions via laminar flow and provide a confined area for microscopic or spectro-
scopic techniques. There are many use cases of microfluidic channels.

One popular use is using microfluidic channels as miniature bioreactors, either as

case studies for larger bioreactors or with many in parallel where larger reactors
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are not necessary. Microscopy and spectroscopy are important in this use case as
trace compounds may end up being hazardous within the manufacturing process
or the final product. A similar use for microfluidic channels is in flow cytometry,
where cellular samples are passed through the channel to characterise them one
at a time via use of spectroscopic, fluorescence and absorbance measurements. It
has already been shown that microscopic images can be produced by flowing blood
cells through the cavity, with the cells’ geometry contributing to the modes they
produce [7].

Another common application of microfluidic channels is as focused flow droplet
generators, which are used to produce emulsions of small droplets. Focused flow
droplet generators function by pumping two immiscible fluids towards a common
junction. One of the fluids, known as the continuous phase, is the medium in which
the other fluid, the dispersed phase, forms droplets in. At the junction there is a

nozzle which focuses the dispersed phase as shown in Figure [I.3]

Continuous Phase

Droplets of Dispersed Phase
Surrounded by the
Continuous Phase

Dispersed Phase O O O O

Continuous Phase

Figure 1.3: Diagram showing the main junction in a focused flow droplet generator.

This takes advantage of the liquids being immiscible and instead causes the chan-
nel in the centre to produce droplets, whose size are based on the viscosity of the

fluids, their miscibility, the flow rates of both fluids and the specific material prop-
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erties of the channels being used [12]. As these two fluids will often have differing
refractive indices, they will induce scattering at the boundary of the two, with the
magnitude of the scattering depending on the difference between indices. Because
these droplets will be of relatively similar size, their respective scattering due to
one droplet will be similar to that of all other droplets. It may be possible then to
determine, based on the level of scattering, how many droplets there are.

These examples present an interesting use case of the [ECDIJs cavity for use in
microscopy of microfluidic channels, particularly with focused flow droplet gener-

ators.

ECDL configurations

[ECDIk do not have a monolithic design, meaning there are many possible config-
urations. This means that a specific experimental setup will be needed depending
on the measurements planned to be taken. Some elements however are required.
Since laser diodes are often small, there will be a significant amount of beam diver-
gence as the light leaves the internal cavity, meaning that a lens must be used to
collimate the light. Furthermore, the use of the laser diode’s internal photodiode
can become problematic when an external cavity is introduced. This is due to
potential saturation of the internal photodiode which leads to loss of data, causing
the readout to be inaccurate. To counteract this the use of some form of photo-
detection should be used externally to measure the output intensity of the beam.

Two relevant [ECDI] configurations will be discussed below.

One of the common configurations, known as the Littrow configuration [13], uses
a diffraction grating to reflect some of the light back into the cavity. The diffrac-
tion grating disperses the frequencies of the light spatially, meaning photons of a
particular frequency band are reflected back into the cavity. Usually the 1st order
is chosen to be reflected back into the cavity, with the Oth order being used as the
output. The 1st order is chosen as it is the order with the greatest intensity; by
using this order to form the extended cavity, the average number of round trips

of the photons in the cavity increases, increasing the gain and further increasing

10
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the output. This particular setup leads to a lower laser linewidth, allowing the
output of the external cavity to have a larger proportion of photons at the desired
frequency. The undesired frequencies are filtered out as only the photons with
wavelengths sufficiently aligned with the axis will remain in the cavity. Combined
with the ability to easily adjust the angle of the grating to change the frequencies
selected for, a piezoelectric crystal can used to make adjustments to the cavity
length, which gives both tunability and a narrow bandwidth. An initial setup us-

ing a diffraction grating is shown in Figure [T.4]

Microfluidic Channel )
Diode Output * Bragg Grating

\

Piezoelectric Device
-+

f

Laser Diode r .
Collimating Imaging Lenses
Lens

CCD
/

Figure 1.4: Experimental setup using a diffraction grating at angle § with respect
to the initial direction of the beam.

Microfluidic Channel Mirror ccD
Diode Output Y ¢ v

N v

4 i
Laser Diode | ~

Collimating Imaging Lenses
Lens

Figure 1.5: Experimental setup using a highly reflective mirror.

11



1. Background and Theory

If we instead replace the diffraction grating with a highly reflective mirror, we can
reduce the losses from the dispersing element in exchange for reduced tunability
and increased linewidth. With fewer photons lost, this allows for greater sensitivity
for attenuation measurements in implementations where a larger linewidth is not

a limiting factor. An example of an experimental arrangement for this is given in
Figure

The configurations described will be used with a Charged-Couple Device (CCDJ),
and potentially a photodetector. The will be used to monitor the output of
the beam, which will be of interest for using the [ECDI] as a microscope. Alongside
the microfluidic channels are two imaging lenses used to focus the beam so that
it images the channel and then expanded so that it can be of suitable size for the
and any photodetectors used. Combinations of 50:50 beamsplitters can be
used to split the beams so that it can be fed into further detectors if required, with

a corresponding halving of intensity.

Measurements and experiment criteria

For summary purposes, it is important to detail the scope of the study given the
background provided in this chapter. The aim will be to use the proposed system
designs to take measurements of intensity for varying concentrations of scattering
particles. For an advantage to be demonstrated, the system will be compared with

a control version of the setup, described below.

The reflective element will be removed for the system described by Figure to
remove the extended cavity. It is however difficult to draw conclusions doing the
same for the system described by Figure[1.4] due to the diffraction grating’s unique
effects on the cavity. While the set up described by Figure does not have a
direct comparison, it will still prove useful to compare it to the ‘mirrorless’ set up

to demonstrate benefits due to the higher finesse.

These changes ensure that all other elements of the system will be as consistent

12
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as possible and allows for the comparison of an [ECDI] setup with a standard laser

diode, both when lasing and when operating in LED mode.

Before each set of measurements, the threshold current will be estimated for a given
alignment, so that the offset current from threshold is known, along with emphasis
placed on having as similar threshold currents for each set of measurements as
possible. This will be to prevent any significant increases in linewidth broadening
[9] due to changes in cavity temperature which could be caused by a differing

current value.

13



CHAPTER 2

Methodology

This chapter will begin with the description of key methodological choices used
within the study along with their justifications. Then the experimental apparatus
used will be described along with details on the measuring equipment used. To
conclude, there will be a description of statistical methods used to determine the

validity of measurements and their uncertainties.

Determination of Threshold Current

With the addition of an external cavity, there is a decrease in the threshold cur-
rent required for the diode to switch from acting as an LED to lasing. Because
of this, a methodology for the determination of the threshold current is required
for each set of measurements as small changes in the cavity alignment caused by
the environment can have a significant impact on the cavity efficiency and there-
fore, threshold current. There are many methods of determining threshold current,
all with advantages and disadvantages. Because of this, each method should be
chosen based on the use case, such as the required precision and the frequency of
measurements. Another important factor to consider is that once a method has
been chosen, the same method must be applied to all other determinations, as it
has been shown that different techniques can provide differing values for threshold

current, even when the uncertainties are accounted for [14].

14



2. Methodology

To determine threshold current, estimation of the first and second derivatives of
the power/current curves was considered [15], although calculating these using the
backwards finite difference method [16] would require evenly spaced data points.
This is particularly difficult for current which is controlled on the diode controller
via a continuous dial rather than a discrete one. In comparison, a two-segment
fit was used to demonstrate a method which would not require evenly spaced data
points. A two-segment fit partitions the data into two separate linear regression fits
as below and above threshold there are separate linear relationships. By evaluating
the current value where the two lines of best fit cross, an estimate of the current

can be made. The partitions are chosen via manual inspection.

An example of data collected via manual input of current into the diode controller
is presented in Figure [2.1] with the corresponding threshold current values and

their uncertainties given in Table [21]

Original P/l curve First Derivative Method
1.0
0.5
208
T
0.4 2
H & o6
E g
§ 0.3 | TTTTTTTTTTTTTTTTT |
g § o041 !
= I
1 o
0.2 g !
=) 1
Z 024 1
1
0.1 |
|
1
0.0 !
19 20 21 22 23 19 20 21 22 23
current/mA Current/mA
Second Derivative Method Two Segment Method

0.40 4 0.6

0.5

0.4+

0.3

0.2

Power/mw

0.14

Abselute Second Derivative

195 20.0 205 21.0 21.5 22.0 225 23.0 192 20 21 22 23
Current/mA Current/mA

Figure 2.1: Graphs depicting the first derivative, second derivative and two-line
segment methods for estimation of threshold current. The red dotted lines demon-
strate how threshold current is determined in each case.
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Example Threshold Current per Methodology

Method Estimated Current (mA) Estimated Uncertainty (mA)
Two-segment Fit 21.6 +0.3
First Derivative 21.5 +0.9
Second Derivative 21.6 +1.4

Table 2.1: Table of threshold current values with the three described estimation
methods, along with their uncertainties.

If this data could be taken with a different experimental setup allowing for auto-
mated data collection, the first derivative or second derivative techniques may be
appropriate. However, due to the difference in the current values being large, there
is a large error when using the method of finite difference. This is due to the error
scaling in the form O(h?). O represents the truncated terms of a Taylor series which
are omitted as per the finite difference approximation, with h being the distance
between the data points [16]. It is important to note that the uncertainty due to
the precision of the measuring equipment was omitted from this error analysis in
the first and second derivative example to simplify the calculation as the error due
to the precision was above an order of magnitude in difference, meaning that it
would not have changed the uncertainties presented due to the singular significant
figure being quoted due to the sample size [17].

Given that threshold current estimation is only needed so that an offset current
above that can be used, the potential precision of these methods at lower cur-
rent gaps is not required, with the two-segmented fit providing a suitable value of

threshold current to work from.

Choice of Photo-detector

To measure the intensity, two methods were considered. The first method is to place
a photodiode after the 50:50 beamsplitter to measure the beam concurrently with
the images taken with the This however requires a method of synchronising
each image taken with the with a given reading from the photodiode. The

second method, and the one which was used, is to derive an intensity value from
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the images themselves.

This is justified as each pixel of a [CCDI acts as a photodiode, with the [CCD
constituting an array of photodiodes. For each image produced, an equivalent
pixel intensity histogram can be produced. An example of this is shown in Figure

2.2

Pixel Intensity Histogram
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Figure 2.2: Example of a pixel histogram for an image taken during calibration.

By taking the product of the number of pixels and their respective values and
summing them, a relative intensity value can be produced. This intensity value
can either be converted using the manufacturer’s specifications to calculate
a specific intensity value, but since the in this study will be consistent, this

is not required and so the relative intensity values will be used.

The disadvantage of this methodology is that of the [CCDIs limited maximum
photon count per pixel, meaning that the output power of the [ECDI] needs to
be minimized so that the maximum power the pixels on the CCD can measure is
not exceeded (meaning the CCD is not saturated). Figure[2.2]demonstrates this, as
there is a disproportionate increase in the number of pixels with maximum value.
This limits the number of pixels which will reach saturation, as saturated pixels

no longer provide further information on the intensity of light at that location. A
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possible way to circumvent this is by the use of neutral density filters to sample
the distribution at a lower intensity, which can then be used to map the saturated

pixels to their corresponding values above the saturation limit.

Another disadvantage is the computing performance and time requirements to pro-
cess the images. For example, an inefficient python program to read and convert
six hundred 659x493 pixel, 8 bit images using an Intel Core i7 7700HQ at 3500
MHz clock speed was used to produce intensity values. The code finished in 34+1
seconds when utilizing all four CPU cores. With respect to the aim stated in the
first chapter, the ideal use case within pharmaceutical production would require
both cheap and inline uses, due to many microfluidic channels being used in par-
allel. Therefore this type of data collection may not be suitable in that use case,
especially as the computing requirements will scale linearly with the addition of

more images as shown in Figure 2.3
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Figure 2.3: Graph demonstrating the linear relationship of image quantity and
time taken to determine intensity using a Python 3.7 program.

This can be avoided by using a separate photodiode as mentioned previously, but
for the verification of increased performance of the [ECDIJ] compared to a standard

beam, this consideration is not necessary, although important to note.
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Experimental Setup

Table contains the list of equipment used in the experimental setup. Various

mounting equipment were omitted for brevity as they were deemed unimportant

for detailing the setup in terms of future reproducibility. The Figures and

show images of the setups with respective axes labelled with respect to the explan-

ations given for the orientation of equipment.

Equipment List

Equipment Name Manufacturer Name Serial Number Label
Laser Diode (LD) Thorlabs L808P030 1
LD Mount Thorlabs LDM21 1
LD Current Controller Thorlabs LDC202C 8
LD Temperature Controller || Thorlabs TED200C 9
Collimating Lens Mount Thorlabs S1TMO091 2
Collimating Lens Thorlabs C390TME-B 2
2x Triplet Lenses Melles Griot No longer available | 3
Near IR Mirror LaserOptik GmbH R=98%, 850nm 5
Blazed Reflective Grating Thorlabs GR25-1208 5
CCD Allied Vision GC650 6
Syringe Pump New Era Pump Systems, Inc | NE-300

Syringes BD BD Plastipak 1ml
Microfluidic Chip Holder Micronit Fluidic Connect Pro | 4
Microfludic Flow Cell Micronit FLC50.3 4
Tubing & Connectors Micronit Connection Kit 7

TiO2 Brookite-Nanopowder
Ethylene Glycol

Ultrasonic Processor
Ultrasonic Bath

Sigma-Aldrich
Aldrich

Sonics & Materials, Inc
VWR

791326
102466

CV18
USC-TH

Table 2.2: Table detailing the equipment used in the described setup and in the
collection of data for the study.
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A Thorlabs L808P030 808nm laser diode was mounted in a Thorlabs LDM21
mount. To provide control to the operational current and to lock/measure the
temperature, the laser diode was then connected to the Thorlabs LDC202C and
TED200C which are current and temperature controllers respectively. The diode’s
mount was secured to a M6 tapped breadboard so that the system could be moved
to a laminar flow isolation optics bench and/or into an optically dark enclosure as
required. Both of the diode controllers were placed on the same bench or enclosures
as the breadboard itself.

Two triplet diode lenses (coated for 810nm, effective focal length = 12.5mm, back
focal length = 6.5mm) were secured with a 3D-printed push fitting, secured to two
separate lens mounts, with the second lens mount allowing for fine adjustment in
the X-Y plane. Due to the asymmetry of these lenses, the larger cavity was orient-
ated to face outside of the region being imaged, so that the initial beam of the laser
diode could enter the lenses with minimal light lost. The first lens mount was then
fixed to the breadboard. Because fine adjustments were needed to ensure that the
light leaving the second lens would be fully collimated, the second lens mount was
secured to a further translation stage (in the Z direction) which was then bolted
to the breadboard.

The microfluidic chip holder was mounted on an X-Y-Z translation stage to allow
for a full range of movement about the focus of the two diode lenses.

Further in the Z direction either a highly reflective near-infrared (NIR) mirror
or blazed-reflective grating were placed, both attached to suitable tip-tilt mounts
which allowed for calibration of optical alignment. The highly reflective mirror was
placed perpendicular to the Z direction (and therefore, the direction of the beam),
while the grating was placed at an angle which allowed for the desired diffraction
order to be reflected into the diode. Then the was mounted in one of two
locations, depending on whether the measurement was using the mirror (or no re-
flective element) or the grating with the 1st order forming the external cavity.

Figures [2.4] and [2.5] show these configurations with labels described in Table [2.2]
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with items which are mounted together given the same label and any unlabeled

equipment being miscellaneous optomechanics used for alignment of optics.

¥ A e ©

Figure 2.4: Photographic image of the setup using the highly reflective mirror, with
the X-Y-Z axes labelled along with the equipment.

Figure 2.5: Photographic image of the setup using the blazed diffraction grating,
with the X-Y-Z axes labelled, along with the equipment.

Choice of Microfluidic chip

Due to the complex topology of focused-flow microfluidic chips, they require a high

level of expertise to operate. For a simplified model for use in this study, a flow

cell using a singular channel containing a scattering solution was used.

The flow cell chosen was a standard Micronit ‘Thin-bottomed flow cell’ (FLC50.3),

which was placed in a ‘Fluidic Connect Pro chip holder - topconnect’, with ETFE
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tubing connected securely with the fittings provided in the micronit connection kit.
The tubing was then connected to 1ml BD syringes which were locked in place in a
NE-300 New Era Pump Systems, Inc. syringe pump, allowing for the pump rates
between 0.73pul/hour to 1500ml/hour. The syringe pumps were placed on an bench
external to the location that the breadboard was located on to prevent any tremors
caused by the piston affecting the cavity, due to the cavity’s high sensitivity to the

environment.

Preparation of a Titanium Oxide Nanofluid

A solution of ‘Titanium (IV) oxide, brookite - nanopowder’, manufactured by
Sigma-Aldrich, was used as a source of scattering particles. Titanium Oxide
is widely used as a scatterer due to its high refractive index [I8] and low toxicity
[19]. The mean particle size was rated less than 100nm via a scanning elec-
tron microscope. Since the mean operating wavelength of the diode is rated at
808nm, this suggests that the predominant scattering may be Rayleigh scattering
over Mie scattering. Mixing the with a base fluid such as water or Ethylene
Glycol (EG) is not sufficient for producing a mixture with a stable and homogeneous
diffusion of Without a stable, homogeneous distribution, the particles
will agglomerate, leading to a differing concentration as the particles clump to-
gether [20]. This would be problematic for the accurate measuring and variation
of the concentration for the purposes of this experiment. Instead, a nanofluid of
must be formed, which allows for the to be evenly distributed and pre-
venting agglomeration. Both the and [EG] were measured by weight, using
approximately 5.5-6.0 ml of [EGl as a base so there would be an excess for multiple
experiments. Then for each volumetric concentration ¢ used, the required mass of
was calculated using the equation presented in [21]:
Wrioy

(z) _ PTiO4 (2'1)

Wrio, Wea
PTiO4 PEG

where W is the weight and p is the density of and EG respectively.
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To produce a nanofluid of and a base fluid, an ultrasonic probe was used to
break up the initial sedimentation, then the mixture was agitatted in an ultrasonic
bath was used as suggested by [22], operated at a frequency above 40kHz. This
agitation lasted approximately 5 hours. The stability of the nanofluid was verified

by visual inspection after ultrasonic agitation, and then immediately used.

Description of Experimental Technique

The system was moved to a laminar flow isolation optical bench, partially enclosed
to prevent stray light from hitting the After this, the microfluidic chip was
placed within the system and fixed within a particular position so that the focus
of the diode lenses was on the channel chosen to be imaged. For each configur-
ation of the system (‘mirror’, ‘grating’ and ‘mirrorless’), the following procedure
was then performed: 1) the same base [EG] used to produce the nanofluids was
pumped through the system over a 10 minute period to remove the bulk of the
remaining [Ti04] particles; 2) the laboratory’s room lights were turned off to further
reduce stray light; 3) the threshold frequency of the system was determined via use
of the two-segment fit with power/current values taken in increments of 0.50mA
for time-management purposes, with the current then raised until the intensity on
the CCD reached a particular value which was then recorded, with each baseline
intensity set to a similar value for all configurations of the system; 4) then, with a
separate 1ml syringe to the one used for the [EG] previously, approximately 0.9ml
of nanofluid was drawn from the 0.2% nanofluid, this syringe was then fixed within
the syringe pump; 5) the syringe was manually pressed to remove the previous fluid
from the system, and then the pump was turned on at a rate of 0.005ml/minute; 6)
three sets of 1200 .tiff extension images were taken using the Allied Vision Vimba
Viewer software; 7) then, the remaining nanofluid was returned to its respective

container; 8) this process repeats further with each prepared concentration.

23



2. Methodology

Description of Statistical Methods

The methodology for statistical analysis was informed by Hase Hughes [I7]. To
calculate the error on the percentage volume, the uncertainties due to the precision
of the balance, +0.1mg, was used. Data on the density of the Brookite was
not provided on Sigma-Aldrich’s data sheets. However a similar specification of
Brookite provided by American Elements suggested a theoretical range of 4.08-
4.18g/mL [23], meaning an uncertainty of +0.05 was deemed appropriate. Then,

using the uncertainty propagation equation provided by [17]:

e+ (2 (22)
each uncertainty was propagated through to produce the uncertainty of the volu-
metric concentrations given by Equation
The Central Limit theorem states that for any set of random variables with finite
mean and variance, the sum of such will be normally distributed if the number of
random variables is sufficiently large [I7]. Therefore, as the number of measure-
ments at each concentration meets this criteria, with three sets of 1200 intensity
readings, the value of the intensity at a given concentration can be estimated as
the mean, with uncertainty equal to the standard error as given by chapter 2 of
Measurements and their uncertainties [17].

Due to the manual injection of fluid into the chip during the data collection process,
the first set of 1200 images from each concentration was discarded, as there was
an initially lower intensity due to the higher density of particles caused by high

pressure compared to the pressure provided by the syringe pump itself.

To determine whether for a given concentration value there is a difference in the
mean intensity, a Z-value statistical tests was used. Between each system, the null
hypothesis of equal means and the alternative hypothesis of differing means will be
tested. This test can be used between two independent random variables that are
normally distributed, and can be used to determine the probability the means of

the two variables are greater or lower through a one-tailed test, or if the means are
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not equal [24]. A two-tailed test was used in this study to show that each system
has an mean intensity of differing value at each concentration. The limitations of
this test are two-fold.

First, it requires that the variables are independent [24], which should be true as the
channels are cleaned throughout the experiments meaning the concentrations used
from one experiment should not affect the next. The second issue is that although
the test can show that two independent random variables have a differing mean, it
does not demonstrate how much of an improvement one setup has over another -
it will only demonstrate that there is a statistically significant improvement. This
limitation however may not be an important consideration in this study, as this
study attempts to demonstrate an improvement, not to evaluate how much of an

improvement there is, which is reserved for future studies.

Post-processing of Noise

Within the use case of inline measurement of trace particle detection, the noise in
the data must be taken into account. The[ECDITs output stability varies depending
how far above the threshold current the [ECDI] operates at. As described by [6],
the sensitivity of an [ECDI] measurement increases close to threshold meaning that
in order to detect small numbers of scatterers, the current should be brought down
close to threshold. However as the [ECDI]is brought close to threshold, the noise
due to the environment and quantum fluctuations increases. Figure presents
two background signals to demonstrate how with the same alignment, a lower

current (and thus, a lower intensity) causes an increase in noise.
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1e7 Variation in Noise Comparison
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Figure 2.6: Graph comparing the noise of the ECDL’s output when the current is
near threshold and significantly above threshold.

Therefore, in order to detect low concentrations of scattering particles, a way of
filtering the noise should be used so that an event of a scattering particle can be
distinguished from the noise. Hence, three solutions to filtering the noise will be

suggested.

Measurements and their Uncertainties [I7] discusses the grouping of data into bins
when demonstrating the definition of the standard error in section 2.7. This method
can be used to adjust for random noise from a data set by binning adjacent data
together and taking the mean as the value at the point mid way through the width
of the bin. This method, however, requires a careful choice of bin size, as choosing
bins too small will not sufficiently remove the noise, while choosing bins too large
will make it difficult to spot discrete events. It is therefore arguable that in the case
of scattering particles moving within the path of the [ECDI] beam that the average
time taken for a particle to move through the beam should be used. Since the flow
is laminar and the pump rate known, this is a reasonable quantity to determine for
the use in measurements. With bins at this size, a particle event moving through
the system will be represented by, on average, one or two data points, which can
then be compared to a model of the background noise to determine the likelihood

that an event occurred. Figure demonstrates the difference between the filtered
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and unfiltered background noise using this method, along with demonstrating the

relative size of the errors in the mean.
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Figure 2.7: Comparison of Unfiltered background noise to adjacent binning of
‘Above Threshold’ data.

The moving/rolling average is another commonly used filtering method and is sim-
ilar to the adjacent binning average described previously. The main difference is
that instead of putting the data into bins, a window-width is specified. Each data
point is replaced by the mean value of itself and a number of data points that come
after it, with the user able to implement any value for this window. This method
retains a lot more of the noise structure present in the previous method, but has
the potential advantage of being less sensitive to the range size as opposed to the
bin size of the previous method, allowing use in situations where the particle’s ve-
locity may not be as well known. To demonstrate this filter, Figure [2.8] compares
the noise of the background data above threshold to its rolling average filtered

counterpart.

27



2. Methodology

1e7 Comparison between rolling average and no filter
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Figure 2.8: Comparison of Unfiltered background noise to rolling average of
window-width 10 of ‘Above Threshold’ data.

Another method used often in analytical chemistry builds upon the moving average,
and is known as the Savitzky-Golay filter [25]. This method takes a similar window
specified in the moving average and instead fits a polynomial to the data within
that range, via polynomial regression, with the new value being the value which
corresponds to the x value at that point. As well as specifying a range, the degree
of polynomial must also be chosen. This method allows for further preservation
of that data’s structure, which may allow it to be of use in cases with a relatively
higher concentration of particles. Figure 2.9 demonstrates the use of this filter in

a similar manner to the previous methods.
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Figure 2.9: Comparison of Unfiltered background noise to Savitzky-Golay filter
(window-width of 11, polynomial degree 2) of ‘Above Threshold’ data.
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All of these methods are contingent on a bin or window width, which is required
to be sufficiently large in order to reduce the uncertainty so that a particle meas-
urement can be verified with statistical significance. However, the size of these
quantities requires them to be similar to the time period that an image of a particle
is within the [CCDIs sensor. Therefore, for purposes of inline, low particle count
detection, it is required to both have a [CCD| which can perform relative to the
velocities of the particles, and a sophisticated computer script to read off of the
[CCDI's memory and store the information before it is lost. A final and import-
ant constraint to note for these methods is that the time between frames must be

relatively consistent for these models to hold.
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CHAPTER 3

Results

This chapter will present the results of the study as figures and tables. Descriptions
of the particular data sets will be given so that sufficient context with respect to

the methodology described in chapter 2 can be established.

Experiment 1 - Volumetric Concentration/Intensity

The first set of data collected for intensity/concentration relationships using the

methodology described in chapter 2 is presented by Figure 3.1}
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Figure 3.1: A plot of the calibration curve of percentage volumetric concentra-
tion of the TiO9 against the intensity profile of the ECDL for the three principle
configurations of the system.

30



3. Results

Measurements in Experiment 1

Intensity-107 (Arbitrary Units)

centration (%)

Volumetric Con-

‘Mirror’

‘Mirrorless’

‘Grating’

0

1.6952+0.0015

1.703540.0002

1.6774+0.0001

0.184:£0.003 1.35694:0.0008 1.5290-£0.0005 1.5206-£0.0005

0.385+0.005 1.014640.0018 1.220540.0012 1.4698+£0.0004

0.595+0.008 0.9383+0.0015 1.120840.0007 1.358440.0005

0.772+0.009 0.80880.0013 1.020840.0006 1.211940.0006

0.979+0.012 0.7597-+0.0015 1.009640.0007 1.102740.0004
| Reduced x? | 355+1 992:+1 5022+1

Table 3.1: Table of measurements and their uncertainties for Experiment 1.

The measured volumetric concentrations were found to be lower than the target
volumetric concentrations, which are displayed in Tables and

The ‘mirror’ and ‘mirrorless’ setups were tested back to back with the ‘mirror’
system’s data collected first, and the ‘mirrorless’ system’s data collected second.
The ‘grating’ setup’s data was collected approximately 12 hours after the initial
setups. As well as this, the position of the microfluidic chip was slightly adjusted
for the collection for the ‘grating’ setup. The reduced chi-squared values are presen-
ted in Table along with the intensity/concentration measurements and their
uncertainties. A reduced chi-squared fitting linear-regression method was used to
estimate an exponential relationship, given by the line of best fits. Since the un-
certainties on the intensity values was low due to the volume of measurements, the
uncertainty on the independent variable, volume concentration, was used, and be-
cause of the low uncertainty on the intensity, a total regression model was decided

against.

To test the null hypothesis of whether the ‘mirrorless’ setup’s mean intensity is
the same as the ‘mirror’ setup, two tailed Z-value tests were performed at each

concentration value. Figure [3.2] shows the result of this test.
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Z-test of 'Mirror' and 'Mirrorless’ results
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Figure 3.2: Z-tests of Experiment 1 data between the ‘mirror’ and ‘mirrorless’
setups at each concentration.

Experiment 2 - Volumetric Concentration/Intensity

A second experiment was conducted using the same methodology as Experiment
1, with the addition of a 1.143% volumetric concentration sample to observe if
the ECDL system would continue the behaviour displayed in Experiment 1. Both
setups were calibrated to have a similar threshold frequency as the ones used in
Experiment 1. In this experiment the ‘grating’ data and the ‘mirror’ data were
collected immediately after the other was completed to minimise the time delay and
avoid any realignment. These results are displayed in Figure[3.3| with corresponding

numerical values and their uncertainties presented in Table [3:2]

‘Mirrorless’ data was unable to be produced within a similar time frame, and due
to the incongruence of the ‘grating’ data in Experiment 1, it was decided that this
system configuration of the system would not be tested. Instead, a comparison of
two similar alignments of the microfluidic chip within the ‘mirror’ system was used
to investigate the extent to which a small change in the alignment would affect this

type of calibration measurements, given in Figure
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Concentration/Intensity Calibration Curve
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Figure 3.3: A plot of the calibration curve of percentage volumetric concentration of
the TiO9 against the intensity profile of the ECDL for the two ECDL configurations
of the system.

Measurements in Experiment 2
Intensity-10” (Arbitrary Units)

Volumetric Concentra- || 'Mirror’ 'Grating’

tion (%)

0 1.6952+0.0015 1.7035+£0.0002
0.184+0.003 1.3662+0.0012 1.5101+0.0017
0.385£0.005 1.0577+£0.0010 1.1638+£0.0008
0.595£0.008 0.7085+0.0016 0.9526+0.0013
0.772£0.009 0.6100£0.0012 0.7878+0.0025
0.979+£0.012 0.4530+0.0008 0.6730£0.0008
1.143+0.014 0.3813+0.0009 0.5611£0.0010
Reduced x* [ 351+1 345+1

Table 3.2: Table of measurements and their uncertainties for Experiment 2.

Similar to Experiment 1, to test the null hypothesis of the ‘mirror’ setup having a
different mean value than the ‘grating’ setup at each concentration value, Z-value

statistic tests were used, with the results shown in Figure [3.5
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Concentration/Intensity Calibration Curve
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Figure 3.4: Plot of the ‘mirror’ system’s Volumetric Concentration/Intensity re-

lationships, with differing alignments between the measurements taken in Experi-
ments 1 and 2.
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Figure 3.5: Z-tests of Experiment 2 data between the ‘mirror’ and ‘grating’ setups
for each concentration.
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Experiment 3 - Low Concentration of Scatterers

In order to investigate the capabilities of the system for continuous inline measure-
ments of low concentrations of scatterers, [EGl was pumped through the channels to
remove the excess nanofluid after the first two experiments had concluded. Then,
once the number of particles seen passing through the system sufficiently low as
determined via manual inspection, intensity images were taken. Figure [3.6]displays
the unfiltered intensity along with the three noise-reducing methods discussed in

chapter 2, with a bin/window size of 3.
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Figure 3.6: A plot of a continuous intensity profile, taken while trace scatterers pass
through the microfluidic channel, with each noise filter applied with a bin/window
size of 3.
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To summarise this chapter, the primary results of the study are presented by Ex-
periment 1 and Experiment 2, with their implications discussed in chapter 4. On
the other hand, Experiment 3 was inconclusive due to limitations in the software

used with the [CCD| which is also described in chapter 4.
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CHAPTER 4

Discussion

This chapter will start by noting points of interest discovered during the acquisition
of results which may be of note for similar future experiments. This will lead to a
discussion of the figures presented in chapter 3, including interpretation of trends
and their implications on potential use cases of the ECDL. The statistical analyses

mentioned in chapter 2 will be referenced and used to justify inferences made.

Post-Experimental Considerations

Although the intention of this study was to use the setup without a reflective ele-
ment as a null hypothesis, there is an important phenomenon to note. Some of the
optics used in the setup while functioning in the near-infrared, were not optimized
for the specific wavelength of the laser diode used. Because of this, there was a
significant level of reflection back into the diode’s gain material even without an
reflective element intentionally placed within the system, providing a minor contri-
bution to cavity effects and producing some external cavity operation. The diode
lenses used to focus the beam were particularly problematic in this regard. How-
ever, due to a large proportion of this reflected light diverging, only a small amount
of light contributed to these effects, and so only a small amount of external cavity
effects were present. Given that this setup was used to present a lower finesse

cavity, this setup still performed its function as intended.
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Discussion of Experiment 1

The set of data yielded by Figure demonstrates several key points. The ap-
parent incongruence between the ‘mirror’ and ‘mirrorless’ systems compared with
the ‘grating’ setup highlighted the importance of taking the data in a similar time
frame and for the system to not be adjusted, as the change in the position of the
chip along the Z axis likely changed the volume of scattering particles being imaged,
and along with the potential difference in concentrations of the nanofluids due to
agglomeration, this may have led to the ‘grating’ setup’s intensity/concentration
profile being weaker compared to the baseline ‘mirrorless’ setup, prompting a fur-

ther set of data to be required.

The Z-value tests presented in are contingent on the values of the independent
variable, volumetric concentration, being sufficiently similar. While this is in ques-
tion, under the condition that this is true, the Z-value tests show that there is a
statistically significant difference between the ‘mirror’ and ‘mirrorless’ setups above
the 50 confidence level. This is an important result, as even if the number of data
points is insufficient to demonstrate an exponential relationship for the calibration
curve, it does show that there is a significant advantage in the ‘mirror’ setup, as
a lower intensity value at a given concentration allows for higher sensitivity when

used as a measuring device compared to the standard diode setup.

One of the unexpected features presented by Figure is related to the gradient.
In the case of the ‘mirrorless’ setup, the difference in intensity between 0.8% and
1.0% volume concentrations was small. Although they were not within the error
of one another, there is a reduced sensitivity in this range due to the intensity not
varying as much. In comparison, in the ‘mirror’ setup, there is still a large change
in intensity value. This could suggest that the [ECDIJ] setup presents not only
a potential higher sensitivity for measurement, but also a higher dynamic range,

allowing for a larger range of concentrations to be calibrated for.
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Discussion of Experiment 2

Results from Figure [3.1] were used as a case study for the subsequent data set col-
lected in Figure[3.3]in terms of procedure, as the need for consistency in alignment

and the time of data collection were crucial for this experiment.

Figure [3.3] demonstrates that despite the unique filtering properties of the ‘grat-
ing’ setup, there is a similar relationship between the systems, with the ‘mirror’
system having a lower intensity at each volume and the separation between the
mean intensities between the two increasing at higher concentrations. This would
suggest with similar uncertainties on the intensity measurements that the ‘mirror’
setup has a greater improvement, which may be due to having a higher reflectivity
and therefore a higher finesse cavity, similar to that demonstrated in Figure [3.1]
Although a direct comparison between this data and the ‘mirrorless’ data from
Figure [3.1] can not be achieved, the fact that the intensity relationship continues
at higher concentrations similar to the ‘mirror’ setup in Figure suggests that
there may be a continuation of the higher dynamic range observed in the previous
experiment. This is particularly beneficial, as in the application of the [ECDI] as a
measurement apparatus, improved dynamic range allows the device to be used in

more circumstances.

Finally, similar to the discussion for Experiment 1, the Z-value statistic hypothesis
tests shown in Figure demonstrated that under the condition that the concen-
tration being measured is the same, there is a statistically significant difference
between the mean intensity measured at each respective value of concentration
above the 50 level. This means it can be said that there is a benefit in the ‘mirror’
setup compared to the ‘grating’ for the concentration/intensity relationship, which

is likely due to the increased finesse of the cavity in the ‘mirror’ setup.
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Intensity profile variation between experiments

The effect on intensity that two differing alignments can have is shown in Figure
[3.4L Both data sets have a similar initial relationship at lower concentrations, but as
the concentration increases they begin to diverge. This could be due to the change
in alignment causing the ECDL’s beam to be focused on a different sized cross
section on the microfluidic chip, which would mean a different volume of scattering
is being sampled from. Another reason, which may change the density of scattering
particles, is differences in the nanofluids used. Although samples were drawn from
the same storage containers for each experiment, the nanofluids for Experiment 2
were sonicated again for 5 hours, due to agglomeration. Since this was carried out
after the 5 hours of sonication done for Experiment 1, there may have been an aver-
age smaller agglomerations in the nanofluids in Experiment 2, benefiting from both
sonication sessions. With a smaller agglomeration size, the nanofluid may have a
differing density, contributing to a difference in scattering cross-sections measured.
It is likely that both of these contributed to the differences seen in Figure [3.4] and
so both should be controlled for. To control for the alignment, a way of recording
the position of the chip should be used, and ideally any time the orientation of
the chip is changed with respect to the [ECDI] new calibration curves should be
calculated. The application will determine the methodology required to control for
the scattering cross-section, as there will be significantly different factors used than

those with nanofluids.

Comparison of reduced Y? values

The reduced chi-squared values in Experiment 1 on the fitting of the exponential
model of the ‘mirror’ set of X2 ..o, = 355 and X2, ..oress = 992 have two main

interpretations.

The first concept is that the uncertainties on the concentration of the nan-
ofluids are underestimated. Three factors could contribute to this. The error due

to and [EG] being lost during transferal to the same container is a likely can-
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didate. However, estimation of this is not possible post-hoc, as it would require
systematically measuring the mass of containers multiple times during the process
of combination to determine the mass of each reagent remaining after transferal.
This is something which can be implemented in future studies to minimise this
error. Another contributing factor could be the measuring balance used, as the
calibration was not verified and a data sheet could not be found with the relevant
manufacturer calibration data. Finally, the concentration of the nanofluid once it
is in the system could be responsible, as it is possible that the concentration within
the system varies in a non-linear manner with respect to the original concentration

as it is pumped through the system.

The second possible reason why the x? value may be so high is that the model used
may not be appropriate. This would mean that a data set with a larger sample of
concentration values would be required, and potentially a different fitting method to
approximate the relationship instead of an exponential fit. Increasing the maximum
value of the concentration range would be difficult beyond a certain point, as higher
concentrations lead to a higher rate of agglomeration of the nanofluid. However,
between the already set range it would be suitable to take measurements, as long

as the balances used to measure weight had sufficient precision.

Reduced x? values for Experiment 2 of x2,,.... = 351 and x2,;,,.., = 345 are similar
in magnitude to the fitting of the 'mirror’ setup in Experiment 1. This is of interest,
as it suggests that the exponential fitting used during linear regression is an ap-
propriate approximation, with a systematic underestimation of errors contributing
to a similar reduced y? value. However, it is possible that an exponential fit is not
appropriate for the ‘mirrorless’ setup in Experiment 1, with approximately three
times the reduced y? value. This may be of interest for further investigation in a

future study.
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Significance of fitting to Theory

In chapter 1, both Rayleigh and Mie scattering were discussed as possible candid-
ates for scattering interactions. Although initially it was proposed that Rayleigh
scattering would dominate due to the nanoparticle diameters rated as <100nm [26]
by the manufacturer, the exponential fittings used, if correct, may suggest that the
Mie scattering regime described by equations and may be dominant. This
would suggest that the agglomerations of nanoparticles are of a similar size to the
wavelength used of 808nm. The systematic testing of the variation of the scattering
profile as the particle size is decreased is a possible route of exploration for future

studies, although this would require a method of verifying the nanoparticle size.

Discussion of Experiment 3

Experiment 3 highlighted one of the major equipment and software issues experi-
enced during the study. As images were taken with the [CCDl although the CCD
while in free run mode can record images at 90 frames per second, when the Vimba
Viewer Allied Vision software attempted to save a set of images, approximately
83% of images were lost. Not only did this mean that the was operating at
an average of 15 frames per second, it meant that the time between frames was not
continuous. This made it difficult to justify a large time bin for the purposes of fil-
tering as described in chapter 2, as it was found by manual inspection that particles
would remain in the recorded images between 1 and 3 frames. Even with the larger
window size of 3, it is still not enough to discern events from the noise. Therefore,
it was a challenge to pair changes in the intensity profile with particle events as the
decrease in intensity can be less than the changes caused by fluctuations. This is
less of a problem when more images are acquired for a single particle’s presence as
described in chapter 2, and is why the data in Experiments 1 and 2 are designed
to not be contingent on the frame rate’s size or consistency. By manual inspection,
some of the noise appeared to have a consistent frequency. It is possible that this

noise was due to the frequency at which the stepper motor which drives the syringe
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pump operates at, adding noise in intensity at regular intervals. This suggests that
the use of a Fourier transform frequency filter may be useful with a data set with
a consistent frame rate to remove this consistent noise, and potentially could be
used to remove the random noise due to fluctuations in threshold frequency caused

by the environment.
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CHAPTER 5

Conclusion

The conclusion of chapter 1 stated the primary aims of the study: to measure
concentration/intensity profiles to demonstrate a benefit of an [ECDI] system in
comparison to the output of a standard laser diode for the purposes of scattering
based microscopy measurements. This chapter will close the study by evaluating
the extent to which this has been demonstrated this, along with noting important

questions left unanswered by this study for future projects to investigate.

Summary of Findings

The results presented, while not being from a single comprehensive, directly com-
parable data set, show that there is a lower intensity for a given concentration using
a highly reflective mirror when compared with the control. This improvement may
also apply to a blazed reflective grating as a reflected element, although more evid-
ence using a similar methodology to those used in Experiment 2 is required to
confirm this. However, for a blazed diffraction grating, the reduced average effi-
ciency of 60% compared to the mirror’s 98% reflectivity will likely leave it not as
optimal for this purpose as a highly reflective mirror. Data collected using both a
highly reflective mirror and blazed reflective diffraction grating suggests that there
may be an improvement in dynamic range compared with a standard laser diode’s
output, which is of general interest for any use case in which the [ECDII is used as

a calibrated measuring device.
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Due to the high values of x2, the study was unable to determine whether an ex-
ponential relationship was observed, and therefore a conclusion on whether Mie or
Rayleigh scattering is dominant cannot be made. The use of a microfluidic system
along with the method used in the production of the nanofluid suggested
that there was a large systematic underestimation of the error on the volumetric
concentration, meaning that while an exponential fit could be appropriate, it is by
no means conclusive. However the more simplistic Z-value statistic test presented
compelling verification that the measured concentration/intensity curves were sig-
nificantly different.

Due to difficulties in obtaining both consistent and high frame rates, this study
was unable to thoroughly investigate inline methods of low concentration light-
scattering particle detection, although potential methodology for future studies to

utilise is given.

Potential Investigations beyond this study

Routes of further investigation beyond this study have several options.

There may be a need for further exploration on how much of an improvement on
the dynamic range can be made, as this was an unexpected improvement observed
which the study was not designed to investigate. Further confirmation of the rela-
tionships seen, with higher concentrations of scatterers may be appropriate.
Investigation of the relationship between the finesse of the cavity and the concen-
tration/intensity relationships is of interest as this was not varied in a manner to
determine to what extent the reflective element’s reflectivity is important. Stud-
ies in the future may possibly look towards investigation of an optimal value of
reflectivity for differing use cases, as there may be a trade-off between improved
precision and the size of the improvement on the dynamic range.

On the investigation of use cases, the demonstration of similar relationships in

situ with a focused flow droplet generator microfluidic system may be of interest
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to verify whether the nanofluid scattering model applies in the case of droplets
in these microfluidic chips. For use in microfluidic based cytometry, there will
need to be verification of the utility of the low concentration scattering detection

methodology attempted during this study.
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