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Lay Summary 

Biological rhythms with durations of around 24 hours are thought to have evolved to allow organisms to 
organize their activities with the environmental rhythms resulting from the rotation of the Earth. The 
genetic and molecular mechanisms controlling biological rhythms are well understood but it is still 
unclear why they have evolved and what benefits they provide, especially for parasites that live inside 
the bodies of other organisms. Daily rhythms in parasites are wide ranging and include rhythms in 
transmission to new hosts, rhythms in growth and metabolism and rhythms in defenses that are 
scheduled to match the rhythmic immune responses of the host. Malaria parasites (Plasmodium) exhibit 
daily rhythmicity in their cycle of development within red blood cells of their host and the time-of-day 
that specific developmental stages occur is coordinated with the time-of-day that their hosts feed. For 
malaria species that develop synchronously every parasite in the infection undergoes their development 
at the same schedule (i.e. each parasite is at the same stage at the same time-of-day), but asynchronous 
malaria species also exist in which each parasite in the infection is at a different schedule to each other. I 
use a rodent malaria model system (primarily with a synchronous species, P. chabaudi) to explore the  
coordination of parasites with their hosts and understand what benefits, if any, host-parasite synchrony 
provides to the parasite.  

I demonstrate that aligning the parasite development cycle with the host’s feeding patterns is beneficial 
to parasite growth, particularly early (within 48h) in the infection, but find that this benefit is specific to 
infections started with a specific parasite developmental stage. I reveal that the parasite’s coordination 
with the host is independent of the host’s biological clock genes and is primarily driven by the host’s 
feeding rhythms. I also show that when parasites start out of alignment with host feeding rhythms 
(analogous to jet lag) they reschedule by shortening the duration of their development, which moves 
their development cycle earlier by ~2 hours each day until they are fully aligned with the host. I find that 
an asynchronous malaria parasite species, P. berghei, is resistant to the conditions that lead to host-
parasite synchrony in P. chabaudi, suggesting there are specific ecological reasons for this parasite to 
develop asynchronously. Finally, I reveal that changes to the blood feeding rhythms of the Asian malaria 
mosquito (Anopheles stephensi), the vector for malaria parasites, result in small changes to the timing of 
its reproduction but that, overall, such changes will not impact malaria transmission.  

These findings are important because understanding how parasites ‘keep time’ may provide new targets 
for interventions such as drugs that disrupt the parasite's development schedule. More generally, our 
results provide a demonstration of the value of biological rhythms to an organism and the role that 
rhythms have in shaping the outcomes of a globally important infectious disease. 
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Abstract 
Biological rhythms are a ubiquitous feature of life and are assumed to allow organisms coordinate their 
activities with daily rhythms in the abiotic environment resulting from the rotation of the Earth every 24 
hours. The genes and molecular mechanisms underpinning circadian clocks in multicellular organisms 
are relatively well understood in contrast to the evolution and ecology of circadian rhythms. Circadian 
rhythms mediate interactions between organisms; from predators and prey, to mating behaviours 
between males and females, to hosts and parasites. The role of daily rhythms in infections is gaining 
traction because explaining the regulatory mechanisms and fitness consequences of biological rhythms 
exhibited by parasites and hosts offers new avenues to treat infections. Here, I explore how periodicity 
in parasite traits is generated and why daily rhythms matter for parasite fitness. My work focuses on 
malaria (Plasmodium) parasites which exhibit developmental rhythms during replication in the 
mammalian host’s blood and during transmission to insect vectors. Rhythmic in-host parasite replication 
is responsible for eliciting inflammatory responses, severe anaemia, fuels transmission, and can confer 
tolerance to anti-parasite drugs. Thus, understanding both how and why the timing and synchrony of 
parasites are connected to the daily rhythms of hosts and vectors may make treatment more effective 
and less toxic to hosts.  

My papers integrate an evolutionary ecology approach with chronobiology and parasitology to 
investigate how host-parasite-vector interactions shape the evolution of rhythmicity in parasites traits. I 
have used a rodent malaria parasite model system (Plasmodium chabaudi) for my experiments, 
capitalising on the tractability of this model for the human malaria, P. falciparum. P. chabaudi exhibits a 
24-hour rhythm in replication, facilitates ecologically realistic studies because experiments can be 
carried out in vivo (compared to the in vitro limitations on studying human parasites), and perturbations 
to the timing of the in-host and in-vector environments are straightforward. My findings include: 

1) Perturbing the timing of parasite rhythms with respect to the timing of host rhythms (analogous 
to giving the parasites “jet lag”), results in a fitness cost to the parasites, evident by a 50% 
reduction in both asexually replicating and transmission stage parasites. 

2) The consequences of temporal mismatch to the host manifest very early in the infection (within 
48 hours, i.e. the first 1-2 cycles of replication) and are dependent on the parasite stage by 
which infections are initiated (0-12 hour old parasites suffer a cost, whereas 12-24 hour 
parasites benefit). 

3) The timing of the parasite replication cycle is independent of the canonical ‘core’ host clock (i.e. 
transcription translation feedback loop) and instead depends on the timing of feeding-fasting 
rhythms of the host. 

4) If perturbed, the timing of the parasite’s rhythm reschedules to regain synchrony with the 
timing of the host’s rhythm within 7 replication cycles. Specifically, parasites achieve this by 
speeding up the replication rhythm by 2-3 hours per cycle, and the rate of rescheduling is 
independent of parasite density. 

5) Naturally asynchronous Plasmodium species are ‘resistant’ to conditions that lead to alignment 
with host rhythms in synchronously replicating species. This suggests that unknown ecological 
differences between these parasite species selects for vastly different schedules of within-host 
replication rather than some species being constrained to replicate asynchronously.  

6) In addition to the timing of parasite rhythms impacting directly upon within-host dynamics, 
timing also matters – albeit indirectly - for transmission, via impacts on the population dynamics 



iii 
 

of the vector. For example, receiving a blood meal in the morning makes mosquitoes more likely 
to lay eggs, lay slightly sooner and have a larger clutch size than those feeding at night. Yet, 
whilst mosquitoes infected with malaria die sooner, the effects of taking a blood meal at 
different times of day do not impact transmission of an asynchronously replicating malaria 
parasite. 

It is beneficial for parasites to be in synchronization with their host’s feeding-fasting rhythms and 
plasticity in the IDC duration facilitates this synchrony by enabling parasites to make small daily changes 
to their IDC schedule when necessary. Understanding the extent of, and limits on, plasticity in the IDC 
schedule is important as it may reveal targets for novel interventions, such as drugs to disrupt IDC 
regulation and preventing IDC dormancy conferring tolerance to existing drugs. More generally, our 
results provide a demonstration of the adaptive value of biological rhythms and the utility of using an 
evolutionary framework to understand parasite traits. 
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Introduction 
 

Biological timing 
Biological rhythms are a ubiquitous feature of life that is assumed to have evolved to allow organisms to 
coordinate their behaviours and physiological processes in line with the predictable consequences of the 
Earth’s daily and seasonal rotations. Rhythms can result from reactionary responses to cyclic stimuli 
(such as sunlight) or may be controlled by internal clocks (oscillators) which allow organisms to 
anticipate the stimulus before it occurs. When a 24h biological rhythm is linked to an internal self-
sustaining time-keeping oscillator (i.e. persists in constant conditions; ‘free-running’), is entrainable to 
outside stimuli (such as light or heat), and can be maintained across varied temperatures, it is deemed 
to be circadian (derived from the latin circa meaning ‘about’ and dian meaning ‘day’). A key advantage 
to using a circadian clock is that it allows organism to anticipate an environmental change before it 
happens thus maximizing their ability to prepare to exploit transient resources or to better survive 
upcoming challenges.  

The mechanisms underpinning circadian clocks have been described for cyanobacteria (Kondo et al. 
2000), plants (Johansson et al. 2019), insects (Hardin 2011) and mammals (Takahashi 2017). Many of the 
clocks share a similar design based on transcription-translation feedback loops (TTFLs) in which clock 
genes are auto-regulated by their protein products (termed a ‘canonical clock’), but the components of 
the clock (genes/proteins) vary between species (Dunlap 1999). As some of the protein components are 
light-sensitive, the entire clock is kept in synchrony with the environment by changes in light/dark when 
day/night occur (however some clocks can also be set by feeding-fasting rhythms and temperature). Not 
all biological clocks rely on TTFL loops; an ancient timekeeping mechanism driven by a non-
transcriptional oscillator operates in red blood cells which have no transcriptional/translational 
machinery and in algae that are unable to use their TTFL (O'Neill et al. 2011, Edgar et al. 2012, Feeney et 
al. 2016), suggesting fundamental clock mechanisms are yet to be understood.  

Rhythms affect fitness 
A wide range of important biological processes from gene expression, protein function, immune 
defenses, to daily and seasonal behaviours, are subject to regulation by the clock. For example, at least 
40% of genes of mice are rhythmically expressed in at least one tissue (Zhang et al. 2014). Biological 
rhythms are thought to provide extrinsic adaptive value to organisms through the coordination of their 
behaviour and physiologies with the external environment, as well as intrinsic adaptive value by 
compartmentalizing incompatible internal processes to different times-of-day (Sharma 2003). However, 
empirical evidence of either extrinsic or intrinsic value are rare because it is difficult to modify the timing 
of organisms in an ecologically relevant way. Thus, over the last few decades, the field of chronobiology 
has focused efforts on discovering the mechanisms behind rhythms rather than their consequence for 
fitness.  

The fitness benefits of biological rhythms have been most clearly demonstrated for cyanobacteria and 
Arabidopsis (Ouyang et al. 1998, Dodd et al. 2005, Rubin et al. 2017, Hellweger et al. 2020). Individuals 
raised in an environmental cycle that matches the duration (period) of the endogenous clock 
grow/replicate faster, are of better quality, and have a competitive advantage over individuals for which 
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their endogenous clock runs with a longer/shorter period than the environmental rhythm (Ouyang et al. 
1998, Dodd et al. 2005). Termed the resonance hypothesis, this phenomenon has also been observed in 
lab reared Drosophila (Pittendrigh et al. 1972, Horn et al. 2019), in wild caught mosquito larvae 
(Wyeomyia smithii) (Emerson et al. 2008) and in the fungus Neurospora discreta (Koritala et al. 2020). 
Other observations that suggest clocks enhance fitness via extrinsic benefits include: Disrupting the 
clock of chipmunks (through lesions of organs maintaining the suprachaismatic clock or by genetic 
modification) increases mortality during the hibernation season (DeCoursey et al. 1998, DeCoursey et al. 
2000), and a disrupted clock causes a reduction in lifespan and reproductive output of Drosophila 
(Beaver et al. 2002). In a long-term wild release study, mutant mice with a shorter (<24h) circadian 
period length exhibit reduced survival and reduced fecundity compared to mice with near 24 hour 
periods and consequently the prevalence of the ‘short-clock’ gene mutation in the population dropped 
from ~50% to 20% in only 14 months (Spoelstra et al. 2016).   

The intrinsic value of rhythms are more difficult to determine. Natural selection has maintained clocks in 
organisms that live in constant conditions such as cave-dwelling fish and millipedes that manifest as 
rhythms in locomotor activity, suggesting internal rhythms are important (Koilraj et al. 2000, Cavallari et 
al. 2011). Further, Drosophila raised in constant conditions for over 600 generations do not lose 
circadian rhythmicity in eclosion despite the fact that selectively neutral traits in this species are usually 
lost within 100 generations (Sheeba et al. 1999, Sharma 2003). Intrinsic benefits of rhythms have been 
demonstrated in yeast in which rhythms in cell division (when constrained to the dark period) minimizes 
rates of genetic mutation (Chen et al. 2007), and in mice, clock genes play a critical role in circadian 
metabolism with knockouts of these genes resulting in a wide array of metabolic diseases (Marcheva et 
al. 2010, Doi 2012, Kim et al. 2020). 

In addition to rhythms in the abiotic environment, and internally, rhythms of other organisms form part 
of the periodic environment. This includes interactions between hosts and mutualists, for example, 
composition of rhizosphere bacterial communities are directly influenced by the Arabidopsis clock and 
bacterial communities associated with wild type plants provide growth benefits to the host plant 
compared to rhizosphere communities associated with clock mutant plants (Hubbard et al. 2018). 
Pollination success of Nicotiana attenuata is determined by the coordination of rhythms in flower 
movement and the presence of night active (hawkmoths) or day active (hummingbirds) pollinators (Yon 
et al. 2017). Interactions between predators and prey are also influenced by biological rhythms, for 
example, guillemot fledglings exhibit time-of-day differences in nest-leaving behaviour and jump off 
cliffs to fledge at the time-of-day predation risk is lowest (Tinbergen et al. 1979). Circadian rhythms 
control the migration of planktonic copepods (the largest daily migration of biomass in the world) by 
allowing copepods to optimize a tradeoff between feeding and avoidance from predators (including 
rhythms specific to younger copepods to avoid predation by adults) (Kennedy et al. 2000, Häfker et al. 
2017). The circadian clock of Arabidopsis provides protection against herbivores by enabling the plant to 
upregulate defenses in a time-of-day pattern that matches the predictable feeding behaviour of the 
cabbage looper caterpillar (Goodspeed et al. 2012). Rhythms can also influence interactions between 
hosts and parasites and this avenue of research has been gaining recognition over the last decade.   

Rhythms in infections 
Host-parasite interactions are widespread across all taxa and given the myriad of rhythms that parasites 
encounter within a host it is unsurprising that biological rhythms shape infection processes (Martinez-
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Bakker et al. 2015, Reece et al. 2017, Rijo-Ferreira et al. 2017, Westwood et al. 2019, Prior et al. 2020) 
(Note: my use of the term parasites also encompasses pathogens). Host rhythms mediate infection 
severity and their susceptibility to infection and onwards transmission of parasites. Drosophila exhibit 
higher mortality when infected with Streptococcus or Pseudomonas during the day instead of night and 
for Streptococcus even higher mortality was observed in flies in which the host clock is impaired (Lee et 
al. 2008, Stone et al. 2012). Chlamydia exhibits time-of-day differences in pathogenesis when infection 
occurs during the hosts rest phase (Lundy et al. 2019). The host clock of Arabidopsis influences 
susceptibility to infections by Botrytis cinerea and Pseudomonas syringae with lower pathogenicity when 
infections occur at dawn (Bhardwaj et al. 2011, Hevia et al. 2015, Ingle et al. 2015, Larrondo et al. 2018). 
The Asian malaria mosquito, Anopheles stephensi, exhibits lower bacterial burden and mortality when 
infected with E. coli during its rest phase during the day versus its evening active phase (Murdock et al. 
2013). Transmission to the host (host susceptibility) and from the host to the vector (transmission) are 
also under the influence of host rhythms, for instance, Listeria infection in mice exhibits time-of-day 
patterns with higher colonization when infection occurs during the host’s rest vs active phase (Nguyen 
et al. 2013). Host circadian clocks directly influence the success of entry into cells and dissemination 
through tissues of several viruses, such as, Sars-coV-2 (Zhuang et al. 2021), hepatitis B (Zhuang et al. 
2021), murine herpes and influenza (Edgar et al. 2016). These interactions can have negative 
consequences for the host, for example, wild-type cells with an intact clock are more susceptible to 
hepatitis C infection compared to cells in which the clock gene Bmal1 was knocked out (Zhuang et al. 
2019). Opportunities for transmission are also influenced by the rhythms of secondary hosts/vectors. 
For example, some trematode species are thought to coordinate the time-of-day of emergence of 
transmission stages from their snail host with the activity of their fish host (Faltýnková et al. 2009, 
Hannon et al. 2018)(parasite coordination with vectors is further discussed below). While there is a lot 
of variation dependent on specific host-parasite combinations, overall, a general pattern is that host 
processes that protect against infection are assumed more effective during the host’s active phase and 
both mortality and severity of infections are higher when infection occurs during the rest phase 
(Westwood et al. 2019). 

Circadian rhythms in immune responses are assumed to explain why the time-of-day of infection 
matters for hosts (Reece et al. 2017, Westwood et al. 2019, Prior et al. 2020). Indeed, rhythms in 
mammalian immune responses are well documented (Scheiermann et al. 2013, Dumbell et al. 2016, 
Scheiermann et al. 2018, Baxter et al. 2020). Many pro-inflammatory responses to pathogens and their 
byproducts are upregulated in anticipation of an organism’s active phase when the organism is assumed 
most likely to encounter infectious agents, thus mitigating the chance of infection. For example, in 
humans, cytokines such as tumour necrosis factor (TNF) and interleukin‑1β (IL‑1β) are upregulated 
during the day (the human’s active phase), whereas they are upregulated at night in mice (which are 
nocturnal) (Dimitrov et al. 2009, Keller et al. 2009, Scheiermann et al. 2013). Rhythms in the activity of 
immune cells also impacts upon infectivity, for example, clock driven rhythms within host monocytes 
regulate the magnitude of Leishmania spp infection with increased infection late in the day, correlating 
with the peak time-of-day that the infiltration of macrophages (a host cell for Leishmania) to the 
infection site occurs (Nguyen et al. 2013, Kiessling et al. 2017). Similar time-of-day specific responses 
occur in Salmonella infection of mice (Bellet et al. 2013). When infected during the rest phase mice 
experienced higher rates of colonization and exhibited higher pro-inflammatory responses compared to 
infection during the active phase.  
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The immune responses as a driver of rhythms in infections has received the most attention but access to 
resources that parasites require are also rhythmic and impact upon parasite activities. For example, the 
anterior-posterior diurnal migration of the rat tapeworm Hymenolepis diminuta along the host’s gut is 
proposed to be an adaption to maximize resource intake by following food as it progresses through the 
gut (Platt et al. 2010). Gene ontology analysis of Trypanosoma parasites found that 10% of their genes 
are under clock control and while some of these genes are thought to allow the parasites to tolerate 
host immune responses and drug treatment (Rijo-Ferreira et al. 2017) several rhythmic genes relate to 
feeding, such as carbohydrate metabolism. These feeding related genes peak at a timing that 
corresponds with the end of the hosts feeding schedule when such resources are available in the blood 
(Rijo-Ferreira et al. 2017). Daphnia feeding rhythms influence their within-host mutualistic microbiomes. 
Despite two Daphnia species cohabitating the same freshwater environment, their bacterial microbiome 
composition is significantly different and is thought to be directly influenced by differences in the time-
of-day each species feeds (Pfenning-Butterworth et al. 2021). However, in contrast to the expectation 
that host feeding rhythms may also influence the rhythmicity of Schistosoma parasites in mammals, 
transcriptomics revealed no evidence of daily rhythms in genes correlated with blood feeding, despite a 
‘rush hour’ in the parasite’s metabolic processes observed at the start of the host’s rest period 
(Rawlinson et al. 2021). The influence that rhythms in host resources have on parasites is often 
overlooked and more research into the role of these rhythms in infections are needed. 

In addition to infection processes being shaped by host rhythms, parasites possess their own rhythms. 
For example, the fungus Botrytis cinerea utilizes its own TTFL clock to anticipate rhythms of its host, 
Arabidopsis, increasing its expression of virulence genes at dusk when the host upregulates its defenses 
(Hevia et al. 2015). Trypanosome brucei also has a circadian clock (although the specific clock 
components are still unknown), which is thought to align its metabolism with its host’s feeding-fasting 
rhythm (Rijo-Ferreira et al. 2017). Trypanosome brucei and Botrytis cinerea are the only parasites known 
to fulfil all criteria for having a circadian clock so it’s currently not known how other parasites keep time. 
This may be due, in part, to the fact that identifying potential clock mechanisms across species is difficult 
because there is little homology in clock components across taxa. 

Most research on parasite rhythms has concerned whether parasites can capitalize on daily rhythms in 
transmission opportunities. For example, the coccidian parasite, Isospora turdi, sheds it transmission 
forms at the time-of-day that minimizes oocyst mortality from UV exposure, thus increasing the survival 
of transmission stages whilst they wait to be ingested by a new host (Martinaud et al. 2009). The 
transmission forms of at least 10 species of Schistosoma exhibit time-of-day differences in emergence 
from their intermediate snail host when seeking a definitive host. The time-of-day for shedding depends 
on whether the most abundant definitive host species in the region is nocturnal or diurnal because  
parasites are most likely to encounter hosts in their active phase (Lu et al. 2009, Su et al. 2013). As well 
as aligning timing with the rhythms of the next host, the filarial nematode, Wucheria bancrofti, also 
coordinates with the biting rhythm of its mosquito vector (Hawking 1967). In the host, Wucheria 
bancrofti spends the day deep in tissues (e.g. lung) where conditions are favourable for growth but in 
the evening when its mosquito vector is most active, the worms migrate to the host’s peripheral 
capillaries to maximize uptake in a blood meal (Hawking 1967). The time-of-day the worm migration 
occurs is specific to the timing of the local vector and can be either nocturnal (transmitted by night-
biting Anopheles and Culex mosquitoes) or diurnal (transmitted by day biting Aedes) (Figure 1). Perhaps 
the most sophisticated strategy for exploiting rhythmic transmission opportunities is the lancet river 
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fluke (Dicrocoelium dendriticum), which manipulates the behaviour of its ant host in a time-of-day 
manner, causing it to move to and remain at the best location to be ingested by cattle (the parasite’s 
intermediate host) during the time-of-day that cattle feed (Trail 1980). 

Figure 1: The migration of microfilariae from the lungs to the host’s peripheral circulation broadly coincides with 
the activity rhythms of their mosquito vector species. Red lines illustrate rhythms in the percentage of the 
maximum number of microfilariae observed in the peripheral blood of hosts, and the bars illustrate vector biting 
activity. (A) The nocturnally periodic form of Wuchereria bancrofti is transmitted by night-biting Anopheles and 
Culex, and (B) the diurnally subperiodic form is transmitted by day-biting Aedes. Coinciding migration with vector 
foraging is thought to maximize parasite transmission, the “Hawking hypothesis.” Figure taken from Reece et al 
(2017) and originally adapted from Pichon and Treuil (2004). 

Malaria parasite rhythms 
In the vertebrate host, malaria parasites (Plasmodium spp.) exhibit rhythms in the cycle of replication 
they undertake in red blood cells, termed their intraerythrocytic development cycle (IDC). The IDC is 
characterised by the changing forms of asexual stages as they progress through their development. The 
cycle begins with infection of new red blood cells by merozoites stages, these develop into ring stages, 
then into trophozoite stages of increasing size, finally becoming schizonts that each contain 8+ daughter 
parasites which eventually burst out of their red blood cells; ‘schizogony’), releasing their progeny 
merozoites to start the cycle anew (Figure 2a). My thesis asks how are these rhythms controlled and 
why do they occur? 

The IDC duration varies between malaria species but durations are often multiples of 24 hours 
suggesting that it has a circadian basis e.g. the rodent malaria species P. chabaudi has a cycle duration 
~24h and the most deadly human infecting species P. falciparum, has a 48h cycle (Mideo et al. 2013) 
(Figure 2b). For most species of Plasmodium studied to date, parasites progress through the IDC in 
synchrony with each other (Figure 2c). In synchronous infections, the inflammatory response associated 
with the simultaneous mass bursting of RBCs during schizogony causes a characteristic fever in humans 
which is so distinct and regular it was historically used as a diagnostic feature of the disease (Garcia et al. 
2001) (in mice this manifests as paroxysm, a periodic chill). In contrast, some malaria species are 
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asynchronous with each parasite progressing through the IDC on a different schedule to others in the 
cohort (Figure 2c). For asynchronous species, IDC duration can be estimated through artificial 
synchronization, and is generally shorter than 24 hours (22-23h for P. berghei and 18h for P. yoelii) 
(Mons et al. 1985, Gautret et al. 1995, Janse et al. 1995, Deharo et al. 1996). It is not known what aspect 
of their biology leads to a species being synchronous or asynchronous, nor whether asynchrony is a 
constraint or an alternative strategy to cope with the challenges of living in a rhythmic within-host 
environment (addressed in paper #5).   

Figure 2: (a) The intraerythrocytic development cycle (IDC) consists of sequential development through a number 
of parasite stages: merozoites (no microscopy image provided) invade red blood cells, develop into rings, then 
transition into several trophozoite stages to become schizonts which burst and release merozoites that start the 
cycle anew. For the parasite species pictured, P. chabaudi, the IDC duration is approximately 24 hours. (b) The IDC 
durations of other malaria species are often multiples of 24 hours (Mideo et al. 2013). (c) Parasite development 
can be classed as synchronous, in which all parasites in the infection progress through the IDC in synchrony, or 
classed as asynchronous, in which each parasite in the infection is progressing through the IDC on a different 
schedule to others. 

Asynchronous IDCSynchronous IDC

~24 hours

(schizogony)
Ring

Early trophozoite

Mid trophozoite

Late trophozoite

Schizont
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How are the rhythms of malaria parasites controlled? 
Over 57% of the P. chabaudi genome exhibits 24hr periodicity (Subudhi et al. 2020) but to what extent 
malaria parasites are in control of this rhythmicity is unclear. The rhythmicity of human malaria 
parasites breaks down readily in vitro (Schuster 2002), as do the IDC rhythms of rodent malaria species 
at the peak of infection when the host’s symptoms are the most severe (Prior 2018, O’Donnell et al. 
2021), and IDC duration can be slowed by a reduction in temperature (Rojas et al. 1993). No homologs 
to the known clock genes from cyanobacteria, fungi, insects or mammals have been identified in 
Plasmodium, however gene expression patterns of both human and rodent malaria species display some 
hallmarks of an endogenous clock (Rijo-Ferreira et al. 2020, Smith et al. 2020, Subudhi et al. 2020). 
Malaria parasites are thought to meet two of the three criteria for possessing an endogenous oscillator 
as they persist in clock knockout mice (i.e. rhythms are capable of ‘free-running’) and are entrainable to 
host feeding-fasting schedules but as yet it has not been demonstrated that parasite rhythms are 
temperature compensated. Additionally, it is difficult to interpret if parasites are indeed ‘free-running’ in 
clock knockout mice because natural variation in the IDC duration has not been quantified. It may take 
several cycles for a rhythm to break down since parasites grow exponentially and passively reinforce 
their own rhythms by an influx of parasites post schizogony (Greischar et al. 2019). Parasites may also be 
constrained to a close to 24hr development period due to the physical mechanics of their development 
(e.g. if schizonts don’t actively burst, their membranes will breakdown and they burst anyway). To what 
extent parasites have control over their IDC duration and synchrony is discussed in paper #6, however, 
strong evidence for parasite control of their IDC rhythm comes from knockout of the serpentine 
receptor gene SR10, which causes the IDC to become 2-3 hours shorter than the IDC of wild type 
parasites (Subudhi et al. 2020). 

Without identifying a Zeitgeber for a malaria parasite clock or demonstrating temperature 
compensation, it is premature to assume they possess an endogenous circadian oscillator. Instead, 
parasites may keep time using a more rudimentary mechanism such as an ‘hourglass timer’ in which a 
timer is triggered following the detection of a time cue that stimulates, for instance, the parasite to 
transition between IDC stages. This would allow parasites to keep time but would not generate self-
sustaining oscillations (Pittayakanchit et al. 2018). Alternatively, an even simpler strategy would be for 
parasites to use phenotypic plasticity to perform IDC transitions in direct response to the appearance or 
disappearance of time cues (i.e. stop/go triggers). Malaria parasites have demonstrated adaptive 
phenotypic plasticity in their ability to modify investment into sexual stages and alter their sex ratio in 
response to cues for changes in host health, coinfection with conspecific genotypes, and anti-malarial 
drugs (Reece et al. 2008, Schneider et al. 2018). The IDC schedule is plastic; it has long been known that 
following perturbation of the phase of the IDC relative to the phase of the host, the IDC readily recovers 
its normal schedule. Early literature describes P. cathemerium infections of canaries initiated with 
parasites whose IDC had been slowed down (through cooling in vitro) as speeding up once injected into 
a new host (Taliaferro 1928). Further, parasites in experimental animals entrained to a non-24 hour day 
(e.g. 14h light: 14h dark) had IDCs closer to 28 than 24 hours (Taliaferro 1928, Boyd 1929). These early 
experiments suffered many confounders but recent similar experiments with P. chabaudi (papers #1, #2, 
#4 and #6) also show that the IDC schedule recovers from a 12 hour temporal misalignment within 5-7 
cycles, and rescheduling occurs by speeding up the IDC.  

Whilst recent work suggests parasites are at least in part in control of their IDC schedule, early work on 
the topic assumed that parasites are intrinsically arrhythmic and allow host rhythms to schedule them. 
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Specifically, because IDC stages vary in their tolerance to heat shock during fever caused by schizogony, 
rhythmic bouts of fever generate a daily window in which certain IDC stages are selectively killed, thus, 
generating synchrony and timing of the IDC (Kwiatkowski 1989). However, there is circular logic in this 
hypothesis because the fever that supposedly enforces rhythmicity only occurs when parasites are 
already rhythmic; so it doesn’t explain how parasites have become sufficiently rhythmic to generate 
fever in the first place (Reece et al. 2017, Prior et al. 2020). Furthermore, if rhythms are established by 
the killing of mis-timed IDC stages, the death of a large number of parasites would be expected in the 
first cycles following experimental perturbation of the time (phase) of the IDC. However, in contrast, 
mismatch between host and parasite rhythms only seems to cause modest costs (addressed in papers 
#1, #2, #4 and #6).  

Unlike the blood-borne parasite Trypanosome brucei, malaria parasites do not use host temperature 
rhythms to schedule the IDC (Rijo-Ferreira et al. 2017), nor do they use light:dark cycles (Prior et al. 
2018, O'Donnell et al. 2020). Malaria parasites in hosts that were housed in the same light:dark cycle but 
had opposite feeding-fasting schedules (i.e. day fed vs night fed) aligned their IDC schedule with the 
phase of the host’s feeding-fasting rhythm. Specifically, aligning the start of schizogony in the second 
half of the feeding window; around midnight for rodents (Prior et al. 2018). In this experiment, host 
locomotor activity and temperature rhythms were not fully inverted between day- and night-fed mice, 
allowing locomotor activity and body temperature to be ruled out as drivers of the IDC schedule and 
glucose to be proposed as a time cue/Zeitgeber (Prior et al. 2018). Further, timing cues from feeding-
fasting rhythms may be amplified as infections progress because parasites stimulate the production of 
the inflammatory cytokine TNF-α, which increases the energy demands of immune cells and causes 
hypoglycemia during the rest phase (thus making the glucose nadir lower) (Hirako et al. 2018). In 
keeping with these findings, the IDC rhythm dampens in mice that are diabetic or deficient in TNF-α 
(Hirako et al. 2018). However, more direct tests fail to support a role for glucose rhythms as a time cue. 
Instead, isoleucine has emerged as sufficient to provide a time-of-day cue/Zeitgeber for parasites to 
align the phase of the IDC with host feeding (Prior et al. 2021). Isoleucine is the only amino acid present 
in food that parasites cannot readily scavenge from the digestion of haemoglobin (Prior et al. 2021). For 
both rodent and human malaria species, withdrawal of isoleucine in vitro leads to IDC dormancy and 
upon replenishment of isoleucine, parasites restart development with no ill effects (Babbitt et al. 2012, 
McLean et al. 2020, Prior et al. 2021). In contrast, withdrawal of other essential resources (e.g. glucose) 
results in rapid starvation responses and parasite death (Babbitt et al. 2012). 

Why are malaria parasites rhythmic? 
The observation that an aspect of the host’s feeding-fasting rhythm sets the IDC schedule fits with the 
most energetically demanding parasite stages (late trophozoites and schizonts) occurring only during the 
host’s feeding period. As well as being a limited resource for malaria parasites, isoleucine may also act 
as a host timing signal for the availability of vitamins, cofactors, purines, folic acid, pantothenic acid, and 
glucose, that are perhaps more economical for the parasite to scavenge rather than synthesize 
themselves (Prior et al. 2021). Aligning to the host’s feeding-fasting rhythm may be particularly 
important when parasites are at high densities and resources are their most limited. If so, it would be 
important for parasites to be in the correct schedule before reaching high densities, which may explain 
the modest costs of mismatch to parasites observed early in the infection (paper #2). Further, part of 
the host’s sickness response is lethargy and reduced feeding (Hart 1988) and this breakdown of feeding-
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fasting rhythms and absence of a reliable host timing cue may explain why parasites lose synchrony 
during the peak of infection.  

Whilst recent work points to within-host survival being maximized by coordinating particularly resource-
hungry IDC stages with the phase of host feeding/ digestion, avoiding clearance by the spleen is a 
potentially additional benefit of scheduling the IDC. A feature of many malaria parasite species is their 
ability to escape capture and clearance when circulating through the spleen by cytoadherence of the 
infected RBCs within tissues (such lung or adipose tissue). Sequestration occurs in late IDC stage 
parasites, which appear in the evening in P. chabaudi infections, which is also the time-of-day that 
macrophages are most active in mice (Franke-Fayard et al. 2010, Scheiermann et al. 2013). Thus, 
perhaps host feeding-fasting rhythms also provide a proxy for rhythms in how dangerous the spleen is.  
There is extensive research on the mechanics of binding to tissues by infected RBCs, but whether 
sequestration is particularly important at a certain time-of-day, has been overlooked. Alternatively, 
sequestration might be equally beneficial throughout the circadian cycle, but rhythms in host binding 
receptor availability dictate when parasites can sequester.  

Instead of focusing on within-host survival, early studies attempting to explain IDC rhythms were 
inspired by Hawking’s observations of Wucheria spp. (Hawking 1967) and proposed that the IDC 
schedule sets the phase of when transmission stages become infective to vectors. During each IDC, a 
small proportion of parasites do not replicate asexually, but become sexual stages (gametocytes), which 
are responsible for transmission. When an insect vector takes a blood meal from an infected host, 
gametocytes rapidly produce gametes, mate, and the zygote stage (ookinete) begins the developmental 
processes and replication required to produce stages that are infective new hosts (sporozoites)(Figure 
3). Hawking proposed that schizogony determines when gametocytes begin their development and 
should be scheduled such that gametocytes reach sexual maturity at the time-of-day vectors forage for 
blood (Hawking et al. 1968, Hawking 1970).  
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Figure 3: The life cycle of malaria parasites (P. falciparum illustrated) consists of development in two hosts. 
Sporozoites enter the vertebrate host from a mosquito bite. After initial growth inside liver cells, 1000s of parasites 
are released into the blood stream where they invade red blood cells and begin the intraerythrocytic development 
cycle (IDC). At each round of the IDC a proportion of parasites commit to becoming gametocytes (sexual 
transmission stages). Gametocytes are taken up in the mosquito blood meal where they mate and form growth 
stages (oocysts) within the mosquito midgut wall. Sporozoites, released from oocysts, migrate to the salivary 
glands where they will be injected into a new host and continue the cycle. 

 

Tests of Hawking’s hypothesis have given conflicting conclusions, including: (i) Across several species of 
Plasmodium, differentiation into gametes by males and parasite burdens within mosquitos were higher 
when transmissions occurred at the time-of-day their vector is most active compared to the day time 
(Garnham et al. 1974). (ii) Transmission to mosquitoes was more successful at night compared to in the 
day time for an avian malaria species (P. relictum) with an arrhythmic IDC (Pigeault et al. 2018). (iii) In 
the host’s blood, gametocyte densities of P. falciparum peak during the day time, at the opposite phase 
to peak mosquito activity (Magesa et al. 2000). (iv) Parasite burden within mosquitoes following 
infection with either P. falciparum or P. chabaudi did not differ between day and night transmissions 
(Bray et al. 1976, Githeko et al. 1993, Gautret et al. 1996). (v) For P. vivax, which transmits via 
nocturnally active mosquitoes, parasite burden within mosquitoes was higher following day feeds 
(Karunaweera et al. 1992). (vi) Precise timing is likely to be only relevant to species with fast developing 
and short lived gametocytes like P. chabaudi for which gametocytes reach maturity within 48 hours and 
have an estimated lifespan of ~20 hours rather than ‘long-lived’ species such as P. falciparum for which 
gametocytes take 10 days to reach maturity and live for a similar time frame.  
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A potential explanation for these contradictory findings is the failure to account for any roles of host and 
vector rhythms in transmission (addressed in paper #3). Mosquitoes exhibit their own biological rhythms 
including rhythms in immune gene expression and activity (e.g. melanization) that may directly shape 
how susceptible they are to new infection (Kumar et al. 2003, Rund et al. 2013, Rund et al. 2016). Many 
important components of the host immune system are also rhythmic (Scheiermann et al. 2013, 
Scheiermann et al. 2018) and these may also influence transmission (Rund et al. 2016). The rhythms of 
the vector and the host may act synergistically or antagonistically to each other and to the parasite’s 
rhythms. For instance, if rhythms in mosquito susceptibility and parasite infectivity oppose each other 
they may cancel each other out, eroding the ability to detect the underlying time-of-day effects (e.g. 
transmission may happen when mosquitoes are most susceptible and parasites are least infective). 
Indeed, recent study that separates parasite and mosquito rhythms reveals that at night, gametocytes 
are at a lower density in the host’s blood but are twice as infective as day time gametocytes, and that 
parasite burden is 4 fold higher in mosquitoes that become infected in the day time (Schneider et al. 
2018). These rhythms become exacerbated as parasites progress through their development within 
mosquitoes, resulting in far more host-infective stages in the salivary glands when night time parasites 
infect day time mosquitoes (Schneider et al. 2018).  

Taking all these observations together suggests that the IDC schedule brings the dual fitness benefits of 
maximizing within-host survival and between-host transmission (Prior et al. 2020). By getting its timing 
right, P. chabaudi appears able to exploit the resources it requires from the host’s food as well as 
capitalize on vector rhythms by producing the most infective gametocytes when the opportunity to 
transmit arises. However, whether exactly the same IDC schedule maximises the benefits of 
coordinating with host and vector rhythms is unclear. Perhaps there is a convenient coincidence for the 
parasite here, or perhaps the benefits of aligning with host feeding-fasting rhythms is the primary 
selective force for the IDC schedule and the duration of gametocyte development has been selected on 
to fit in with this timing.    

Why care about malaria parasite rhythms?  
Understanding the IDC schedule of malaria parasites is important because successive cycles of asexual 
replication are responsible for disease symptoms of malaria (Gazzinelli et al. 2014) and fuels the 
production of gametocytes that are responsible for transmission (Carter et al. 2013). The balance of 
evidence suggests that parasites are in large part in control of the IDC schedule and use a time keeping 
mechanism to prevent natural variation in the IDC duration from eroding the alignment with host and 
vector rhythms. Given that the IDC schedule is beneficial to parasites, developing interventions that 
disrupt parasite time keeping could reduce both the severity of disease and transmission, providing 
benefits at the levels of the individual and the population (Prior et al. 2020).  

Targeting the IDC schedule could also help make existing drug treatments more effective. For example, 
different IDC stages vary in their sensitivity to drugs so drugs could be more effectively used if they 
target the most vulnerable stage (Cambie et al. 1991), and this stage-specific vulnerability can be 
exacerbated by misalignment to host rhythms (Owolabi et al. 2021). Furthermore, interfering with 
parasite control of the IDC schedule could help in the fight against drug resistance. In response to 
adverse situations such as antimalarial drug treatments, ring stages slow their development to the point 
of dormancy (Teuscher et al. 2010). This confers the ability to ‘wait it out’ until the drug is metabolized 
by the host and it is safe to restart metabolism and development. Being able to pause or speed up the 
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IDC in stressful situations may have evolved to cope with periods of host sickness (Birget et al. 2019), or 
to ensure the erythrocytic phase of the infection readily aligns with host rhythms following arrhythmic 
emergence from the liver phase of the life cycle. Thus, understanding how parasites organize the IDC 
schedule could prevent them from using dormancy to tolerate drugs. By timing drug treatment 
according to when it is most effective against parasites, it might be possible to administer lower doses 
which makes drugs less toxic to hosts (Cambie et al. 1991, Baraldo 2008). It might also be possible to 
harness host rhythms to enhance drug efficacy. For example, the half-life of drugs could be extended by 
giving treatments in the rest phase (when metabolism is slower) to prolong the window they can act on 
parasites. Alternatively, drugs that need to be metabolized into an active form may be more effective if 
administered in the host’s active phase. 

In addition to exploiting IDC rhythms as a target for interventions in the host, a better understanding of 
the ecology of parasite rhythms is important for preventing transmission. There is mounting evidence 
that mosquitoes are altering the timing of their host-seeking and biting behaviours in response to the 
use of insecticide treated bed nets (Yohannes et al. 2012, Sougoufara et al. 2014, Cooke et al. 2015, 
Wamae et al. 2015). Specifically, to evade insecticides and acquire blood meals from unprotected hosts, 
mosquitoes are biting earlier in the evening or further into the morning. However, the consequences of 
altered vector rhythms for malaria control are unknown (Thomsen et al. 2017), but are likely to involve 
an increase in transmission opportunities. Whether parasites can fully exploit this opportunity may 
depend on how much flexibility there is in the IDC schedule, or in the developmental duration of 
gametocytes, to keep up with changes to vector timing, as well as the consequences of temporal 
misalignment between blood feeding and other clock driven processes for mosquito fitness and 
population dynamics (addressed in paper #3). 
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Aims & objectives 
In my collected first author published works, I use a rodent malaria model system to explore the 
interactions between parasites and their hosts and vectors. My portfolio spans 10 years of research, 
from initial investigations to verify that the IDC schedule is adaptive within the host before asking 
questions about its role in transmission and how the IDC schedule is established. By applying a 
multidisciplinary approach incorporating chronobiology, evolutionary ecology, parasitology, and 
entomology my research has advanced understanding  of the ‘What?’, ‘How?’, and ‘Why?’ of malaria 
chronobiology by asking the following: 

i. Are there fitness benefits to malaria parasites of having an IDC schedule temporally aligned 
with the host’s rhythm(s)?  
O'Donnell A. J., Schneider P., McWatters H. G. and Reece S. E.  (2011). "Fitness costs of 
disrupting circadian rhythms in malaria parasites." Proc. Royal Soc. B 278: 2429 - 2436. 
 

ii. Are the consequences of temporal mis-alignment to host rhythms specific to a particular IDC 
stage or route of infection?  
O'Donnell, A. J., Mideo N. and Reece S. E. (2013). "Disrupting rhythms in Plasmodium chabaudi: 
costs accrue quickly and independently of how infections are initiated." Malaria Journal 12: 372. 
And O'Donnell, A. J., Mideo N. and Reece S. E. (2014). "Correction: disrupting rhythms in 
Plasmodium chabaudi: costs accrue quickly and independently of how infections are initiated." 
Malar. J. 13(1): 503. 
 

iii. What are the consequences of altering the time-of-day of infection, for malaria parasite 
transmission and mosquito life history traits? 
O’Donnell, A. J., Rund S. S. C. and Reece S. E. (2019). "Time-of-day of blood-feeding: effects on 
mosquito life history and malaria transmission." Parasites Vectors 12(1): 1-16. 
 

iv. Are rhythms driven by the host’s canonical transcription-translation feedback loop clock 
responsible for the IDC schedule? 
O'Donnell, A. J., Prior K. F. and Reece S. E. (2020). "Host circadian clocks do not set the schedule 
for the within-host replication of malaria parasites." Proc. Royal Soc. B 287(1932): 20200347. 
 

v. Does the ecology of IDC rhythms in synchronous species of malaria parasite extend to 
asynchronously replicating species? 
O’Donnell, A. J. and Reece S. E. (2021a). "Ecology of asynchronous asexual replication: the 
intraerythrocytic development cycle of Plasmodium berghei is resistant to host rhythms." Malar. 
J. 20(1): 1-12. 
 

vi. How do malaria parasites become realigned with host rhythms following temporal 
misalignment?  
O’Donnell, A. J., Greischar M.A. & Reece S. E. (2021b). "Mistimed malaria parasites re-
synchronise with host feeding-fasting rhythms by shortening the duration of intra-erythrocytic 
development." Parasite Immunol. e12898   
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Methodology 

In all the experiments included in this work I use the rodent malaria model system (specifically P. 
chabaudi and P. berghei) instead of the human malaria model, P. falciparum, which has obvious ethical 
issues with regards to experimental work. While infections of P. chabaudi and P. falciparum differ in 
details, P. chabaudi is considered a good model for human malaria (Stephens et al. 2012). The bank of P. 
chabaudi genotypes provides a wealth of genetic variation, the raw material for natural selection, which 
can be used to test evolutionary theories. P. falciparum can be studied in culture, however, 
understanding how parasites interact with their environment i.e. the complex conditions parasites 
experience in the host, is not tractable in vitro. Working with lab reared mice (and tractable mosquito 
vectors) allows for more realistic parasite ecology, yet facilitates controlled and standardised conditions 
between experimental infections. Overall, the general evolutionary principles I test using P. chabaudi 
apply across the tree of life, thus what I discover in P. chabaudi likely extends to other species within the 
Plasmodium genus. 

Parasites 
All parasites were sourced from the Malaria Reagents Repository (www.malariaresearch.eu) at the 
University of Edinburgh. These parasites were initially isolated from wild tree rats during expeditions 
across central Africa throughout the 1960s-70s. Animals were brought to the lab and parasites were 
cloned, transmitted through mosquitoes, lineages tracked and clonal lines (genotypes) cryopreserved in 
liquid nitrogen until present day. Two parasite species feature in my portfolio: a synchronous malaria 
species P. chabaudi (subspecies P.c. chabaudi and P.c. adami), and P. berghei, an asynchronous species 
(Figure 2c). For all experiments, wild type parasites genotypes were used and were all within a 
maximum of 10 generations from a mosquito transmission event (because transmission regulates 
parasite virulence (Spence et al. 2013). 

P. chabaudi originates from lowland forests of central Africa and genotypes with both subspecies display 
a spectrum of asexual replication rates, investment in sexual stage gametocytes, virulence to hosts 
(usually measured by weight loss and anaemia), propensity to sequester, and competitive ability. This 
variation enables investigation of the relationships between life history traits, parasite genetics, and 
environmental change. For example, genotype AJ (P. chabaudi chabaudi) replicates to a high density and 
exhibits a moderate level of virulence while DK (P. chabaudi adami) is far less virulent. Notably, these 
clones also vary by the degree by which they disrupt host rhythms in locomotor activity (lethargy) and 
body temperature (hypothermia) with AJ causing far more disruption to rhythms than DK (Prior et al. 
2019). Therefore, my initial papers focused on AJ because its dynamics are readily quantified but later 
papers focused on DK because preserving the rhythmicity of hosts throughout infections was necessary.  

A representative P. chabaudi infection is shown in Figure 4. Parasite replication is exponential and 
reaches a peak density between days 7-8 and, as a consequence of this, hosts experience a subsequent 
nadir in their red blood cell densities. This is followed by a window of host recovery during which 
asexual parasite density crashes and are only maintained at very low densities. Gametocyte dynamics 
lag behind asexuals with a large investment in transmission stages around day 15 PI (Figure 4a). In a 
synchronous infection, the IDC can be clearly observed across a time series with a peak of ring stages 
occurring at the end of the feeding period (ZT23) and the subsequent development into the various 

http://www.malariaresearch.eu/
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trophozoite stages. Due to sequestration, late trophozoites and schizonts stages are rarely observed in 
the bloodstream but daily rhythms can still be detected (Figure 4b). 

Figure 4: Dynamics of a typical P. chabaudi infection. (a) Illustrative host-health (red blood cell density) 
and parasite (asexual and gametocyte densities) dynamics. The dotted line on each panel highlights the 
day on which densities are at their lowest (red blood cell) or highest (parasite measures). (b) Stage 
densities from a synchronous infection demonstrating the sequential development of each parasite 
stage and the time-of-day they occur relative to the photo-schedule. Photo-schedule is indicated by 
shading (grey = lights OFF) and is analogous to the host’s feeding window. Shown are densities at the 
peak of infection on days 7-9 post infection. The third peak in ring stage density occurs when overall 
parasite density is declining and hosts are recovering and thus is lower than previous peaks. Time is 
shown in both Zeitgeber time (hours relative to lights ON) and in GMT. 

P. berghei ANKA originates from the cool African highlands of Katanga and is asynchronous (i.e. 
individual asexual stages complete their IDC at any time-of-day). Unlike P. chabaudi infections which 
exhibit acute infection for 14 days and then a chronic infection period that can last several weeks, P. 
berghei infections in the lab are short lived lasting only 6-8 days before the host dies from complications 
associated with cerebral malaria. As well as permitting questions to be asked about asynchronous 
asexual replication, P. berghei is regarded as the most tractable model for transmission studies because 
it readily infects mosquitoes with a high infection burden. 

Red blood cells
8

6

4

2
3 6 9 12 150

D
en

si
ty

(1
0

9
 p

er
 m

l)

Gametocytes

2

4

6

0
3 6 9 12 150

D
en

si
ty

(1
0

6
 p

er
 m

l)

18 21

6

4

2

0
3 6 9 12 150

D
en

si
ty

(1
0

8
 p

er
 m

l)

Asexual stages

(a)

Parasite stage

Ring
Early trophozoite
Mid trophozoite
Late trophozoite
Schizont

2.0

1.5

1.0

0.5

0

S
ta

g
e 

d
en

si
ty

(x
1
0

9
 p

er
 m

l)
 

0
4
:0

0

1
2
:0

0

1
6
:0

0

0
0
:0

0

2
0
: 0

0

0
8
:0

0

0
4
:0

0

1
2
:0

0

1
6
:0

0

0
0
:0

0

2
0
:0

0

0
8
:0

0

0
4
:0

0

1
2
:0

0

1
6
:0

0

0
8
:0

0 Time (GMT)

20 4 8 161224/0 20 4 8 161224/0 20 4 824/0 Zeitgeber Time

(b)



16 

For both parasite species, controlled infections are initiated simply by taking infected blood from 
infected donors to inject a specific number of parasitized red blood cells (RBCs) intraperitoneally or 
intravenously into recipient mice. Parasites densities (per ml) are calculated using the product of 
parasitemia (proportion infected RBC) multiplied by RBC density (cells per ml). Blood is diluted (if 
necessary) with citrate saline (0.85% NaCl, 1.5% tri-sodium citrate) resulting in an inoculum with a 
precise dose (usually one or ten million infected RBCs per 100µl). Unlike the human malaria P. 
falciparum, neither P. chabaudi or P. berghei are adapted to long term in vitro culture but short term 
culture can be carried out to rear parasites within a single IDC, or to initiate mating and zygote 
development. Further details for the set up and sampling of infection are given in the methods sections 
for each paper in the portfolio.  

Hosts 
The natural mammalian hosts for P. chabaudi and P. berghei are thicket rats (Grammomys sp.) which are 
very difficult to rear in the lab. Instead, decades of malaria research has been conducted using the 
model lab mouse (Mus musculus). Being a model species, lab mice are far more tractable than thicket 
rats and well established methods are available for quantifying and perturbing their physiology 
(including immune responses, anaemia, and rhythms). My portfolio uses three strains of lab mouse: 
MF1, an outbred stock chosen for their large size (~40g) and tolerance to malaria infection; C57BL/6JCrl 
(C57BL/6) an inbred strain that are smaller than MF1 but are more widely used in behavioural studies 
and provide a wild type control for the third strain of Per1/2-null mice. Derived from a JAX mouse strain 
Per1/2-null mice have been backcrossed onto a C57BL/6 background for over 10 generations. Per1/2-
null mice do not have the TTFL clock genes Period1 and Period2 and are behaviourally and 
physiologically arrhythmic (e.g. no feeding, temperature and locomotor rhythms) when placed in 
constant conditions, such as constant darkness (Bae et al. 2001, Maywood et al. 2014).  

To maintain ecological realism of host biology, experimental mice were group housed where possible 
(though in paper #4 single housing was necessary) and were kept at ~21C in rearing rooms or rearing 
cabinets (Scantainers) with fluorescent/LED lighting. Changing the light schedule between 
cabinets/rooms allows infections to be compared across the equivalent of different time zones e.g. 
lights on at 0700 GMT; lights off at 1900 GMT (LD) versus the reversed schedule of lights on at 1900 and 
lights off at 0700 (DL). In cases where mice are housed in constant darkness conditions (DD) a very dim 
(<10 lux) red LED was used to allow researchers to monitor and sample mice (it is thought that dim red 
light does not influence mouse sleep wake cycles (Zhang et al. 2017)). After any manipulation of photo-
schedule, mice were given at least 14 days to acclimatize (entrain) to their new schedules before 
experimental infections began.  

Feeding-fasting schedules also varied within and between experiments. In most experiments mice were 
allowed to feed ad libitum, but in some cases where timing of feeding and fasting is a core experimental 
manipulation (papers #4-6) a time restricted feeding schedule (TRF) was applied in which food was only 
available to mice for 10-12 hours each circadian cycle (by changing food hoppers and manually sweeping 
the cage for stray food pellets whenever access to food was given/removed). In some cases TRF was 
applied to Per1/2-null mice to generate rhythms in processes associated with feeding-fasting and in 
other cases TRF was used to disrupt the temporal alignment between food (peripheral) and light-driven 
clocks. In cases where animals are fed ad libitum (i.e. all day fed) the actual feeding-fasting rhythms are 
dependent on the state of the mouse’s endogenous clock. For example, when housed in LD wild type 
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mice feed naturally in their dark period, and this schedule continues (free runs) in constant darkness. 
Specifically, for mice, the endogenous clock free runs slightly shorter than 24 hours (around 23.5-23.8h 
for C57Bl/6), so feeding begins slightly earlier each 24h period. For all-day fed Per1/2-null mice housed 
in constant conditions (DD), feeding is arhythmic with repeated short (10-30mins) bouts of feeding 
across the whole 24 period. After any manipulation of feeding-fasting rhythms, mice were given at least 
10 days to adjust or entrain to their new schedules before experimental infections began. TRF protocols 
differ from dietary restriction in that there are no weight loss implications of TRF. Further details of the 
perturbations applied to hosts are given in the methods sections for each paper in the portfolio.  

Vector 
The natural vector is not known for P. chabaudi but has been identified for P. berghei (Anopheles dureni 
millecampsi, which is shared with another rodent malaria species, P. vinckei vinckei) but both P. berghei 
and P. chabaudi transmit readily to the generalist mosquito, Anopheles stephensi. An. stephensi is an 
important vector for malaria in India and one of the few malaria vectors that is well adapted to an urban 
environment. Recent work has suggested that this vector has expanded its range in India and appearing 
in many populated regions of Africa (Sinka et al. 2020). An. stephensi are active primarily in the evening 
with a peak in activity at the start of the evening (Korgaonkar et al. 2012). The An. stephensi at the 
University of Edinburgh originated in Pakistan are readily reared in the lab at 26C, 60-70% humidity and 
are fed 8% fructose solution to mimic nectar, a natural source of sugar. During transmission, mosquitoes 
are housed at 26C for P. chabaudi or at 21C for P. berghei (reflecting the cooler climate of gallery forests 
that are the natural habitat for P. berghei). It is not tractable to sample parasites within mosquitoes, 
during mating and ookinete development, but destructive sampling and quantification of later stages on 
the midgut (oocyst) and salivary glands (sporozoite) is accurate.  

Experimental designs 
Many of the experiments in the portfolio are designed to probe aspects of alignment between host and 
parasite rhythms, so follow a similar approach (Figure 5, Table 1). Parasites are expanded in wild type 
donor mice that are housed in one of the same photoperiod schedules as an experimental group. When 
the donor infections reach a threshold in asexual density, parasites are harvested and used to 
simultaneously infect the experimental groups. Parasites that move from donors to experimental mice 
entrained to the same photo-schedule are considered temporally aligned (matched) to the host rhythm 
because the parasite IDC is on the ‘correct’ schedule for the new host. In contrast, when parasites move 
to experimental mice entrained to the opposite photo-schedule to the donors, parasites instantaneously 
become mismatched to their new host 12 hours (Figure 5).  

Experimental infections are sampled frequently to compare how the IDC schedule behaves in the 
different treatment groups. Sampling regimes range from daily or twice daily sampling to intensive 4 
hourly sampling over 24-36 hours. Such intensive sampling for more than 48 hours directly affects the 
health of mice, including affecting their rhythms which has knock on unintended consequences for the 
parasite’s rhythm. Thus, when a long duration of intensive sampling is required, several cohorts of 
experimental mice are infected and each group contributes samples for a series of sequential 32 hour 
windows. By concatenating data across cohorts, a multi-day-time-series is generated for each treatment 
group.  
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Figure 5: (a) Hosts exhibit behavioral rhythms that are driven by their internal clock. Parasites also exhibit rhythms 
in their intraerythrocytic development cycle (IDC), for example, shown are the daily rhythms in the density of ring 
stage parasites. In a control infection, parasite rhythms are in alignment with host rhythms. (b) Experimental 
design. Parasites are grown in donors under a particular photo or feeding-fasting schedule and these parasites are 
used to generate experimental infections in new hosts. Parasites remaining in the same schedule are matched to 
host rhythms and act as controls. Parasites transferred between schedules to hosts that are on the opposite 
rhythm to the parasite donor are temporally mismatched and must reschedule to regain synchrony with the host. 
Shaded boxes represent lights off (night) and for nocturnal mice are analogous to the host’s feeding window. 
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Quantifying host and parasite rhythms 
Circular rhythms that repeat each day, such as the IDC schedule can be represented by a curve over 
time. One such way to detect a rhythm is to simply fit a curve to the data using harmonic regression 
(Fourier analysis) and determine if the curve explains the data better than a straight line (at the mean) 
via an F-test (Stroebel et al. 2010). However, alternative methods that detect rhythms without curve 
fitting also exist including the stochastic modelling approach Maximum Entropy Spectral Analysis (MESA, 
(Dowse 2013)) that applies autoregressive models to the data (this method is used in paper #6). For both 
approaches, once a rhythm has been detected the parameters of the rhythm, phase, amplitude, and 
period, can be interpreted and compared between experimental treatments.  

Figure 6: The parameters of a rhythm. The mean value of the curve is represented by the MESOR (midline 
estimating statistic of rhythm; in yellow). The amplitude (red) is the difference between peak and the nadir of the 
rhythm (i.e. twice the distance from peak or nadir and the MESOR). The phase (purple) is the timing of the peak of 
the rhythm. The period (green) is the time duration for the rhythm to re-occur.   

"Phase” (in purple in Figure 6) is the timing of a reference point in the cycle such as the first peak (the 
acrophase) relative to a Zeitgeber (e.g. time of lights on) or the beginning of the sampling period. In the 
context of the IDC, peak refers to the time each day at which the peak of the focal IDC stage occurs. 
Over the period my portfolio covers, the proportion of asexuals at the ring stage has emerged from 
multiple labs as the best phase marker for the IDC (Hirako et al. 2018, Prior et al. 2018, O'Donnell et al. 
2020, Rijo-Ferreira et al. 2020, O’Donnell et al. 2021). 

Two 24h rhythms with phases that are 12 hours apart (e.g. the IDC rhythms of parasites in hosts 
entrained to standard and reversed photoperiods) will be in the inverse of each other (i.e. the peak of 
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one rhythm coincides with the trough for the other). Similarly, if the two rhythms were in fact two states 
of one individual changing across time then the difference in phase between the two rhythms is called a 
phase-shift. When an infection undergoes a phase-shift in response to a perturbation of the host’s 
rhythm the IDC ‘reschedules’ with a phase shift over successive IDCs.  

"Amplitude” (in red in Figure 6) is a unit-less measure between 0 and 1 representing the distance 
between the peak and the trough. In the context of parasite data such as the proportion of asexuals at 
the ring stage, amplitude is a proxy for how synchronous the cohort is. A highly synchronous species will 
have an amplitude close to 1, meaning that when ring stages peak, almost all asexuals are at this stage, 
and almost none of the parasites are at the ring stage when the rhythm hits its trough. The lower the 
amplitude, the damper it is, with 0 representing a flat line. Amplitude is calculated around the midpoint 
(the mean) of the rhythm, which is the MESOR (in brown in Figure 6). 

“Period” (in green in Figure 6) is the duration of time taken for the cycle to repeat (e.g. from sunrise to 
sunrise is approximately 24 hours). For parasites, I use period as the estimate for the IDC duration. This 
measure can be difficult to calculate and several rhythm fitting algorithms are specifically designed to 
calculate period from different kinds of data, with some performing best when determining period from 
short datasets (harmonic regression) and others are better at determining period in rhythms with large 
changes in amplitude (MESA), therefore it is good practice to use multiple disparate methods as a form 
of validation.  
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Paper 
# 

Year of 
Publication 

Host 
Strain(s) 

Parasite 
species 

Parasite 
genotype 

Parasite IDC Experimental 
manipulation(s) 

Parasite stage 
injected 

Route of 
injection 

Sampling 

1 2011 MF1 P. chabaudi AJ Synchronous • Matched vs Mismatch Rings IP injection Daily 
(days 1-7 PI) 

2 2013/2014 MF1 P. chabaudi AJ Synchronous • Matched vs Mismatch Rings & 
Trophozoites 

IP and IV Daily 
(days 1-7 PI) 

3 2019 MF1 
C57/Bl6 
Per1/2-null 

P. berghei ANKA Asynchronous • Blood meal (Mosquito)  
time-of-day 
• Blood meal quality
• Host time-of-day
• P. berghei infection

Asynchronous mix Mosquito 
transmission 

Various 

4 2020 C57/Bl6 
Per1/2-null 

P. chabaudi DK Synchronous • Arrythmic vs Rhythmic 
host feeding 

Rings / 
Asynchronous mix 

IV injection Time series: 
(4 hourly; day 5-6 PI) 

5 2021a MF1 P. berghei ANKA Asynchronous • Matched vs Mismatch 
• Aarrythmic vs Rhythmic
host feeding 

Asynchronous mix IP and IV Daily:  
(days 2-6 PI) 
Time series:  
(4 hourly; day 5-6 PI) 

6 2021b C57/Bl6 
Per1/2-null 

P. chabaudi DK Synchronous •Matched vs Mismatch 
•Arrythmic vs Rhythmic
•host feeding

Rings IV injection Multi Day Time series 
(4 hourly; day 2-11 PI) 

Table 1: Summary of the host-parasite combinations used, experimental manipulations, design and sampling schedule for each paper in the portfolio. 
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Results 

The experiments summarized in Table 1 were designed to determine what the characteristics of the IDC 
rhythm are (“what”) under normal conditions, how the IDC schedule is established in terms of which 
host  rhythms influence it and how it responds to perturbation (“how”), and whether the IDC schedule is 
beneficial to parasites (“why”). 

What?  
The ability to explain the IDC schedule first rests on an accurate description of its fundamental features. 
Ring stage rhythms from a typical matched infection (Figure 7) will have a period around ~24 hours with 
an amplitude ranging from 0.75-0.96 and peak ring stage parasite phase occurring just before lights ON 
at ZT23 (~ 11 hours after the start of host feeding) (papers #4 & #6).  

Figure 7: An illustrative example of the rhythm parameters for a synchronous infection. Shown are the proportion 
of parasites in the ring stage. Ring stages exhibit high amplitude rhythms with a peak at the end of the dark 
period/feeding period and typically reoccur with a 24 hour frequency. Shading represents lights off (i.e. the photo-
schedule) and is also analogous to the host’s feeding window. Time is given in Zeitgeber time (hours relative to 
lights ON) and in GMT. 
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How? 
When the host’s rhythm is perturbed relative to the phase of the IDC, the IDC schedule readily alters to 
regain alignment with host rhythms and resynchronizes if IDC synchrony is perturbed. As detailed below, 
rescheduling and synchronization occur via a faster IDC which advances the peak phase of IDC stages 
Figure 8)(paper #6).  

Figure 8: The relationship between IDC period and rescheduling of a mismatched infection. Parasites begin out of 
alignment with the host, with a peak in ring stage parasites (IDC phase; blue dotted lines) occurring during the 
host’s light / fasting period. An IDC period shorter than 24hrs results in an earlier phase each day. Within 5 cycles 
the parasite has realigned with the host and the IDC phase occurs at the end of the host’s dark / feeding period. 
Once realigned the IDC period returns to ~24h to maintain the schedule. Shaded areas indicate lights OFF (i.e. the 
host’s photo-schedule) and is also analogous to the host’s feeding window. 

Phase (Timing)  
Following perturbation of the temporal alignment between host and parasite rhythms, the phase of the 
IDC schedule changes very little for the first 2-3 cycles. Yet, parasites mismatched to the host’s rhythm, 
even by 12 hours, become fully rescheduled within five (paper #6) to seven (papers #1-2) cycles. More in 
depth investigation in paper #6, revealed that phase – defined as when the ring stage peaks – advances 
by 2-3 hours per day until the IDC becomes aligned with host rhythms in manner illustrated in Figure 8. 
Thus, parsimony suggests the phase of all IDC stages advances in concert with the ring stage. These 
phase changes cannot be explained simply be selective death of a mistimed IDC stage at a particular 
time-of-day, or by sequestration obscuring an accurate estimation of the stage distribution of the IDC 
during certain sampling times (papers #1 and #6). Furthermore, the rate at which the IDC reschedules is 
independent of parasite density (i.e. perturbation of the dose of parasites used to initiate infections) 
(paper #6).  
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The driver for rescheduling is the host’s feeding-fasting rhythm (Hirako et al. 2018, Prior et al. 2018). 
O’Donnell 2020 (paper #4) confirmed that the ring stage peak occurs at the end of the host’s feeding 
period. A role for light-dark schedules was excluded based on the observations that the IDC schedule 
aligns with the timing of feeding/fasting in day fed and night fed mice, regardless of the phase of light 
entrained (SCN) clocks, and when free-running in constant darkness (DD). Further investigation in paper 
#4 ruled out involvement of host TTFL clocks in the IDC schedule. Specifically, the IDC schedule becomes 
inverted in clock impaired mice with a feeding-fasting rhythm if infections are initiated with ring stages 
before the start of the feeding window (because the ring stage shifts to its normal peak at the end of the 
feeding window). Yet, the IDC rhythm becomes dampened in clock impaired mice without a feeding-
fasting rhythm (ad lib feeding). Analogous results occur when infections are initiated with an 
asynchronous mix of IDC stages. In clock impaired mice, the IDC becomes synchronised and ring stages 
peak at the end of the feeding window when hosts experience TRF, but the IDC remains asynchronous in 
hosts without a feeding-fasting rhythm. Thus, a feeding-fasting rhythm alone is sufficient to set the 
phase of the IDC rhythm and a host TTFL is not essential.  

The phase of the IDC rhythm exhibits little within-treatment variation during the first 6 days of infection, 
even in rescheduling treatment groups in which the phase is changing each day. Conversely, during the 
post-peak window, when hosts are sick, parasite phase is quite variable within treatments (paper #6). 
This post-peak increase in variation is observed across all treatment groups so is unlikely to be due to 
rescheduling or being in an arrhythmic host and may be linked to host sickness. 

Synchrony (Amplitude) 
The experiments described above demonstrate that a feeding-fasting rhythm synchronizes the IDC, and 
in the absence of such a rhythm, the IDC becomes dampened or remains asynchronous (paper #4). 
Infections initiated with synchronous parasites remained highly synchronised (amplitudes of 0.9-0.96), 
in rhythmic hosts despite rescheduling in some cases, but became dampened (amplitude of ~0.4) in 
arrhythmic hosts.  

When parasites are forced to synchronise, as well as establish the correct phase relationship to the host 
feeding-fasting rhythm, greater synchrony is achieved in clock impaired hosts with a feeding-fasting 
rhythm (0.85) than in control infections of wild type mice (0.75). Furthermore, when the host’s light-
entrained rhythms are decoupled from the phase of feeding-fasting rhythms, the IDC rhythm had an 
intermediate level of synchrony (~0.6).  

To assess whether synchrony changes during the process of rescheduling, paper #6 observed parasite 
synchrony throughout days 2-10 post infection. Synchrony remains stable for the first 6 days of the 
infection (the pre-peak infection window) but following the peak in asexual density, synchrony degrades 
when hosts become very symptomatic. Like parasite phase, the post-peak loss of synchrony is universal 
across infections (regardless of the perturbations applied) and thus, is not correlated with rescheduling 
or with being inside an arrhythmic host, and is likely to be simply due a deterioration in host health. In 
addition, when arrhythmic hosts are group housed (paper #6), the IDC rhythm does not dampen as 
much as when arrhythmic hosts are singly housed (paper #4).  

Given the strong and repeatable influence of host rhythms on P. chabaudi, O’Donnell 2019 (paper #5) 
tested whether perturbations to host rhythms can generate synchrony in the asynchronous species, P. 
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berghei. In contrast to suggestions from historical literature (Arnold et al. 1969), a long day photoperiod 
does not synchronise P. berghei. Further, applying a feeding-fasting regime to clock impaired mice has 
no impact on P. berghei, which shows similarly arrhythmic IDC stage proportions to infections in clock 
impaired mice with constant access to food.  

 

Period (IDC duration) 
Having observed that the IDC can readily become rescheduled without a loss of synchrony, O’Donnell 
2021b (paper #6) asked whether parasites reschedule simply by altering the period of the IDC. For 
example by pausing for 12 hours to recover from a 12 hour mismatch to the host’s rhythm, or by 
speeding up / slowing down each cycle to gradually reach the correct phase alignment. Compared to 
control infections with a period of 23.4 hours, mismatched parasites exhibit periods 1-2 hours shorter 
during rescheduling (periods of around 21.3-22.5 hours). Infections in clock impaired hosts without 
feeding rhythms were also short (22.5h), potentially suggesting a short free-running period. Finally, as 
observed for phase and synchrony, during the post peak window of the infections period estimates are 
more uncertain across all infections (regardless of the perturbations applied), reflective of the disruption 
caused when hosts become symptomatic. 

 

Why? 
In addition to increasing understanding of the proximate drivers of the IDC rhythm, my portfolio also 
probed why parasites should schedule their IDC. 

Within-host survival  
My portfolio begins with a publication in 2011 (paper #1) that resurrects the topic of explaining why IDC 
rhythms occur, following a flurry of activity several decades ago. This paper took a different approach to 
the puzzle by asking whether the IDC rhythm is a fitness-related trait. Following a 12 hour mismatch to 
host rhythms, twice daily measurements revealed a 50% reduction in asexual and sexual parasite 
densities across the pre-peak window compared to control infections that were initiated in alignment to 
host rhythms (paper #1). Given that asexual replication underpins within-host survival and gametocyte 
density reflects transmission potential, the timing of the IDC schedule appears to have significant fitness 
consequences.  

Further investigation focused on asexual densities, testing whether the costs of mismatch to host 
rhythms depended on whether the route of entry into the host (directly into the blood or via the 
peritoneal cavity) and the IDC stage (rings or late trophozoites) used to initiate infections (paper #2). 
Higher densities always occur in infections started intravenously, but the route of infection did not 
influence the impact of misalignment to host rhythms. Infections initiated with ring stages suffered a 
40% reduction in cumulative asexual density, supporting the findings in paper #1. However, in contrast 
to expectation, infections initiated with trophozoites benefited from misalignment to host rhythms, 
achieving a cumulative density 60% higher than counterparts matched to host rhythms. The different 
impacts on ring and trophozoite stages also correlate with the time-of-day infections were initiated. For 
example, infections must occur in the morning for rings to be matched to host rhythms and for 
trophozoites to be mismatched; and these are the infections that perform best.  
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When misalignment to host rhythms has negative consequences for asexual replication, its impact (a 
35% reduction in parasite density relative to matched infections) is detectable on the 2nd day following 
infection (paper #2). Because asexual replication is exponential, any differences in survival or replicative 
potential become magnified as infections progress. However, more recent experiments, which use a 
different parasite genotype to force parasites to reschedule do not find an overt cost of mismatch 
(paper #6). Specifically, parasites that are mismatched to the phase of feeding-fasting rhythms in wild 
type hosts whose feeding-fasting rhythms are (i) aligned or (ii) not with light-entrained rhythms, or (iii) 
in clock impaired mice (which only have a feeding fasting rhythm), perform just as well as parasites that 
begin infections in alignment with feeding-fasting rhythms in all these cases (paper #6). Yet, a hidden 
cost is present; because rescheduling parasites have a faster IDC, their densities should exceed those of 
control parasites if there were no costs of speeding up the IDC. The consequences of infecting a host 
with a disrupted TTFL are less clear; parasites sometimes perform less well in clock impaired mice than 
wild types (paper #4) but not consistently (paper #6). In keeping with the lack of impact of host feeding-
fasting rhythms on P. berghei’s IDC schedule, perturbations to host rhythms do not affect its asexual 
density dynamics either (paper #5). 

Between-host transmission  
In addition to host and parasite rhythms affecting the density of sexual transmission stages (paper #1), 
rhythms can affect other aspects of transmission (Rund et al. 2016, Schneider et al. 2018). The rhythms 
of all three parties - hosts, parasites and mosquitoes – involved could influence transmission directly as 
well as via synergistic or antagonistic effects of interactions between their rhythms. Reports of vectors 
altering their blood seeking rhythms to evade insecticide treated bed nets requires the role of vector 
time-of-day for transmission to be urgently investigated. Paper #3 addresses this issue by testing 
whether blood feeding during the day instead of during the evening affects parasite transmission and 
mosquito fitness (using proxies relating to survival and reproduction). Note, the asynchronous species P. 
berghei was used to allow the impacts of host and parasite timing to be tested independently of parasite 
rhythms.  

Time-of-day of the blood meal had no impact on parasite transmission (proportion of mosquitoes 
infected) or on parasite burden (number of oocysts per midgut). This negative result is supported by the 
lack of variation in gametocyte densities in the host blood in the evening versus the morning. As 
expected, infection reduced mosquito lifespan (by ~3 days) and the daily hazard of dying for infected 
mosquitoes was ~50% higher than for uninfected mosquitoes, but survival was not influenced by time-
of-day of blood feeding.   

Mosquito lifespan was not affected by the change in blood meal timing, nor by host time-of-day or the 
quality (anaemic or healthy) of blood. A change in blood meal timing had only minor effects on mosquito 
reproduction. Mosquitoes that fed in the morning were more likely to lay eggs (17% more morning fed 
females than evening fed females laid eggs), laid on average half a day earlier than night fed 
mosquitoes, and had ~7% larger clutch sizes. Independent of the time-of-day effects, blood quality 
influenced the volume of the blood meal taken with mosquitoes feeding on anaemic hosts taking up 
~25% larger blood meals than those feeding on control hosts and blood quality also had consequences 
for clutch size with 12-35% larger clutch sizes for individuals that fed on control versus anaemic hosts.  

The other paper in my portfolio concerning transmission investigates whether P. berghei sexual stages 
exhibit rhythms in their activities (paper #5). Both the densities of female gametocytes in the blood and 
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the rate of male gametogenesis (exflagellation; the act of replication and formation of flagellated 
microgametes unique to male gametocytes which occurs in the mosquito midgut) were both statistically 
rhythmic with a peak density/activity in the evening.  

 

Conclusions 
 

Parasites are an important part of ecosystems and daily rhythms in environmental conditions due to the 
rotation of the Earth shape ecological interactions between hosts and parasites. Mounting evidence 
reveals that diverse parasites have evolved a myriad of traits to take advantage of the opportunities that 
daily rhythms bring, or cope with the constraints they impose (Reece et al. 2017, Rijo-Ferreira et al. 
2017, Prior et al. 2020). However, the nature of parasite rhythms and the extent to which they result 
from activities encoded by the genes of hosts and parasites are poorly understood. Further, in cases 
where parasites can organize their own schedule (either via an endogenous oscillator or a simpler time 
keeping strategy), why these abilities have evolved (i.e. their selective drivers) are also largely unknown. 
The work presented my portfolio addresses these issues, providing a detailed description of rhythmicity 
in cycles of asexual replication undertaken by malaria parasites in the blood of their vertebrate host, 
revealing new insight into how this rhythm is established, and exploring whether parasites garner fitness 
benefits in terms of survival and transmission. 

What are the characteristics of the IDC rhythm? 
I have applied approaches from chronobiology that include well established experimental paradigms 
and circular statistics, to bring a quantitative framework to studying ‘periodicity’ in malaria parasites, 
which has been a long standing topic of interest. Across my experiments, the IDC schedule is very 
repeatable and is characterized by a high amplitude (~0.9), 24h rhythm, that has a peak phase around 
ZT23 (11 hours after the start of host feeding) during the pre-peak phase of the infection and becomes 
dampened and disrupted post-peak, with lower rhythm amplitude (<0.5) and variable phase. 

By improving resolution on the features of the IDC rhythm, my work paves the way for others to begin 
identifying the genetic and molecular mechanisms involved. By splitting the IDC rhythm into its 
quantitative traits (IDC timing, IDC synchrony and IDC duration) it becomes possible to ask questions 
about the extent to which they are independent targets of selection or constrained by pleiotropy. This 
can be done independently of understanding the mechanism by which parasites control the IDC 
schedule and can inform the search for mechanism. For example, future work may demonstrate genetic 
variation (i.e. differences between genotypes) in some rhythmicity parameters suggesting that the 
genes underpinning this variation are exposed to selection. For example, rhythm parameters may span 
greater variation across genotypes in some within-host conditions (such as sickness) than others (such 
as health). Under this scenario, any perturbations leading to sicker hosts will increase the amount of 
parasite genetic variation exposed to selection. Further, if some parameters are more variable between 
genotypes than others (especially if their relationships qualitatively differ across genotypes), then they 
may be encoded by different genes. Harnessing parasite responses to different perturbations of host 
rhythms and variation across parasite genotypes could be provide useful context for those searching for 
signatures of time-keeping mechanisms in transcriptomic data sets (Rijo-Ferreira et al. 2020). 
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How is the IDC rhythm established? 
Host feeding-fasting rhythms are normally entrained by photo-schedule, such that nocturnal mice feed 
at night, so IDC completion occurs towards the end of the dark phase. However, my portfolio and the 
work of others demonstrates that photo-schedule plays no direct role in the IDC schedule. Body 
temperature is another rhythm that usually light entrained, and so, in phase with activity rhythms. For 
small animals, such as mice that have low thermal inertia, metabolism following feeding also has a direct 
effect on body temperature (Sojka et al. 2013). Whilst temperature is well known to affect the duration 
of the IDC of parasites in culture, my experiments (particularly paper #4) indirectly suggest it is unlikely 
to be time-of-day cue that parasites use in vivo. My work also conclusively demonstrates that canonical 
host TTFL clocks do not have an essential role in the IDC schedule, and these rhythms may slightly erode 
the parasites ability to align specifically to feeding-fasting rhythms.  

If parasites actively schedule the IDC themselves, the timing cue/Zeitgeber they use should be reliable 
(i.e. only transiently available at same time each day), and so, not something the parasites can generate 
or scavenge at any time-of-day. Several candidate timing cues have been proposed including melatonin, 
glucose and cytokines (Bagnaresi et al. 2012, Hirako et al. 2018, Prior et al. 2018). Melatonin appears to 
advance IDC completion in vivo but the concentrations needed to elicit this effect were 10 fold higher 
than found in the blood of humans or mice. Glucose was also proposed as a cue given the observation 
that parasite stages differ in their glucose requirements e.g. schizonts, at the end of the IDC, consume 
large amounts of glucose (Olszewski et al. 2011, Hirako et al. 2018). Further, the increase in immune cell 
activity as a result of infection also consumes glucose making the daily glucose rhythms theoretically 
more extreme under infection (Hirako et al. 2018). However, glucose rhythms are very damp and not 
always in phase with the IDC schedule across different perturbations of host TTFL and feeding regimes 
(Prior et al. 2018, Prior et al. 2021). A recent metabolomics screen of parasites in mismatched and 
matched infections reveals the most promising candidate cue, isoleucine (Prior et al. 2021). This amino 
acid is one of the few amino acids that exhibits a daily cycle in mice and humans and peaks at the end of 
the feeding period. As the parasite is unable to synthesis isoleucine itself, and it is minimally present in 
haemoglobin, isoleucine is entirely scavenged from host blood. When deprived of isoleucine in culture, 
both human and rodent malaria parasites dramatically slow cell cycle progression akin to dormancy, yet 
are able to recover upon addition of isoleucine (Babbitt et al. 2012, McLean et al. 2020, Prior et al. 
2021). It’s possible that parasites have more than one cue, however, testing this in vitro is difficult 
because isoleucine is also essential to the host and cannot be removed. 

That parasites starting their infections mismatched to host feeding rhythms by 12 hours reschedule in 
around 5 IDC cycles is another repeatable result from my portfolio (papers #1, #2, #4, and #6) and others 
(Prior et al. 2018, Subudhi et al. 2020). Rescheduling parasites speed up their IDC by ~2 hours per cycle, 
allowing them to gradually change phase each day. The mechanism by which parasites control IDC 
duration is unknown but the gene Serpentine Receptor 10 (SR10), may be involved (Subudhi et al. 2020). 
SR10 cycles with a duration close to 24 hours in P. chabaudi and P. falciparum (which has a 48h IDC 
duration) and knocking out this gene in P. chabaudi resulted in IDC durations 2-3 shorter than normal 
along with several ‘SR10-linked’ genes losing rhythmicity (Subudhi et al. 2020). Perhaps parasites only 
express SR10 when in alignment with host rhythms? Further, this approach to rescheduling rules out the 
suggestion that misaligned parasites might become dormant (as they do in response to the stress of 
drug treatment) until they detect they are at the correct time-of-day for the IDC stage they are at. Or, 
that selective host killing of misaligned stages IDC stages enforces a schedule upon parasites. The 
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current most likely scenario is that parasites possess a time-keeping ability to ensure they align with the 
resources they require from the host’s food, but that – at least when at low densities and in well fed lab 
mice – mass death is not a consequence of temporary misalignment. If, for example, isoleucine is the 
selective driver for the phase of the IDC, then using it as a time cue/Zeitgeber ensures parasites respond 
to the most accurate (i.e. relevant) timing information. However, a down-side of this strategy may be 
that parasites do not have an opportunity to anticipate and prepare, which responding to a proxy that 
occurs in advance of isoleucine could offer them. 

Why have parasites evolved to schedule the IDC? 
That parasites have evolved plasticity in the IDC schedule suggests that being matched to the host’s 
rhythms is of considerable benefit. Studying the fitness consequences of misaligned parasite rhythms 
can offer insight into why they are beneficial. Early papers in my portfolio find tangible fitness benefits in 
terms of asexual densities and gametocyte densities which underpin within-host survival and between-
host transmission, respectively.  

Subsequent research found that the reduction in gametocyte density is not due to decreased 
investment in gametocytes (which parasites often do when experiencing a reduction in asexual 
replication (Reece et al. 2008, Reece et al. 2010, Cameron et al. 2013)), nor is it explained by misaligned 
gametocytes being at a vulnerable stage and experiencing a higher mortality risk when the inflammatory 
cytokine spike associated with schizogony occurs (Westwood et al. 2020). Instead of misalignment to 
host rhythms causing the loss of gametocytes, recent work suggests that a daily rhythm in gametocyte 
density is to be expected based on their short lifespan (Schneider et al. 2018). Specifically, in normal 
circumstances, gametocytes are produced the night, reach sexual maturity the following night and then 
senesce and are cleared over the subsequent 24 hours. This means that at night, the gametocyte 
population is composed mostly of newly matured gametocytes because those from the previous cohort 
have been cleared, but earlier in the day the previous, senescing cohort are still present. Thus, 
depending on how the timing of gametocyte maturation and senescence proceeds in misaligned 
infections, coupled with the timing of sampling, misaligned infection may appear to have fewer 
gametocytes but actually, they have fewer senesced gametocytes. Studies that track gametocyte density 
and infectivity from intensive sampling regimes (as I have done for the IDC) may resolve how 
misalignment affects the transmission component of parasite fitness. Because a rhythmic IDC imposes 
rhythms in gametocyte production, parasites might have been selected to fine-tune gametocyte 
maturation to ensure optimal infectivity when vectors forage for blood. Alternatively, gametocyte 
development might be constrained and the timing of the IDC selected to ensure gametocyte production 
occurs on time, and there are coincident benefits of aligning with rhythmicity in the resources required 
from host food.  

Understanding the consequences of misalignment to host rhythms for asexual stages has also proved 
complex. It appears that the main impact occurs in the first 48 hours of the infection and only when 
mismatched infections are started with ring stage parasites (i.e. rings going into evening hosts). This may 
be explained by host rhythms because many murine immune factors are upregulated during the active 
phase (in the evening) thus posing a higher risk for new infections (Keller et al. 2009, Scheiermann et al. 
2013, O'Donnell et al. 2014). Additionally, if “foreign” donor RBCs are an additional target for clearance 
by the immune system, later stages (i.e. trophozoites) are exposed to these responses for a shorter 
window before they reach schizogony and are then be able to reinvade the host’s own RBCs. These 
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explanations could be tested by comparing the dynamics of infections initiated by rings or trophozoites 
in arrhythmic (clock mutant) mice. Also unexplained is why an overt cost of misalignment was not 
evident in my more recent experiments. These experiments used a different genotypes for host and 
parasite, so the costs may depend on parasite virulence, with more virulent genotypes being more 
vulnerable (perhaps because they need more resources to fuel their higher replication rate). However, 
misaligned parasites complete one more IDC than control parasites during rescheduling, yet do not 
reach higher density, which is likely to reflect some costs of misalignment. The number of progeny per 
parasite is a plastic trait altered in response to changes in within host conditions and so, parasites might 
not be to produce as many progeny in a shorter IDC. Furthermore, rescheduling is associated with 
disruption of transcriptional patterns related to important cellular processes (Subudhi et al. 2020).  

I also find that parasite synchrony degrades when infections reach peak parasitemia and that this occurs 
regardless of whether parasites began infections aligned to host rhythms or had to reschedule, or 
whether hosts were wild type or clock disrupted mutants. Notably, parasites in infections aligned to host 
rhythms experienced the least alteration to the IDC schedule, suggesting a well-established rhythm is 
less vulnerable to perturbation. Host rhythms become perturbed at the peak of infection, they lose 
weight and become anorexic as well as the parasites experiencing red blood cell limitation due to 
anaemia. There are no obvious consequences of the degree of IDC rhythm disruption for within-host 
survival but due to increased variation between (replicate) infections within the same treatment group, 
higher powered experiments are necessary to test this.  

Whilst P. chabaudi’s default is a rhythmic IDC, I found (paper #5) that species such as P. berghei always 
exhibit an arrhythmic IDC, without any observable costs to fitness. The experimental manipulations that 
generate synchrony in P. chabaudi have no effect on P. berghei suggesting that this parasite lacks the 
machinery to establish and maintain rhythms; either a yet to be defined internal oscillator, or simply the 
ability to detect and respond to transient resources. Alternatively, arrhythmicity and synchrony, sitting 
at opposite ends of the spectrum may be equally good strategies in a rhythmic host (Greischar et al. 
2014). For example, arrhythmic replication might minimize competition between related parasites for 
resources. However, given that P. berghei does not reach the asexual densities of P. chabaudi, avoiding 
such ‘scramble’ competition is unlikely to be necessary. Instead, perhaps due to its low densities, P. 
berghei can acquire sufficient resources around the clock and so, would not benefit from paying the 
costs associated with maintaining mechanisms required to be rhythmic. Additionally, rodent may not be 
the only natural host for P. berghei so arrhythmicity could be a product of living in an unusual 
environment. Infection dynamics of Plasmodium infections in thicket rats do differ from lab mice with 
infections reaching higher parasitemaia and taking longer to get to peak (Conteh et al. 2020), but there 
is no information on the IDC schedule exhibited in this host. Bats may also be a natural host for P. 
berghei as other Plasmodium species that infect bats are closely related to P. berghei and the mosquito 
vector of P. berghei likely also bite bats (Schaer et al. 2013). Both rodents and bats have similar 
nocturnal feeding patterns but their diets vary. The natural rat host for P. berghei (Grammomys 
surdaster) is a generalist and feeds on a variety of plants and insects while Congolese bats are 
exclusively frugivorous or insectivorous (Schaer et al. 2013). Perhaps such an exclusivity of diet types 
leads to host-dependent differences in the timing and duration of digestion which the parasites are 
unable to predict. Arrhythmicity may be a catch-all strategy that allows P. berghei to cope with any host 
differences in the timing of available resources. 
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Despite no evidence of IDC rhythmicity in P. berghei, I did detect weak evidence of daily rhythms in 
female gametocyte density and in male gametocyte activity, which are mostly likely driven by rhythms in 
host immune factors that can interfere with transmission. However, neither time-of-day for parasites, or 
for mosquito vectors, impact on P. berghei’s transmission success. There are increasing reports that to 
evade insecticide treated bed nets, mosquitoes are altering the timing of their flight and biting activity 
to forage for blood that is earlier in the day (Yohannes et al. 2012, Sougoufara et al. 2014, Cooke et al. 
2015, Wamae et al. 2015). Given that many mosquito rhythms are light-entrained, disrupting the phase 
relationship between feeding and other rhythms may be detrimental to mosquitoes (analogous to shift 
work in humans). However, I found only minor consequences of day-biting for mosquito reproduction 
and no effect on mosquito lifespan. Thus, it appears unlikely that advancing mosquito biting time will 
have an additional impact on transmission dynamics (other than allowing transmission to occur as it did 
before bed nets). However, future work should consider less extreme changes in biting timing and 
consider mosquitoes that experience more ecologically relevant stressors than those I well-resourced 
lab colonies.  

From mice to humans 
Can insights gained from studying a rodent malaria model system in which the IDC duration is around 
24h be beneficial for a human malaria system where the IDC durations are either 24,  48 or 72 hours 
(depending on species)? And can rhythms relevant to living in a nocturnal host simply be inverted for 
parasites living in humans? Humans and mice share 24h rhythms in immune activity (Scheiermann et al. 
2013) and in the release of RBCs from the bone marrow (Clark et al. 1969, McKee et al. 1974), the phase 
of which is relative to each host’s active period. However, despite the relevance of these host processes 
to parasites, our work suggests that parasites primarily align to host feeding rhythms and mice and 
humans may have similar or different feeding windows depending on which human meal is the largest. 
Mice take a large meal at the start of their active phase (ZT13) while the timing of the largest meal for 
humans can occur 8 hours earlier (lunch; ZT5) or at a similar time-of-day to mice (dinner; ZT12). For a 24 
hour human malaria parasites (P. knowlesi), any differences in feeding rhythms could simply be reflected 
in a different parasite phase, in the same way P. chabaudi changes phase in light fed TRF mice, 
rescheduling so the energy demanding parasite stages align with the transient food resource. It is 
unclear why the IDC is synchronous in a parasite such as P. falciparum that spends 24 of their 48h 
development in a “feeding” parasite stage, thus guaranteeing that they are always present for the 
window of opportunity irrespective of host phase. Unlike P. chabaudi (Subudhi et al. 2020) very few P. 
falciparum genes cycle with a periodicity close to 24hours (Smith et al. 2020) suggesting that daily host 
rhythms are simply not as important these parasites (however time-series transcriptomics has only been 
carried out on parasites that are adapted to culture where there is little selective advantage to being in 
phase with environmental rhythms). Another key difference between the lab infections in mice used in 
my experiments and natural human infections is that human infections are often composed of multiple 
parasites genotypes. How parasite rhythms change in response to competition is still unknown but with 
the multiple rodent malaria parasite genotypes available this could be tested more effectively in mice 
than in humans (particularly compared to P. falciparum in vitro).  

Understanding how and why human parasites generate and maintain rhythms could inform treatment in 
several ways: (i) interfering with the mechanics of the IDC schedule may help overcome the problem of 
parasites invoking dormancy to tolerant drug treatment. (ii) knowledge of the molecular mechanism of 
parasite time keeping may inform targets for new drugs (e.g. drugs that detrimentally disrupt IDC 
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duration could reduce disease severity and transmission potential), (iii) drugs could be more effective if 
administered at particular times of day to specifically kill the most vulnerable IDC stages, or to synergise 
with host rhythms. (iv) some vaccines have time-of-day efficacy (Barnoud et al. 2021), and improving on 
the low rate of protection provided by the first malaria vaccine to be deployed would be of great 
benefit. More generally, understanding malaria rhythms facilitates better predictions of the 
consequences of a changing environment e.g. the range expansion of vectors with different behavioural 
timing, or the changing of local vector biting time in response to control measures (Thomsen et al. 
2017). 
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I have contributed to these publications in the following manner: 

Contributed considerably to designing and carrying out experimental work, interpretation of results and 
writing of the manuscript:  

1. Subudhi A. K., O’Donnell A. J., Ramaprasad A., Abkallo H. M., Kaushik A., Ansari H. R., Abdel-
Haleem A. M., Rached F. B., Kaneko O., Culleton R., Reece S. E. & Pain, A. (2020). Malaria 
parasites regulate intra-erythrocytic development duration via serpentine receptor 10 to 
coordinate with host rhythms. Nature Communications 11(2763).  

Investigates rhythmicity in parasite genes in infections both matched and mismatched to 
host rhythms revealing a role of SR10 in determining IDC length and providing evidence 
for parasite control of their IDC rhythms. 

2. Westwood M. L., O’Donnell A. J., Schneider P., Albery G. F., Prior K. F., & Reece S. E. (2020). 
Testing possible causes of gametocyte reduction in temporally out-of-synch malaria infections. 
Malaria Journal, 19(1):1-10.  

Tests whether the observed 50% reduction in gametocytes in temporally mismatched 
parasites can be explained by a reduction in conversion rate or increased clearance by 
the hosts immune responses 

3. Rund S. S. C., O’Donnell A. J., Gentile J. E. & Reece, S. E. (2016) Daily Rhythms in Mosquitoes and 
Their Consequences for Malaria Transmission. Insects, 7(2):14.  

Outlines new hypotheses for how daily rhythms in mosquitoes affects their capacity to 
transmit malaria parasites. 

 

Contributed experimental support, and interpretation and editing of the manuscript:  

4. Prior K. F., Middleton B., Owolabi A. T. Y., Westwood M. L., Holland, J., O’Donnell A. J., Blackman 
M. J., Skene D. J., Reece S. E. (2021) Synchrony between daily rhythms of malaria parasites and 
hosts is driven by an essential amino acid. Wellcome Open Research 2021, 6:186  

A large scale metabolomics screen for rhythmic compounds in infected hosts. Identifies a 
candidate timing cue, Isoleucine, that parasites may use to coordinate their development 
schedule with the host and tests the influence of this amino acid on parasite 
development in vitro 

5. Prior K. F., O’Donnell A. J., Rund S. S., Savill N. J., van der Veen D. R., & Reece S. E. (2019). Host 
circadian rhythms are disrupted during malaria infection in parasite genotype-specific manners. 
Scientific Reports, 9:10905.  

Characterises differences in infection dynamics of three parasite genotypes in response 
to timing disruption and shows that the disruption is a genetically variable virulence trait 
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6. Schneider P., Rund S. S. C., Smith N. L., Prior K. F., O’Donnell A. J., & Reece S. E. (2018). Adaptive 
periodicity in the infectivity of malaria gametocytes to mosquitoes. Proceedings of the Royal 
Society B, 285(1888):20181876.  

Demonstrates that at night, gametocytes are twice as infective to mosquitoes, despite 
being less numerous in the blood. Enhanced parasite infectiousness at night interacts 
with mosquito circadian rhythms to increase sporozoite burdens four-fold when 
mosquitoes become infected from feeding during their rest phase. 

7. Prior K. F., van der Veen D. R., O’Donnell A. J., Cumnock K., Schneider D., Pain A., Subudhi A., 
Ramaprasad A., Rund S. S. C., Savill N. J., & Reece S. E. (2018) Timing of host feeding drives 
rhythms in parasite replication. PLOS Pathogens, 14(2):e1006900.  

Reveals that the hosts' peripheral rhythms (associated with the timing of feeding and 
metabolism), but not rhythms driven by the central, light-entrained circadian oscillator in 
the brain, determine the timing (phase) of parasite rhythms. 

 

Contributed experimental samples and/or editing support for the manuscript:  

8. Davidson M. S., Yahiya S., Chmielewski J., O’Donnell A. J., Gurung P., Jeninga M., Prommana P., 
Andrew D., Petter M, Uthaipibull C., Boyle M., Ashdown G. W., Dvorin J. D., Reece S. E., Wilson 
D. W., Ando D. M., Dimon M. & Baum J. (2021). Automated detection and staging of malaria 
parasites from cytological smears using convolutional neural networks. medRxiv.  

Describes a novel machine learning method for identifying and staging parasites from 
microscopy images. 

9. Birget P. L. G., Schneider P., O’Donnell A. J., & Reece S. E. (2019). Adaptive phenotypic plasticity 
in malaria parasites is not constrained by previous responses to environmental change. 
Evolution, Medicine, and Public Health, eoz028.  

Malaria parasites have evolved flexible strategies to cope with the changing conditions 
they experience during infections. We show that using such flexible strategies does not 
impact upon the parasites’ ability to grow (resulting in disease symptoms) or transmit 
(spreading the disease). 

10. Westwood M. L., O’Donnell A. J., de Bekker C., Lively C. M., Zuk M., & Reece, S. E. (2019). The 
evolutionary ecology of circadian rhythms in infection. Nature ecology & evolution, 18(1).  

Explores how hosts use rhythms to defend against infection, why parasites have rhythms 
and whether parasites can manipulate host clocks to their own ends. 

11. Lippens C., Guivier E., Reece S. E., O’Donnell A. J., Cornet S., Faivre B., & Sorci G. (2018). Early 
Plasmodium-induced inflammation does not accelerate aging in mice. Evolutionary Applications, 
12(2):314-23. 
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Tests the hypothesis that early activation of the inflammatory response confers 
protection against infection, it results in reduced reproductive output at old age and 
shortened longevity. 

12. Birget P. L., Repton C., O’Donnell A. J., Schneider P., & Reece S. E. (2017) Phenotypic plasticity in 
reproductive effort: malaria parasites respond to resource availability. Proceedings of the Royal 
Society B, 284(1860):20171229.  

Reveals that the malaria parasite Plasmodium chabaudi responds to host anaemia by 
increasing investment in transmission stages because, counterintuitively, host anaemia 
represents a better environment for parasite replication. Furthermore, evolutionary 
potential in form of genetic variation exists in the extent that parasite strains respond to 
changes in red blood cell resources. 

13. Schneider P., Bell A. S., Sim D. G., O’Donnell A. J., Blanford S., Paaijmans K. P., Read A. F. and 
Reece S. E. (2012) Virulence, drug sensitivity and transmission success in the rodent malaria, 
Plasmodium chabaudi. Proceedings of the Royal Society B. 279(1747):4677-85.  

Drug treatment selects for the evolution of more harmful parasite strains. 
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Circadian biology assumes that biological rhythms maximize fitness by enabling organisms to coordinate

with their environment. Despite circadian clocks being such a widespread phenomenon, demonstrating

the fitness benefits of temporal coordination is challenging and such studies are rare. Here, we tested

the consequences—for parasites—of being temporally mismatched to host circadian rhythms using the

rodent malaria parasite, Plasmodium chabaudi. The cyclical nature of malaria infections is well known,

as the cell cycles across parasite species last a multiple of approximately 24 h, but the evolutionary expla-

nations for periodicity are poorly understood. We demonstrate that perturbation of parasite rhythms

results in a twofold cost to the production of replicating and transmission stages. Thus, synchronization

with host rhythms influences in-host survival and between-host transmission potential, revealing a role for

circadian rhythms in the evolution of host–parasite interactions. More generally, our results provide a

demonstration of the adaptive value of circadian rhythms and the utility of using an evolutionary

framework to understand parasite traits.

Keywords: cell cycle; plasticity; periodicity; synchronicity; biological rhythms; Plasmodium chabaudi

1. INTRODUCTION
Circadian clocks underlie biological rhythms with a period-

icity of approximately 24 h across a range of taxa, spanning

from bacteria to plants, insects and vertebrates. All levels of

biological organization within an organism, from gene

expression to immune function, behaviour and seasonal

patterns of reproduction are subject to regulation by the

clock [1]. A cornerstone of chronobiology is the idea that

organisms have evolved circadian clocks to allow coordi-

nation of physiology and behaviour with the Earth’s daily

rotation [2]. Despite circadian clocks being such a wide-

spread phenomenon, demonstrating the fitness benefits

of this coordination is challenging. Currently, the clearest

evidence comes from experiments showing that having a

circadian clock, the periodicity of which resonates with

that of the environment, enhances the competitive ability

of cyanobacteria [3] and plants [4], and larval growth

rate in insects [5]. While considerable circumstantial evi-

dence suggests that a circadian clock enhances fitness

[6], studies unequivocally testing the adaptive significance

of clocks are scarce for two reasons. First, the majority of

recent research in the field of chronobiology has focused

on asking questions about clock mechanisms [7–11].

Second, it is very difficult to do laboratory experiments

that perturb timing schedules in ecologically realistic

ways, and controlling for potentially confounding effects

in field studies is equally challenging [12].

Here, we test whether matching developmental sche-

dules to time of day affects the growth and transmission

potential of malaria (Plasmodium) parasites. Malaria para-

sites replicate asexually in a vertebrate host and sexually

in the mosquito vector. During the night, at the end of

the cell cycle, each mature parasite (termed schizont) syn-

chronously releases multiple daughter progeny (termed

merozoites). Plasmodium species that infect humans have

synchronous cell-cycle durations of 48 or 72 h and cause

recurrent fever every 2 or 3 days, which is sufficiently pre-

cise to be a diagnostic feature of the disease [13]. Both the

evolutionary and mechanistic explanations of this period-

icity are poorly understood, but that it is always a

multiple of 24 h suggests that circadian clocks regulate

parasite rhythms. Every cell cycle, a proportion of parasites

differentiate into male and female stages (gametocytes),

which reproduce sexually when taken up by a mosquito.

Rapid asexual replication is central to establishing and

maintaining infections; the production of gametocytes is

essential for transmission between hosts [14]. Malaria

parasites offer a useful system for circadian studies because

asexual and sexual stages can be distinguished and pre-

cisely quantified using molecular techniques developed

specifically for this purpose [15–17]. Also, parasites are

engaged in a life or death struggle with their hosts—so if

perturbation of their cell cycle alters important interactions

with their in-host environment, it will result in immediate

and ecologically relevant fitness consequences.

There is increasing interest in the reciprocal approach

of using unicellular taxa to test the generality of evolution-

ary theories developed for multicellular taxa and using an

evolutionary approach to understand the biology of

important unicellular taxa [14,18–20]. Matching the

host circadian rhythm appears to be achieved using

output from host clocks as a time cue for scheduling
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progression throughout the cell (replication) cycle. Pre-

vious work has demonstrated that if the rhythm of

rodent malaria parasites is perturbed, it returns to

match the host circadian rhythm within a few cell cycles

[21–23]. Furthermore, human malaria parasites lose syn-

chronicity in their cell cycle during in vitro culture [24],

but the addition of melatonin appears to restore coordi-

nation [25]. Here, we show that perturbing the rhythm

of parasites relative to the host body clock has conse-

quences for their proliferation and transmission

potential. Our study thus achieves a rare link between

chronobiology and evolutionary biology, as well as repre-

senting a novel application of evolutionary theory to an

organism of high medical importance.

2. MATERIAL AND METHODS
(a) Parasites and hosts

Hosts were 10–12-week-old MF1 male mice housed at 218C
with ad libitum food and drinking water supplemented with

0.05 per cent para-aminobenzoic acid (to supplement parasite

growth). Plasmodium chabaudi has previously been reported to

have a synchronous cell cycle of 24 h [26], but—prior to our

main experiment—we set up infections to verify that this was

also the case for the clone (AJ) used here. For this study, we

initiated four replicate infections with 1 � 106 parasitized red

blood cells (RBCs) in mice maintained on a 12 L : 12 D

cycle. We followed the proportion of parasites at ring stage

at approximately four-hourly intervals over 36 h on days 3

and 4 post-infection (pi). These data are presented in

figure 1a and demonstrate unambiguously that the cell-cycle

clone AJ is synchronous with a duration of 24 h.

Our main experiment required manipulating the circadian

rhythms of hosts. We achieved this by housing mice in two

rooms, each maintained on a 12 L : 12 D cycle, that differed

only in the timing of ‘lights-on’. In the ‘standard schedule’

room, lights were on during the day (lights-on: 07.30 h;

lights-off: 19.30 h); in the ‘light-reversed’ room, lights were

on during the night (lights-on 22.30 h; lights-off: 10.30 h).

All mice in the experiment were allowed to acclimatize to

their respective lighting regimes for two weeks before infec-

tion. This allowed mice time to entrain to their schedule,

as previous work has demonstrated this occurs within

7 days [27]. However, prior to infecting the mice, we verified

that they behaved as expected for their light : dark schedule,

i.e. were active during the dark period and inactive when lights

were on. In each room, a host was infected with 1 � 106

P. chabaudi (clone AJ) parasitized RBCs to provide ‘donor’

parasites to initiate experimental infections (figure 1b). Mice

used in the experiment were housed in groups of three and

a total of 24 were used (n ¼ 6 infections per treatment group).

(b) Experimental design

Parasites at the ring stage from the donor infection in each

room were used to infect hosts (with 1 � 106 parasitized

RBCs) in both rooms (figure 1b). Parasites originating from

the ‘standard regime’ room were collected at Zeitgeber

time (ZT) 0 (the time of lights-on) and used to infect simul-

taneously mice in the same room and the light-reversed room.

The same procedure was repeated 15 h later, at ZT 0 in the

light-reversed room for parasites originating from this room,

which were again used to infect simultaneously mice in the

light-reversed room and the standard regime room. This pro-

duced two treatments: parasites ‘matched’ to the host rhythm

(control infections; mice infected with parasites from the

same room) and parasites ‘mismatched’ to the host rhythm

(experimental infections; mice infected with parasites from

the room on the opposite lighting schedule). Parasites in
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Figure 1. (a) The asexual cycle of P. chabaudi follows the pattern of day and night with ring stages being produced in the morn-
ing, which develop to trophozoites in the afternoon and release merozoites (progeny) from schizonts at night. Data are from
four infections initiated and followed prior to our main experiment to verify that the P. chabaudi genotype used (AJ) has a syn-

chronous and 24 h cell cycle. (b) The experiment was designed to test whether this temporal alignment is beneficial to parasite
replication and transmission. Arrows indicate transfers of parasites to recipient hosts (four groups of six mice) within and
between two rooms with different lighting schedules. Parasites remaining in the same room acted as controls as they were
matched to host rhythms. Parasites transferred to hosts with a different rhythm from their donor were temporally mismatched,
analogous to jetlag. Dark and light bars indicated lights-on/lights-off status throughout each 48 h period. Zeitgeber time (ZT) is

displayed above the bars; ZT 0/24, time of lights-on and ZT 12, time of lights-off.

2430 A. J. O’Donnell et al. Malaria parasite circadian clocks

Proc. R. Soc. B (2011)



the mismatched treatments thus underwent a temporal phase

shift, analogous to the cross-continental travel that induces

jet lag. This experimental design provides four cross-factored

groups of infections (two schedules of origin � two destina-

tion schedules) and enables the performance of

mismatched parasites’ growth and transmission potential to

be compared with those matched to host rhythms in both

the original and the destination rooms.

(c) Data collection

All mice were sampled twice daily, in the morning at 09.00 h

and in the evening at 19.00 h (BST), during the growth phase

of infections (that is, from days 0–7 pi [28]). Focusing on the

growth phase minimized the influence of potentially con-

founding variables, such as anaemia and immune responses,

which significantly influence parasitaemia after peak, and

avoided the risk of host mortality, causing an unbalanced

design and reducing power. At each sampling point, thin

smears were made, samples were taken to quantify gametocyte

(10 ml) and total parasite (5 ml) densities, and RBC densities

measured using flow cytometry (Beckman Coulter; for

09.00 h samples only). Thin smears were made from tail

blood and stained with 20 per cent Giemsa buffered in 80

per cent phosphate buffer solution for 20 min. These smears

were used to determine the cell-cycle stage of parasites; 200

parasites per smear were examined and each classified as

one of the following stages: ring, trophozoite, schizont or

gametocyte [26]. In the few smears where the parasitaemia

was very low, only 100 (or in very rare cases 50) parasites

were examined. The densities of gametocytes and total para-

sites were measured using reverse transcriptase–quantitative

PCR (RT–qPCR) and qPCR, respectively. Blood samples

were taken for DNA (5 ml) and for RNA (10 ml); DNA and

RNA were extracted using the ABI Prism 6100 and cDNA

was obtained from RNA using the high-capacity cDNA

archive kit (Applied Biosystems) according to the manufac-

turer’s protocol [17]. Total parasite and gametocyte densities

were obtained using primers based on the gametocyte-

expressed gene PC302249.00.0 [29]. This protocol was

applied to DNA to give a density of total parasites (qPCR)

and also on cDNA to count gametocyte density (RT–

qPCR) specifically. We counted total parasites from samples

taken on days 1, 3, 5 and 7 and we counted gametocytes

from all samples (days 1–7).

(d) Statistical analysis

We used R v. 2.6.1 (The R Foundation for Statistical Com-

puting, Vienna, Austria; http://www.R-project.org) for all

analyses. To verify the validity of the methods we used,

several checks were necessary: specifically, that (1) sequestra-

tion and (2) qPCR assays did not bias density estimates when

parasites were sampled late in the cell cycle. For these ana-

lyses, we investigated whether: (1) parasite densities

differed between early and late sampling points within the

same cell cycle owing to sequestration of trophozoite and/

or schizont stages and (2) parasite densities, estimated by

qPCR and smear from the same set of samples, differed

according to the method used. As these analyses involved

paired data, we used one-sample t-tests to test whether the

mean differences between pairs of (1) early/late samples

and (2) qPCR/smear estimates were significantly different

from zero. Having verified our methods, we then used gen-

eral linear models to analyse our experimental data by

testing whether: (3) timing of the parasite cell cycle of

matched (control) infections differed between rooms; (4)

parasites in the matched groups differed in performance

across the rooms; and (5) there were consequences of being

matched or mismatched to host rhythm for total parasite

and gametocyte densities. The details of each analysis are

explained below.

(i) Validation of experimental procedures

(1) Sequestration during development. We tested the possibility

that sequestration of parasites in late stages of development

(trophozoites and schizonts [30,31]) could bias estimates of

parasite density and developmental stage using the matched

(control) treatments. If late-stage parasites sequester, parasi-

taemia estimates from blood smears will appear to be lower

in samples taken at the dark period late in the cell cycle com-

pared with those taken during the light period when parasites

are at ring or early trophozoite stages. There was no

significant difference in the parasitaemia of each infection

between subsequent sample points on day 3 (60–72 h pi

for the light-reversed room and 72–84 h pi for the standard

regime room; t ¼ 2.05; p ¼ 0.065), suggesting that sequestra-

tion does not significantly bias parasite estimates from

samples taken later in the cell cycle.

(2) Assays for parasite density. We investigated the

possibility that qPCR (which counts genomes) could overes-

timate parasite density in samples taken late in the cell cycle

when mitotic division during maturation into schizonts may

have begun. To test whether qPCR overestimates parasite

density (i.e. the number of infected RBCs per millilitre) rela-

tive to estimates from blood smears, we examined whether

the difference in density estimates from qPCR and blood

smears changes throughout the cell cycle (i.e. do the esti-

mates from qPCR increase throughout the cell cycle more

than estimates from smears?). Specifically, we compared

the change in densities between samples taken on day 3 pi

early and late in the same cell cycle (i.e. 72 h pi for the

light-reversed room and 84 h pi for the standard schedule

room) for all infections and found no significant difference

(t ¼ 1.66; p ¼ 0.11). Furthermore, we examined blood

smears from each infection from days 3 to 7 to investigate

whether schizonts were present in the circulation and, if so,

whether their prevalence increased as infections progressed.

The average number of schizonts observed each day, in

approximately 3500 red blood cells, ranged from 1.5 to 2.1

and did not show any temporal trends or variation across

treatment groups. Therefore, the very low prevalence of schi-

zonts in blood smears suggests that the potential inaccuracies

of qPCR (by falsely counting multiple genomes within a

single schizont) are negligible.

(ii) Experiment

(3) Schedule manipulations. To verify the experimental manip-

ulations had been successful at creating different parasite

schedules in each room, the developmental stages of parasites

in matched (control) infections in the standard schedule

room were compared with matched (control) infections in

the light-reversed room. We compared these parasite sche-

dules at 60 h pi as this was the earliest sampling point

when sufficient parasites could be detected for staging by

microscopy.

(4) Performance of matched infections. To test whether the

matched (control) groups differed in performance across

the light-reversed and standard schedule rooms, we com-

pared the overall performance of these groups. Specifically,
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we compared cumulative parasite densities produced by

infections in each matched group. A significant difference

between the two matched groups would suggest that

a room-of-origin effect carried over into the experimental

infections and invalidated comparisons between mis-

matched infections and matched infections in the same

destination room.

(5) Effects of mismatch to host circadian rhythm. To investi-

gate the effects of mismatch on the densities of total parasites

and gametocytes, both the treatment (matched or mis-

matched) and the light regime (standard or light-reversed

schedule) and their interaction were fitted and models

simplified using stepwise deletion [32]. We used the cumulat-

ive densities of parasites or gametocytes, calculated for each

infection from days 1 to 7 pi. As infections originating from

the standard schedule room are ahead of infections originat-

ing from the light-reversed room, the same duration of

infection occurs in the morning for infections from the stan-

dard schedule room and in the evening for infections from

the light-reversed room. Therefore, for the analysis of total

parasite densities, we have four sampling points for each

treatment group, where the duration of infections is consist-

ent because we counted parasites every other day from

the initiation of the infections. These points occur at days

1, 3, 5 and 7 pi (durations of 24, 72, 120 and 168 h pi),

being the samples collected at 09.00 h for parasites originat-

ing from the standard schedule room and at 19.00 h for

parasites from the light-reversed room.

In contrast to counts of total parasites, gametocyte den-

sities are several orders of magnitude lower. To maximize

our power, we counted gametocytes from all sampling time

points (days 1–7 pi; 12–168 h pi), and all samples contribu-

ted to the cumulative density for each infection. We also

tested whether our match/mismatch treatment influenced

how much variation in the synchronicity of cell-cycle sche-

dules occurs within infections. We compared the coefficient

of variation (standard deviation of the mean) for the pro-

portion of ring-stage parasites observed in blood films

throughout infections (days 3–7 pi; 12–168 h pi) in the

matched and mismatched groups.

3. RESULTS
(a) Entrainment of parasite rhythms

Our ‘jetlag’ experimental design required that infections

in the two rooms had different phases relative to each

other. To verify that the phase of the cell-cycle rhythm

was set by the lighting schedule, the developmental

stage of parasites was examined when parasites in each

treatment reached 60 hpi. At 60 hpi in the light-reversed

room, lights were on and parasites were expected to be

at the ring stage, whereas in the standard schedule

room, lights were off and so parasites should be at later

cell-cycle stages. As expected, a greater proportion of

ring-stage parasites was observed in infections originating

from the light-reversed room than the standard schedule

room (F1,17¼ 12.29; p ¼ 0.003), demonstrating that

parasites originating from each room had differently

phased cell-cycle rhythms.

We also tested whether there was a significant

difference in the performance of infections in the two

matched (control) groups, which would suggest that a

room-of-origin effect carried over into the experimental

infections. However, the cumulative parasite densities of

infections in these groups did not differ significantly

(F1,10 ¼ 1.40; p ¼ 0.265), revealing that the matched

infections performed similarly, regardless of their lighting

schedule. This enables the performance of mismatched

parasites to be compared with both groups of matched

infections (i.e. to matched infections in the same destina-

tion room, as well as matched infections remaining in the

room of origin).

(b) Effects of mismatch to host circadian rhythm

There was a strong effect of perturbing parasite cell cycle

relative to the host rhythm (figure 2). We found significant

effects of our mismatch/match treatment on the production

of total parasites and gametocytes, but neither the original

schedule nor its interaction with treatment significantly influ-

enced infections (table 1). The cumulative parasite densities

(figure 2a, upper panel) of matched infections were double

those of mismatched infections (F1,22¼ 8.38; p¼ 0.008;

matched mean¼ 1.7+0.25 � 109 ml21; mismatched¼

0.85+0.15 � 109 ml21). Cumulative gametocyte densities

(figure 2b, upper panel) followed the same pattern, in

which mismatched infections produced significantly fewer

gametocytes (F1,22¼ 6.84; p¼ 0.016; matched mean¼

1.9+0.21� 105 gametocytes ml21; mismatched¼

1.01+0.21� 105 ml21). The cumulative densities (upper

panels) are decomposed into their temporal dynamics

(lower panels) in figure 2. All F-ratios and p-values are

given in table 1, along with the mean differences in the

cumulative densities of mismatch and matched infections.

Previous studies suggest that, when perturbed, parasite

rhythms change to re-align with the host rhythm. There-

fore, we hypothesized that as parasites adjust to their new

environment, the schedules of mismatched parasites

should become increasingly different from those of

matched infections remaining on the original schedule,

and increasingly similar to the schedules of matched

infections in the same destination room. This adjustment

is predicted to cause greater variation between the

schedules of mismatched and matched infections, and

this is reflected by significantly greater coefficients of

variation in mismatched than in matched parasites

(F1,22 ¼ 4.69; p ¼ 0.041). Furthermore, neither the orig-

inal schedule nor its interaction with treatment

significantly influenced the extent of synchronicity in

cell-cycle schedules (table 1).

4. DISCUSSION
Our data provide a rare demonstration of the impact that

circadian rhythms have on fitness. Specifically, we reveal

that parasites forced out of synchrony with the host’s

schedule paid substantial costs, as a single phase shift

reduced both in-host replication and the production of

transmission stages by around 50 per cent. These costs

are likely to have broad implications for parasite survival

and reproduction. Malaria parasites must optimize the

trade-off between investment in replication for in-host

survival and the production of gametocytes for between-

host transmission. Parasites with low replication rates

are vulnerable to clearance by the immune system, anti-

malarial drugs and are poor competitors in genetically

mixed infections [33–37]. For example, subtle

differences in the replication rate of co-infecting strains

can lead to substantial competitive suppression in mixed
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infections [33,38,39]. Replication rate is also a key factor

in determining the production of transmission stages

[28]. For the range of gametocyte densities observed in

our data, there is a strong positive relationship with mos-

quito infectivity [28,40–42] in terms of both the

prevalence and intensity of mosquitoes infected. The

greater variation in cell-cycle schedules in mismatched

infections suggests that an interaction between the

synchronicity and timing of cell-cycle rhythms shapes the

dynamics of infections. More broadly, our data suggest

that circadian rhythms play an important role in the evol-

ution of host–parasite interactions. Much recent research

on circadian clocks in a disease context focuses on the impli-

cations of infection for host rhythms [43–45]. However, our

results complement observations that perturbation of host

clocks shifts parasites’ rhythms—across a variety of taxa
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Figure 2. (a) Total and (b) gametocyte (sexual) densities of infections initiated with parasites matched or mismatched to their host
rhythm, in standard and reversed light schedules, followed from (a) 24 h or (b) 12 h p.i. to 168 h. The top panels show the mean
cumulative (+s.e.) densities achieved by infections in hosts (n ¼ 6 per group) on the same (matched, black bars) or opposite
(mismatched, grey bars) schedule. In each graph, the left pair of bars represents infections originating from the light-reversed
room and the right pair of bars represents infections originating from the standard schedule room. The lower panels decompose

the cumulative densities into the temporal dynamics of infections in the treatment groups in each room: the mean (+s.e.) den-
sities of matched (black lines) and mismatched (grey lines) infections are plotted. The left graph of each point represents
infections originating from the light-reversed room and the right graph of each point represents infections originating from the
standard schedule room. The difference in the number of points plotted in the lower panels (and contributing data to the top

panels) is due to the lower frequency of analysing samples to count total parasites (a) than gametocytes (b).

Table 1. The effects of schedule perturbation treatment (matched/mismatched), room (schedule) of origin and their

interaction on the performance of infections. F-ratios and associated p-values for all terms are given along with the mean
(+s.e.) difference (matched–mismatched) for significant effects and the adjusted R2 for minimal models.

F-ratio p-value mean difference

parasite density (adj R2 ¼ 0.24)
treatment (matched/mismatched) F1,22 ¼ 8.38 0.008 8.54+2.9 � 108 ml21

original schedule (reversed/standard) F1,21 ¼ 0.51 0.482 —
treatment � schedule F1,20 ¼ 1.64 0.215 —

gametocyte density (adj R2 ¼ 0.20)

treatment (matched/mismatched) F1,22 ¼ 6.84 0.016 9.80+3.7 � 104 ml21

original schedule (reversed/standard) F1,21 , 0.01 0.979 —
treatment � schedule F1,20 ¼ 0.44 0.516 —

coefficient of variation (adj R2 ¼ 0.14)
treatment (matched/mismatched) F1,22 ¼ 4.69 0.041 0.03+0.015

original schedule (reversed/standard) F1,21 ¼ 3.35 0.082 —
treatment � schedule F1,20 ¼ 1.33 0.262 —
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[46–48]—and suggests that rhythms are an important but

unappreciated selection pressure on parasites.

Understanding how parasites achieve their coordination

will facilitate explaining why parasites synchronize cell

cycles with host rhythms. A key question is whether the

timing and synchronicity of the cell cycle of parasites

is a plastic (actively adjusted) trait. The developmental

schedule of an asexual parasite can be conceptually split

into remodelling the red blood cell, feeding and, finally,

replication. Whether there is plasticity in the duration of

these processes is yet to be investigated, but it is possible

that development time may trade off against the number

of progeny produced since each nucleus within a maturing

parasite can divide a different number of times [49].

Recent experiments showing that melatonin can speed

up and synchronize the development of Plasmodium

falciparum in culture suggest that parasites might use host

melatonin as a time cue [25]. However, these experiments

applied melatonin at substantially higher than physiologi-

cal concentrations, and we have been unable to repeat

these studies in our laboratory (S. E. Reece & H. G.

McWatters 2009, unpublished data). If cell-cycle duration

is plastic, it will be important to test whether development

speeds up or slows down and identify the cues used to

schedule development, as this may have implications for

disease control. For example, if cell cycles can be slowed,

quiescent parasite stages may reduce proliferation rate

(reduce pathology), but may also be less sensitive to drug

treatment (act as a resistance trait) [36,50–52].

Alternatively, parasite cell-cycle schedules and syn-

chronicity might be passively maintained by host factors

with a circadian basis. In this scenario, there may be suf-

ficient variation in the cell-cycle duration of parasites

within a cohort that, following perturbation, a proportion

will be, by chance, on the correct schedule and so form

the next cohort [53]. This could occur as a result of

host responses to schizogony, such as fever or cytokine

spikes, both of which may kill parasites that are on a

slower schedule [54,55]. While fever may play a role in

human malaria infections, mice do not experience fever

at schizogony, which suggests that other host factors

must be involved in synchronizing parasites. Whether syn-

chronicity and circadian development are the results of an

active parasite strategy, or a passive host effect, the speed

at which parasite schedules recover from perturbation will

depend on many factors, including the costs/benefits of

mismatch, how much variation exists in the development

time of each cohort, the duration of the ‘gate’ that selects

which parasites contribute to the next cell cycle, and the

accuracy with which parasites can detect and respond to

time cues.

It is important to distinguish between explanations

for circadian rhythms that merely require synchronicity

and those that require synchronicity to be linked to

environmental rhythms. For example, one explanation,

discussed above, for parasite synchronicity is that

‘safety in numbers’ protects progeny when they are

released into the blood stream at schizogony. However,

this explanation only requires parasites to be coordinated

with each other, not with the host. The Hawking

hypothesis predicts that parasite cell cycles are timed

so that the maturation of each cohort of gametocytes

coincides with mosquito-biting activity [56,57], implying

that vector rhythms are the relevant environmental

parameter. However, data available across a range of

Plasmodium species are not supportive. For instance,

human malaria (P. falciparum) gametocytes do not

show diurnal rhythms in infectivity to mosquitoes

[58,59] and are infectious for at least 7 days [60,61].

Temporal coordination may benefit parasites in two

ways: by facilitating exploitation of circadian-dependent

host resources, such as the release of new red blood

cells [62,63], or avoidance of interactions with host

immune factors, such as TNF-a or IL-6, which are

secreted with a circadian rhythm [43]. Interestingly,

TNF-a is a major component of the immune response

(paroxysm) initiated by the synchronous release of para-

sites at schizogony and can ‘sterilize’ gametocyte

infectivity for several hours [64]. That cell cycles are

timed to end at night, when vectors are active, suggests

parasite rhythms are either the resolution of a significant

trade-off or a serious constraint [14].

Evolutionary ecology is concerned with explaining

variation and its fitness consequences. Studies asking

the fundamental evolutionary question of why circadian

clocks are important for an organism provide the necess-

ary context for work focusing on circadian mechanisms

[6]. Circadian clocks have evolved multiple times because

many organisms are exposed to the daily changes in light

and temperature resulting from the planet’s rotation.

Across taxa, there is little homology between clock pro-

teins [65], but complex, interlocked feedback loops and

close associations with light and/or temperature input

pathways are features of all known clockworks [10,66].

The repeated observation of such mechanisms lends sup-

port to the idea that the clock’s ultimate purpose is to

track seasonal changes and couple endogenous timekeep-

ing with environment rhythmicity. Chronobiology has

historically been neglected by evolutionary ecologists,

but this is changing as it offers a novel opportunity for a

holistic approach: because the mechanics of circadian

clocks are well known from multiple model systems

(including fungi [8,67], insects [7] and mammals [9]),

there are real opportunities to link mechanistic and evol-

utionary explanations for an important trait. However,

there are substantial challenges associated with linking

trait variation and underlying physiological mechanisms,

not least the difficulty of assessing the effect of the clock

on fitness in a context resembling that of the real world

(most experimental designs have considered the effects

of non-24 h light : dark cycles [3–5]). The wealth of cell

and molecular biology data available for malaria parasites,

and the ability to investigate and manipulate their

traits in vivo and in vitro, offer a powerful means to set

chronobiology within an evolutionary framework.
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Animals (Scientific Procedures) Act 1986.
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48 Toledo, R., Muñoz-Antoli, C. & Esteban, J. G. 1999 Pro-

duction and chronobiology of emergence of the cercariae
of Euparyphium albuferensls (Trematoda: Echinostomati-
dae). J. Parasitol. 85, 263–267. (doi:10.2307/3285630)

49 Leete, T. H. & Rubin, H. 1996 Malaria and the cell cycle.
Trends Parasitol. 12, 442–444.

50 Teuscher, F., Gatton, M. L., Chen, N., Peters, J., Kyle,
D. E. & Cheng, Q. 2010 Artemisinin-induced dormancy

in Plasmodium falciparum: duration, recovery rates, and
implications in treatment failure. J. Infect. Dis. 202,
1362–1368. (doi:10.1086/656476)

51 Veiga, M. I., Ferreira, P. E., Schmidt, B. A., Ribacke, U.,
Bjorkman, A., Tichopad, A. & Gil, J. P. 2010 Antimalarial

exposure delays Plasmodium falciparum intra-erythrocytic
cycle and drives drug transporter genes expression. PLoS
ONE 5. (doi:10.1371/journal.pone.0012408)

52 Witkowski, B., Lelievre, J., Barragan, M. J., Laurent, V., Su,
X. Z., Berry, A. & Benoit-Vical, F. 2010 Increased toler-

ance to artemisinin in Plasmodium falciparum is mediated
by a quiescence mechanism. Antimicrob. Agents Chemother.
54, 1872–1877. (doi:10.1128/AAC.01636-09)

53 Rouzine, I. M. & McKenzie, F. E. 2003 Link between
immune response and parasite synchronization in
malaria. Proc. Natl Acad. Sci. USA 100, 3473–3478.

(doi:10.1073/pnas.262796299)
54 Gravenor, M. B. & Kwiatkowski, D. 1998 An analysis of

the temperature effects of fever on the intra-host popu-
lation dynamics of Plasmodium falciparum. Parasitology
117, 97–105. (doi:10.1017/S0031182098002893)

55 Kwiatkowski, D. 1989 Febrile temperatures can synchro-
nize the growth of Plasmodium falciparum in vitro. J. Exp.
Med. 169, 357–361. (doi:10.1084/jem.169.1.357)

56 Garnham, P. C. C. & Powers, K. G. 1974 Periodicity of

infectivity of plasmodial gametocytes: the Hawking
phenomenon. Int. J. Parasitol. 4, 103–106. (doi:10.
1016/0020-7519(74)90014-9)

57 Hawking, F., Worms, M. J. & Gammage, K. 1968 24-
and 48-hour cycles of malaria parasites in blood—their

purpose production and control. Trans. R. Soc. Trop.
Med. Hyg. 62, 731–760. (doi:10.1016/0035-9203(68)
90001-1)

58 Bray, R. S., McCrae, A. W. R. & Smalley, M. E. 1976
Lack of a circadian rhythm in the ability of the gameto-

cytes of Plasmodium falciparum to infect Anopheles
gambiae. Int. J. Parasitol. 6, 399–401. (doi:10.1016/
0020-7519(76)90025-4)

59 Githeko, A. K., Brandling-Bennett, A. D., Beier, M.,
Mbogo, C. M., Atieli, F. K., Owaga, M. L., Juma, F. &

Collins, F. H. 2008 Confirmation that Plasmodium falci-
parum has aperiodic infectivity to Anopheles gambiae.
Med. Vet. Entomol. 7, 373–376. (doi:10.1111/j.1365-
2915.1993.tb00708.x)

60 Magesa, S. M., Mdira, Y. K., Akida, J. A., Bygbjerg, I. C. &
Jakobsen, P. H. 2000 Observations on the periodicity of
Plasmodium falciparum gametocytes in natural human
infections. Acta Trop. 76, 239–246. (doi:10.1016/S0001-
706X(00)00110-8)

61 Smalley, M. E. & Sinden, R. E. 2009 Plasmodium
falciparum gametocytes: their longevity and infectivity.
Parasitology 74, 1–8. (doi:10.1017/S00311820000
47478)

62 Clark, R. H. & Korst, D. R. 1969 Circadian periodicity of

bone marrow mitotic activity and reticulocyte counts in
rats and mice. Science 166, 236–237. (doi:10.1126/
science.166.3902.236)

63 Savill, N. J., Chadwick, W. & Reece, S. E. 2009 Quanti-
tative analysis of mechanisms that govern red blood cell

age structure and dynamics during anaemia. PLoS
Comput. Biol. 5, e1000416. (doi:10.1371/journal.pcbi.
1000416)

64 Naotunne, T. D., Karunaweera, N. D., Delgiudice, G.,

Kularatne, M. U., Grau, G. E., Carter, R. & Mendis,
K. N. 1991 Cytokines kill malaria parasites during infec-
tion crisis—extracellular complementary factors are
essential. J. Exp. Med. 173, 523–529. (doi:10.1084/
jem.173.3.523)

65 Rosbash, M. 2009 The implications of multiple circadian
clock origins. PLoS Biol. 7, 421–425. (doi:10.1371/journal.
pbio.1000062)

66 Rand, D. A., Shulgin, B. V., Salazar, D. & Millar, A. J. 2004
Design principles underlying circadian clocks. J. R. Soc.
Interface 1, 119–130. (doi:10.1098/rsif.2004.0014)

67 Merrow, M. & Roenneberg, T. 2007 Circadian entrain-
ment of Neurospora crassa. Clocks Rhythms 72, 279–285.

2436 A. J. O’Donnell et al. Malaria parasite circadian clocks

Proc. R. Soc. B (2011)

http://dx.doi.org/10.1017/S0031182003004001
http://dx.doi.org/10.1017/S0031182003004001
http://dx.doi.org/10.1016/j.pt.2006.07.001
http://dx.doi.org/10.1016/j.pt.2006.07.001
http://dx.doi.org/10.1098/rstb.2003.1414
http://dx.doi.org/10.1073/pnas.0906361106
http://dx.doi.org/10.1016/0304-3940(94)90217-8
http://dx.doi.org/10.1016/0304-3940(94)90217-8
http://dx.doi.org/10.1155/2010/505694
http://dx.doi.org/10.1016/0035-9203(76)90047-X
http://dx.doi.org/10.1023/A:1009984318289
http://dx.doi.org/10.1023/A:1009984318289
http://dx.doi.org/10.2307/3285630
http://dx.doi.org/10.1086/656476
http://dx.doi.org/10.1371/journal.pone.0012408
http://dx.doi.org/10.1128/AAC.01636-09
http://dx.doi.org/10.1073/pnas.262796299
http://dx.doi.org/10.1017/S0031182098002893
http://dx.doi.org/10.1084/jem.169.1.357
http://dx.doi.org/10.1016/0020-7519(74)90014-9
http://dx.doi.org/10.1016/0020-7519(74)90014-9
http://dx.doi.org/10.1016/0035-9203(68)90001-1
http://dx.doi.org/10.1016/0035-9203(68)90001-1
http://dx.doi.org/10.1016/0020-7519(76)90025-4
http://dx.doi.org/10.1016/0020-7519(76)90025-4
http://dx.doi.org/10.1111/j.1365-2915.1993.tb00708.x
http://dx.doi.org/10.1111/j.1365-2915.1993.tb00708.x
http://dx.doi.org/10.1016/S0001-706X(00)00110-8
http://dx.doi.org/10.1016/S0001-706X(00)00110-8
http://dx.doi.org/10.1017/S0031182000047478
http://dx.doi.org/10.1017/S0031182000047478
http://dx.doi.org/10.1126/science.166.3902.236
http://dx.doi.org/10.1126/science.166.3902.236
http://dx.doi.org/10.1371/journal.pcbi.1000416
http://dx.doi.org/10.1371/journal.pcbi.1000416
http://dx.doi.org/10.1084/jem.173.3.523
http://dx.doi.org/10.1084/jem.173.3.523
http://dx.doi.org/10.1371/journal.pbio.1000062
http://dx.doi.org/10.1371/journal.pbio.1000062
http://dx.doi.org/10.1098/rsif.2004.0014


53 

Paper #2 (2013 & 2014): Disrupting rhythms in Plasmodium chabaudi: 
costs accrue quickly and independently of how infections are initiated 



RESEARCH Open Access

Disrupting rhythms in Plasmodium chabaudi:
costs accrue quickly and independently of how
infections are initiated
Aidan J O’Donnell1*, Nicole Mideo2 and Sarah E Reece1,3

Abstract

Background: In the blood, the synchronous malaria parasite, Plasmodium chabaudi, exhibits a cell-cycle rhythm of
approximately 24 hours in which transitions between developmental stages occur at particular times of day in the rodent
host. Previous experiments reveal that when the timing of the parasite’s cell-cycle rhythm is perturbed relative to the
circadian rhythm of the host, parasites suffer a (~50%) reduction in asexual stages and gametocytes. Why it matters for
parasites to have developmental schedules in synchronization with the host’s rhythm is unknown. The experiment
presented here investigates this issue by: (a) validating that the performance of P. chabaudi is negatively affected by
mismatch to the host circadian rhythm; (b) testing whether the effect of mismatch depends on the route of infection or
the developmental stage of inoculated parasites; and, (c) examining whether the costs of mismatch are due to challenges
encountered upon initial infection and/or due to ongoing circadian host processes operating during infection.

Methods: The experiment simultaneously perturbed the time of day infections were initiated, the stage of parasite
inoculated, and the route of infection. The performance of parasites during the growth phase of infections was compared
across the cross-factored treatment groups (i e, all combinations of treatments were represented).

Results: The data show that mismatch to host rhythms is costly for parasites, reveal that this phenomenon does not
depend on the developmental stage of parasites nor the route of infection, and suggest that processes operating at the
initial stages of infection are responsible for the costs of mismatch. Furthermore, mismatched parasites are less virulent, in
that they cause less anaemia to their hosts.

Conclusion: It is beneficial for parasites to be in synchronization with their host’s rhythm, regardless of the route of
infection or the parasite stage inoculated. Given that arrested cell-cycle development (quiescence) is implicated in
tolerance to drugs, understanding how parasite schedules are established and maintained in the blood is important.

Keywords: Developmental rhythms, Circadian clock, Fitness, Malaria, Ring stage, Trophozoite, Intravenous, Intraperitoneal,
Synchronicity, Phase-shift

Background
Biological rhythms are ubiquitous in taxa spanning bacteria
to vertebrates, eliciting periodicity in a multitude of bio-
logical processes and behaviours. Accurately matching bio-
logical rhythms to the daily rotation of the Earth appears
to be important for competitive ability (cyanobacteria and
plants) [1,2], growth rate (insects) [3], and reproductive
success (plants and insects) [4-7]. In the blood, the

synchronous malaria parasite, Plasmodium chabaudi, ex-
hibits a cell-cycle rhythm of approximately 24 hours in
which transitions between developmental stages occur at
particular times of day in the rodent host (Figure 1) [8].
Such synchronous development has been documented in
many species of malaria parasite, including those that in-
fect humans (reviewed in [9]). Perturbing the timing of
the P. chabaudi cell cycle relative to the host’s circadian
rhythm causes a two-fold reduction in the densities of
both asexual and sexual transmission stages [10]. This has
implications for parasite fitness because low densities of
asexual stages make parasites vulnerable to clearance by
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the immune system and poor competitors in mixed infec-
tions and (in general) sexual stage density correlates posi-
tively with the success of transmission to mosquitoes
[11-15]. While the net fitness costs for parasites of perturb-
ing their coordination with the biological rhythm of the
host are apparent, the processes that reduce asexual and
gametocyte densities during perturbation are unknown.
The reduced performance of schedule mismatched para-

sites observed in [10] does not reveal whether coordination
between parasite cell-cycle progression and the host circa-
dian rhythm is controlled by parasites or hosts or both.
This remains an important route of future investigation
which will be facilitated by better characterisation of the
costs of mismatch. This includes determining when the
costs of mismatch materialize: are the costs of mismatch a
result of time-of-day-dependent challenges encountered
upon initial infection and/or challenges experienced con-
tinuously throughout infections? Though the cell cycles of
mismatched parasites eventually adjust to be in synchrony
with the host circadian rhythm [16], prior to this, parasites
in each cell cycle may enter a particularly vulnerable stage
in their development at a time when circadian aspects of
the within-host environment are least favourable. For ex-
ample, parasite developmental stages may vary in their sen-
sitivity to peaks in the rhythms of innate immune defences
in the blood/spleen or the nutritional requirements of dif-
ferent stages may not be met at certain times of day. These
time-of-day dependent challenges could affect parasites as
they enter the host (if, for instance, low densities of para-
sites are particularly vulnerable, or these processes operate
at the site of infection) and/or during every cycle as infec-
tions progress. Distinguishing between these alternatives is

non-trivial, not least because even small costs that arise
during initial establishment will propagate and magnify
with successive rounds of replication, resulting in reduced
overall performance. However, a clear prediction is that if
mismatch causes costs in the initial phase of infections
there will be fewer parasites appearing in the blood and if
costs are due to ongoing processes, there will be differ-
ences in multiplication rate throughout infections.
This study asks when the costs of mismatch appear and

also addresses two issues raised by the results of [10]. First,
the route of infection in [10] was via intraperitoneal injec-
tion, either in the host’s morning or evening. If circadian
host processes play a role in the establishment phase of
experimental infections, then mismatched parasites may
have performed poorly because of time-of-day dependent
challenges experienced in the peritoneal cavity. For ex-
ample, given the circadian periodicity of macrophage ac-
tivity [17], parasites injected in the evening were likely to
encounter peritoneal macrophages in the peak of their
protective activity. In this case, the costs of mismatch
would arise in the initial stage of infections, but since the
peritoneal cavity is not the natural mode of infection, nor
an environment blood stage malaria parasites naturally en-
counter, the effects reported in [10] may not be biologic-
ally relevant. Second, the same parasite stage (rings)
was used to establish the infections in [10], but parasite
cell-cycle stages may differ in their sensitivity to time-
of-day-dependent challenges. For example, different
stages may be more sensitive to peritoneal macrophages
at the peak of their activity. In this case, the costs
of mismatch may be due to an interaction between
host time of day and the parasite developmental stage

Figure 1 The cell cycle of Plasmodium. For Plasmodium chabaudi, progressing through these developmental stages takes 24 hours.
Approximate host circadian times are given in parentheses.
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injected. Characterising how the of costs of mismatch are
affected by timing, route of infection, and parasite devel-
opmental stage will help to identify the mechanisms
underpinning parasite schedules and could provide new
insight for control. For example, drugs given at certain
times of day could be more effective through synergy with
host circadian immune responses or by targeting parasites
at their most vulnerable cell-cycle stage.
The aims of the experiment reported here were to val-

idate that the performance of P. chabaudi is negatively
affected by mismatch to the host circadian rhythm, test
whether the costs of mismatch are influenced by the
route of infection or the developmental stage of inocu-
lated parasites, and to examine whether the costs of mis-
match are due to challenges encountered upon initial
infection or to processes operating throughout the infec-
tion. This required simultaneously perturbing the stage
of parasite inoculated, host time of day, and route of in-
fection, and measuring parasite performance at the start
and during infections. The impact to the host is also
considered, using red blood cell loss as a measure of
parasite virulence [11,18,19]. The results confirm that
mismatch to host rhythms is costly for parasites, reveal
that this phenomena does not depend on the develop-
mental stage of parasites nor the route of infection (i e,
it is not simply a consequence of challenges experienced
in the peritoneal cavity), and suggest that processes op-
erating at the initial stages of infection are responsible
for the costs of mismatch.

Methods
Parasites and hosts
Hosts were ten to 12-week old MF1 male mice housed at
21°C with ad lib food and drinking water supplemented
with 0.05% para-aminobenzoic acid (to support parasite
growth). The synchronous P. chabaudi clone (AJ) was
used [10]. Manipulating the circadian rhythms of hosts
was achieved by housing mice in two rooms, each main-
tained on a 12-hour light: dark cycle that differed only in
the timing of lights-on. In the “standard schedule” room,
lights were on during the day (lights on: 07.30; lights off:
19.30); in the “light reversed” room, lights were on during
the night (lights on 19.30; lights off: 07.30). All mice
in the experiment were allowed to acclimatize to
their respective light: dark schedule for two weeks be-
fore infection. This allowed mice to entrain to their
schedule, as previous work has demonstrated this oc-
curs within seven days [20]. Prior to infection it was
verified that the mice behaved as expected for their light:
dark schedule (e.g., were active during the dark period and
inactive when lights were on). In each room, a donor host
was infected with 1 × 106 P. chabaudi (clone AJ) parasit-
ized red blood cells (RBCs) to provide parasites to initiate
experimental infections. All procedures were carried out

in accordance with the UK Home Office regulations
(Animals Scientific Procedures Act 1986; 60/4121)
and approved by the ethical review panel at Edinburgh
University.

Experimental design
Mice for the experiment were housed in groups of five and
a total of 40 were used (n = 5 infections per treatment
group). All experimental infections were initiated in the
morning (11.00 GMT) (Figure 2). This permitted simultan-
eous infections using two different parasite stages. Donor
infections originating from the “standard schedule” room
were used to simultaneously infect mice in the “standard
schedule” room and the “light reversed room” with ring-
stage parasites (hereafter, rings). The same procedure was
repeated for parasites from the “light-reversed” room to
simultaneously initiate infections in each room with late
trophozoite-stage parasites (hereafter, trophozoites). This
created two groups of infections in which parasite stage
and host circadian rhythm were matched (e.g., mice in their
morning received rings, and mice in their evening received
trophozoites) and mismatched (e.g., mice in their morning
received trophozoites, and mice in their evening received
rings). That parasites were at the required stage for
initiating infections was verified via blood smear at
the time of harvesting. Parasites were administered ei-
ther via intraperitoneal injection (IP) or intravenous
injection (IV), at a dose of 1 × 106 parasitized RBC.
This created a total of eight treatments (Figure 2) to
include all combinations (cross-factoring) of route of
infection (IP or IV), parasite stage (ring or trophozo-
ite), and parasite and host rhythms (schedule matched
or mismatched).

Data collection
All mice were sampled daily, in the morning at 09.00 GMT
(e.g., beginning at 22 hours post infection), during the
growth phase of P. chabaudi AJ infections (until day 7 post
infection (pi) when starting with 106 parasitized RBC [21]).
This timing is consistent with previous work [10] and is
prior to any adjustment of the schedule of mismatched
parasites to become synchronised with the host rhythm
[10,16,22-24]. At each sampling point, 5 μl blood samples
were taken to quantify total parasite densities using quanti-
tative PCR (qPCR). DNA was extracted using the ABI
Prism 6100® according to the manufacturer’s protocol.
Total parasite densities were obtained using primers based
on the gametocyte-expressed gene PC302249.00.0 [25].
RBC densities were measured on days 1, 3 and 7 pi using
flow cytometry (Beckman Coulter).

Data analysis
R version 2.6.1 [26] was used for all analyses. General lin-
ear models were used to test how the perturbations of the
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route of infection, parasite stage, and co-ordination of
parasite and host rhythms affected (i) the ability of para-
sites to establish infections (days 1 and 2 pi) and, (ii) their
overall performance to the peak of infections (cumulative
density between days 1–7). General linear mixed effects
models were used to examine whether replication rate was
affected by mismatch of host and parasite rhythms. This
required fitting mouse identity as random effect to control
for the non-independence of multiple data points from
each infection [27]. Maximal models contained all main
effects and interactions, and models were minimized using
stepwise deletion until only significant terms remained.
Parasite multiplication rate was calculated as the number
of parasites observed on day t + 1 divided by the number
on the previous day (t).

Results
The route of infection, parasite stage, and mismatch be-
tween host and parasite schedules all had significant ef-
fects on parasite densities (Figure 3). Infections via IV had
significantly higher densities on day 1 (F(1, 36) = 14.70;
P <0.001) and 2 (F(1, 36) =15.50; P <0.001) pi, and this
was maintained throughout the pre-peak phase of the
infection (as demonstrated by cumulative parasites
densities; F(1, 36) = 10.09; P = 0.003). Infections initiated
with rings performed significantly better than infections

initiated with trophozoites on day 1 (F(1, 36) = 12.75; P =
0.001) and 2 (F(1, 36) = 16.10; P <0.001) pi, and throughout
the pre-peak phase of the infection (cumulative parasites
densities; F(1, 36) = 15.89; P <0.001). On day 1 post-
infection, the densities of matched and mismatched para-
site densities did not differ significantly (F(1, 36) = 1.76; P =
0.193) though the densities of mismatched parasites
tended to be lower. By day 2, however, matched parasites
performed significantly better than mismatched parasites
(F(1, 36) = 4.33; P = 0.045) and this pattern was maintained
throughout the pre-peak phase (cumulative parasites
densities; F(1, 36) = 26.01; P <0.001), as can be seen in the
temporal dynamics (Figure 4). The means (±se) for the
significant effects and R squared values for the minimal
models are given in Table 1.
There were no significant interactions between host-

parasite schedules and the route of infection or parasite
stage (all P > 0.60). This reveals that mismatch has equal ef-
fects on parasites administered IP and IV, and on ring and
trophozoite stages. This allows treatment groups to be
combined to directly compare matched with mismatched
parasites to examine whether the costs of mismatch stem
from processes that operate during infections to constrain
replication (Figure 5). The number of progeny produced by
each parasite (multiplication rate) varies during infections
(χ25 = 263.31; P <0.001) but does not differ significantly

Figure 2 Experimental design. Arrows indicate the transfer of parasites to recipient hosts (eight groups of five mice) within and between two
rooms with opposite light schedules. Parasites remaining in the same room are matched to host rhythms and act as controls. Parasites
transferred between rooms to hosts that are on the opposite rhythm to the parasite donor were temporally mismatched, analogous to jetlag. At
the time of transfer, parasites originating from the standard light regime donor were at ring stage and those originating from the reversed light
regime donor were at trophozoite stage and infections were initiated via either intraperitoneal (IP) or intravenous (IV) routes. Dark and light bars
indicate lights on/off status throughout a 48-hour period. Zeitgeber time (ZT) is displayed above the bars; ZT 0/24, the time of lights on and ZT
12, time of lights off.
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between matched and mismatched parasites, for all cell
cycles examined (Schedule: χ21 = 0.01; P = 0.964; day by
schedule interaction: χ25 = 1.86; P = 0.868). This result,
taken together with the significant difference in densities
appearing by day 2 pi suggests that circadian processes op-
erating in the initial phase of infection reduce parasite
number and this initial difference is propagated through-
out infections to result in significant costs of mismatch
with the host rhythm.
It is easy to show algebraically that any small difference

in initial parasite densities between matched and mis-
matched parasites will increase at a rate proportional to
the multiplication rate, even when each parasite produces
the same number of progeny per cell cycle. If the initial

densities of matched and mismatched parasites are p and
p + ε, respectively, and the multiplication rate of all para-
sites is r, then after t days (rounds of replication) the dens-
ity of matched and mismatched parasites will be rtp and rt

(p + ε) and the difference in densities between matched
and mismatched infections will have increased by a factor
of rt (i e, from ε to rtε). Even if multiplication rates change
over time (i e, r changes over time, as is the case; Figure 5),
as long as it is greater than 1, the difference between
matched and mismatched parasite densities will increase as
infections progress.
Finally, hosts lost RBCs throughout the pre-peak phase

of the infection and the patterns mirrored parasite per-
formance. Hosts infected via IV lost significantly more

Figure 3 Parasites performed better when injected via intravenous, at ring-stage, and matched to host rhythms, resulting in greater
virulence. Total parasite densities of infections (a) on day 1 post-infection, (b) on day 2 post infection, and (c) summed from day 1 to day 7 pi
(cumulative density); (d) overall loss of RBCs during the pre-peak phase. Bars show mean (±se) densities of parasites or RBC with (a) n = 39 infections
per group (b-d) n = 40 per group. The top row compares the route of infection either by IP (intraperitoneal injection, black bars) or IV (intravenous
injection, grey bars). The middle row compares the parasite stage used to initiate the infections, with rings (black bars) or trophozoites (grey bars). The
bottom row compares parasites on the same (matched, black bars) or perturbed (mismatched, grey bars) schedule as the host.
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RBC (i e, had greater anaemia) than via IP (F(1, 36) = 22.49;
P <0.001), hosts receiving ring-stage parasites lost more
RBCs than those receiving trophozoites (F(1, 36) = 5.36; P =
0.026), and matched parasites caused greater anaemia than
mismatched parasites (F(1, 36) = 6.13; P = 0.018). Again there
were no significant interactions (all P > 0.29) between
schedule, route, and stage affecting RBC loss.

Discussion
This experiment involved the simultaneous perturbation
of coordination between host and parasite schedules, the
stage of parasite inoculated, and the route of infection.
The data confirm that mismatch to host rhythms is
costly for P. chabaudi parasites and reveal that this phe-
nomena does not depend on the developmental stage
inoculated nor the route of infection. Coupled with pre-
vious work [10], the data demonstrate that a phase-shift of
between nine to 12 hours is detrimental for parasites.
Moreover, further analyses reject the hypothesis that the
costs of mismatch are due to processes that reduce the
multiplication rate of parasites throughout infections, but
instead, suggest that processes operating when parasites

are establishing a blood stage infection are responsible.
The lack of impact of time-of-day effects throughout in-
fections cannot be explained by parasite schedules quickly
adjusting to become synchronised with the host circadian
rhythm. By staging parasites in blood smears we verified
that, 3 days after inoculation, parasites were maintaining
their original developmental schedule (data not shown),
and previous work suggests that any adjustment takes at
least 7 days [10,16,22-24].
The experiment also revealed that, as expected, ring

stage parasites are more successful in establishing infec-
tions (which is presumably why, conventionally, ring
stages initiate experimental infections) than trophozoite
stages and both stages benefit from being injected straight
into the blood stream rather than having to negotiate their
way from the peritoneal cavity to the blood (by an as yet
unknown mechanism). The effects of parasite stage and
route of infection were apparent by 1 pi. Finally, the nega-
tive effects of schedule mismatch on parasite performance
have consequences for virulence because hosts receiving
mismatched parasites suffer less anaemia than those in-
fected with matched parasites.

Figure 4 Matched parasites performed better than mismatched parasites throughout the pre-peak phase of the infection. Temporal
dynamics of all infections (route and stage treatments combined) followed from day 1 to day 7 pi. The mean (±se) densities of matched
(black lines) and mistmatched (grey lines) infections are plotted.

Table 1 Effects of experimental treatments on parasite densities (means ± se)

Host and parasite schedules Route of infection Stage injected Rsq

Matched Mismatched IP IV Rings Trophozoites

Day 1 pi 1.02 ± 0.01 0.84 ± 0.01 0.72 ± 0.10 1.12 ± 0.09 1.13 ± 0.10 0.71 ± 0.09 0.433

Day 2 pi 3.76 ± 0.67 2.59 ± 0.35 2.07 ± 0.30 4.29 ± 0.62 4.31 ± 0.61 2.05 ± 0.30 0.458

Cumulative 2.06 ± 0.12 1.38 ± 0.12 1.51 ± 0.14 1.93 ± 0.13 1.99 ± 0.14 1.45 ± 0.11 0.591

Rsq values for minimal models are included. Note, there was no significant difference between matched or mismatched parasites on day 1 pi. Day 1 and 2 pi
are × 106 /mL and cumulative densities are × 109 /mL.
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What host circadian processes could act on parasites in
the initial stage of infection only? Given that the cost of
mismatch is independent of the route of infection and that
it may manifest between day 1–2 pi (when the IP-injected
parasites have appeared in the blood) processes operating
in the bloodstream are likely responsible. An intriguing
possibility is that mismatch between the recipient host and
the rhythm of the donor RBC, rather than the parasites
themselves, generates an early cost. Recent work has dem-
onstrated that RBCs have their own circadian rhythms,
driven by the redox state of the cell [28,29]. If the mis-
match between the donor RBC’s state and the recipient
host’s rhythm leads to these cells being preferentially fil-
tered by the spleen or targeted by housekeeping immune
responses, then this would generate an early cost for mis-
matched parasites. However, many components of the
mammalian immune system in the blood and spleen ex-
hibit circadian periodicity [17,30-37], so if these are in-
volved in clearing unwanted RBC we would not expect to
see costs in both mismatched treatment (since these pro-
cesses are unlikely to be at their peak activity in both the
host's morning and night). However, whether parasitised
RBC maintain a normal redox rhythm and hosts can dis-
criminate the RBC redox state of either the infected and/
or uninfected RBC present in the inocula, regardless of
whether they are injected in the morning or evening, is un-
known. If such mechanisms exist, the progeny of parasites
that survived the first day in the bloodstream would infect
a host RBC on the correct schedule, and thus would not
subsequently suffer from the same cost.
Another possibility is that dead parasites/RBC in the in-

ocula – but not the ongoing live infection – provide a tran-
sient extra stimulation for innate effectors with circadian
schedules. Both this and the RBC redox state explanation

are unconvincing because their effects are likely to be ap-
parent on day 1 pi. A more plausible scenario is that para-
sites must exceed a density threshold to activate early
innate responses (e g, a density that is achieved after day 1
in this experiment) and that these responses can be over-
whelmed at high parasite densities [38]. This would make
the cost of mismatch greatest, and perhaps only apparent,
at intermediate densities. More work is required to deter-
mine whether costs of mismatch were not apparent on day
1 pi due to lack of statistical power. Statistically detecting a
small effect requires a large sample size and a multivariate
power analysis reveals that with 20 infections per group, as
for this experiment, the chance of detecting a significant
effect on day 1 pi (given the observed means and variances)
is 73%. Therefore, repeating the experiment with larger
sample sizes, reducing the variation in density estimates
across infections (e.g., by assaying multiple samples per in-
fection each day), and including other infective doses will
enable more thorough investigation of the timing of the
costs of mismatch.
That the cost of schedule mismatch is not influenced

by either the route of infection (IP or IV) or parasite
stage (ring or trophozoite) is unexpected. Macrophages
line the peritoneal cavity and have an autonomous 24-
hour clock that regulates phagocytosis and the rhythmic
secretion of TNF and IL-6 in response to infection, with
peak activity late in the day [17,35,37]. Parasites admin-
istered via IP in the evening were therefore expected to
experience a harsher environment than parasites inocu-
lated IP in the morning. Furthermore, late-stage para-
sites are thought to be more susceptible to stress than
rings, as suggested for fever (e.g., heat shock dispropor-
tionately kills parasites in the latter half of the cell cycle
[39,40]).

Figure 5 Multiplication rate (number of progeny produced per parasite). The means (±se) for matched (black lines) and mismatched (grey lines)
infections are plotted for each cycle of replication (data plotted on the x-axis are offset for clarity), calculated as the number of parasites observed on
day t + 1 divided by the number on the previous day (t). For example, data plotted on day 1 represent the multiplier between day 1 to day 2.
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Therefore, trophozoite-stage parasites were expected to
be more vulnerable to time-of-day effects compared to in-
fections initiated with rings. If such stressors included active
macrophages then inoculation of trophozoites in the even-
ing via IP would result in the poorest performing infections.
This is not the case because trophozoites are not dispropor-
tionately disadvantaged by time, nor route, of infection.

Conclusions
It is beneficial for parasites to be in synchrony with their
host’s rhythm, regardless of the route of infection or the
parasite stage inoculated. The data presented here suggest
mismatch impacts on the ability of parasites to establish
infections, but not on their ability to multiply, and that the
reduction in ‘starting number’ has a magnifying effect on
density as infections progress. While the coordination be-
tween parasites and host rhythms is apparent, whether this
is actively achieved by the parasite or passively established
by host rhythms remains unknown. Because hosts infected
by mismatched parasites experience less severe anaemia,
hosts would benefit by causing parasites to become mis-
matched. Hosts do not appear to do this, suggesting that
hosts are not in control of parasite schedules, or that host
rhythms are unavoidably responsible for parasite sched-
ules. How parasites benefit from synchronisation with the
host, and why this is particularly important at the start of
infections, also remains unknown. The answers to these
questions may be revealed by identifying whether parasite
stages differ in their vulnerability to circadian innate effec-
tors, if parasites have resource requirements that are only
met at certain times of day, how these processes are af-
fected by parasite density, and whether the costs of mis-
match vary across different durations of time shift. Given
that arrested cell-cycle development (quiescence) is impli-
cated in tolerance to drugs [41-45], understanding what
governs these schedules as well as the costs and benefits
of adjusting them is important.
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CORRECTION Open Access

Correction: disrupting rhythms in Plasmodium
chabaudi: costs accrue quickly and independently
of how infections are initiated
Aidan J O’Donnell1*, Nicole Mideo2 and Sarah E Reece1,3

Correction
Some of the data in the article [1] were inadvertently mis-
labelled. Specifically, for infections initiated with tropho-
zoite stage parasites, the schedule “matched” treatment
group was incorrectly analysed as “mismatched” and vice-
versa. The data have been re-analysed and the effects of
perturbing the schedules of parasites relative to the host
circadian rhythm are more complex than presented in the
original paper. However, the differences between initiating
infections with ring stages versus trophozoite stages, and
via intraperitoneal injection or intravenous injection re-
main unchanged. The affected sections of the paper (data
analysis method, results, discussion) have been re-written
and new figures drawn. The authors apologize for any
inconvenience or confusion that this may have caused.

Data analysis
R version 2.6.1 (The R foundation for statistical computing;
http://www.R-project.org; Vienna, Austria) was used for all
analyses. General Linear Models were used to test how the
perturbations of the route of infection, parasite stage, and
co-ordination of parasite and host rhythms affected (i) the
ability of parasites to establish infections (days 1 and 2 pi)
and (ii) their overall performance to the peak of infections
(cumulative density between days 1–7). Data for day 2
post-infection were log10 transformed to conform to the
assumptions of normality. General linear mixed effects
models were used to examine whether replication rate was
affected by mismatch of host and parasite rhythms. This
required fitting mouse identity as random effect to control
for the non-independence of multiple data points from
each infection [2]. Maximal models contained all main
effects and interactions, and models were minimised using
stepwise deletion until only significant terms remained.

Results
The route of infection, parasite stage, and mismatch
between host and parasite schedules all had significant ef-
fects on parasite densities (Figure 1, replaces Figure three).
The influence of these factors varied across infections and
explained between 42-59% (R2) of variation in parasite
numbers.
On day 1 (Figure 1a), infections via IV had significantly

higher densities than via IP (F(1, 36) =12.90; P <0.001) and
infections initiated with rings performed significantly better
than infections initiated with trophozoites (F(1, 36) =13.40;
P <0.001; R2 = 0.42). However, the densities of matched
and mismatched parasite densities did not differ signifi-
cantly (F(1, 36) =0.22; P =0.640). On Day 2 (Figure 1b),
there were significant interactions between route of in-
fection and parasite stage (F(1, 34) =5.04; P =0.031) and be-
tween parasite schedule and parasite stage (F(1, 34) =5.84;
P =0.021; R2 = 0.52). Infections initiated with rings always
had higher densities than infections initiated with tropho-
zoites, and this difference was greatest when the route of
infection was IP. Mismatch had a substantial negative ef-
fect on infections initiated with rings but not trophozoites
(R2 = 0.52). These effects became more pronounced over
the pre-peak phase of the infection (Figure 1c; R2 = 0.59):
mismatch was costly (1.4 fold reduction) for infections ini-
tiated with rings but beneficial (1.6 fold increase) to those
initiated with trophozoites (F(1, 35) =5.84; P =0.021), and
higher parasite densities were always observed in infec-
tions via IV compared to IP (F(1, 35) =9.82; P =0.003).
Hosts lost RBCs throughout the pre-peak phase of the

infection and the patterns mirrored parasite performance
(Figure 1d; R2 = 0.52). Hosts infected via IV lost signifi-
cantly more RBC (i e, had greater anaemia) than via IP
(F(1, 35) =22.32; P <0.001). Again, there was a significant
interaction between schedule and stage (F(1, 35) =6.35;
P =0.016) in which hosts infected with matched trophozo-
ites lost the least RBC.
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Figure 1 From Day 2 the impact of mismatch varies based on which parasite stage initiated the infection. (a) Parasite densities of
infections on Day 1 post-infection. Bars show mean (±se) densities of parasites with n =39 infections. The left plot compares the route of infection
either by IP (intraperitoneal injection, black bars) or IV (intravenous injection, grey bars). The middle plot compares the parasite stage used to
initiate the infections, with rings (black bars) and trophozoites (grey bars). The right plot compares parasites on the same (matched, black bars) or
perturbed (mismatched, grey bars) schedule as the host. Parasite stage (rings, solid lines; trophozoites, dotted lines) and whether parasites were
matched or mismatched to the host schedule had significant effects on Day 2 post infection (b) and across the pre-peak phase (c). Mean (±se)
densities are plotted (note for (b) the analysis required the data to be transformed). The mean (±se) amount of RBC lost hosts depended on the
stage and schedule of parasites they were infected with (d). n =40 infections for (b) – (d).
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The number of progeny produced by each parasite
(multiplication rate) varied during infections (χ25 = 263.32;
P <0.001) but did not differ significantly between matched
and mismatched parasites, for all replication cycles exam-
ined (Schedule: χ21 = 0.302; P =0.582) (Figure 2, replaces
Figure five). This result, taken together with the significant
difference in densities appearing by day 2 pi suggests that
circadian processes operating in the initial phase of infec-
tion affect parasite number in a stage-specific manner
(benefit trophozoites and harm rings) and this initial dif-
ference is propagated throughout infections to result in
significant effects of mismatch with the host rhythm.
It is easy to show algebraically that any small difference

in parasite densities, such as the difference observed
between matched and mismatched parasites by day 1 post
infection, will increase at a rate proportional to the multi-
plication rate, even when each parasite produces the same
number of progeny per cell cycle. If the initial densities of
matched and mismatched parasites are p and p + ε,
respectively, and the multiplication rate of all parasites is r,
then after t days (rounds of replication) the density of
matched and mismatched parasites will be rtp and rt(p + ε)
and the difference in densities between matched and mis-
matched infections will have increased by a factor of rt

(i e, from ε to rtε). Even if multiplication rates change over
time (i e, r changes over time, as is the case; Figure 2), as
long as it is greater than 1, the difference between
matched and mismatched parasite densities will increase
as infections progress.

Discussion
This experiment involved the simultaneous perturbation
of coordination between host and parasite schedules, the

stage of parasite inoculated, and the route of infection.
The data show that mismatch to host rhythms is costly for
P. chabaudi parasites regardless of the route of infection,
but reveal that this phenomena depends on the develop-
mental stage inoculated. The experiment also revealed
that, as expected, ring stage parasites are generally more
successful in establishing infections than trophozoite
stages (which is presumably why, conventionally, ring
stages are used to initiate experimental infections) and
both stages benefit from being injected straight into
the blood stream rather than having to negotiate their
way from the peritoneal cavity to the blood (by an as
yet unknown mechanism). Finally, the interaction be-
tween co-ordination of parasite and host rhythms and
parasite stage may have consequences for virulence
because mice in infected with matched trophozoite stages
suffer less anaemia than mice in the other treatment
groups.
This experiment, coupled with previous work [3], con-

firm that a phase-shift of between nine to 12 hours is det-
rimental for ring stage parasites and unexpectedly reveal
that phase-shift is beneficial for trophozoite stage para-
sites. Moreover, further analyses reject the hypothesis that
the costs of mismatch are due to processes that reduce
the multiplication rate of parasites throughout infections,
but instead, suggest that processes operating when para-
sites are establishing a blood stage infection are respon-
sible. The lack of impact of time-of-day effects throughout
infections cannot be explained by parasite schedules
quickly adjusting to become synchronised with the host
circadian rhythm. Staging parasites in blood smears
verified that 3 days after inoculation parasites were main-
taining their original developmental schedule (data not
shown), and previous work suggests that if adjustment
occurs, it takes at least 7 days [3-7].
Why might ring stage parasites suffer from schedule

mismatch whereas trophozoite stages benefit? One ex-
planation is that it is simply costly for parasites to enter
the host in the evening (when mismatched ring stages and
matched trophozoites were inoculated, Figure 3). Given
that these costs are independent of the route of infection
and that costs manifest between day 1–2 pi (when the IP-
injected parasites have appeared in the blood) processes
operating in the bloodstream are likely responsible. Many
components of mammalian blood, including RBC [2,8],
and immune factors in the blood and spleen exhibit circa-
dian periodicity and often appear to be upregulated in the
dark phase of the day [9-17]. However, whether such
responses would only impact on parasites in the first 1 or
2 days post infection is unknown. There may be immune
responses that are short acting, upregulated in the dark
phase, directed against parasites, and that can be over-
whelmed above a threshold parasite density [18]. Or, an
immune response that is only effective at low densities
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Figure 2 Multiplication rate (number of progeny produced per
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mismatched (grey lines) infections initiated by rings (solid lines) and
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may only be active during the first few bouts of parasite
replication (schizogony). Alternatively, if some immune
response(s) are upregulated in the dark phase and directed
towards anomalous RBC, then RBC from donor mice may
be recognised and cleared by this process. In this case,
once parasites have undergone schizogony they reside in
the host’s own RBC and escape this process on all subse-
quent days.
That the effect of schedule mismatch is not influenced

by the route of infection (IP or IV) is unexpected. Macro-
phages line the peritoneal cavity and have an autonomous
24-hour clock that regulates phagocytosis and the rhyth-
mic secretion of TNF and IL-6 in response to infection,
with peak activity late in the day [9,15,17]. Parasites – at
any stage - administered via IP in the evening were, there-
fore, expected to experience a harsher environment than
parasites inoculated IP in the morning. Furthermore, late-
stage parasites are thought to be more susceptible to stress
than rings, as suggested for fever (e g, heat shock dispro-
portionately kills parasites in the latter half of the cell
cycle [19,20]). If such stressors included active macro-
phages then trophozoites would be more vulnerable than
rings when inoculated in the evening via IP. This is not
the case because whilst trophozoites perform better when
inoculated in the morning, this was not restricted to the
IP group (i e, the 3-way interaction between schedule,
stage, and route was not significant).

Conclusions
It is beneficial for infections initiated with ring stage par-
asites to be in synchrony with their host’s rhythm and for
trophozoites to be out of sync, regardless of the route of
infection. The data presented here suggest mismatch im-
pacts on the ability of ring stage parasites to establish in-
fections, but not on their ability to multiply, and that the
reduction in ‘starting number’ has a magnifying effect on
density as infections progress. How different parasite
stages are affected by synchronisation with the host, and
why this is particularly important at the start of infections,
also remains unknown. The answers to these questions
may be revealed by directly testing whether parasite stages
differ in their vulnerability to circadian innate effectors, if
parasites have resource requirements that are only met at
certain times of day, and how these processes are affected
by parasite density. Unravelling the mechanisms that
explain the differential effects of mismatch is necessary to
determine whether the synchronicity and schedules of
P. chabaudi cell cycles is under the control of parasites or
hosts. Given that arrested cell-cycle development (quies-
cence) is implicated in tolerance to drugs [21-25], under-
standing what governs these schedules as well as the costs
and benefits of adjusting them is important.
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Abstract 

Background: Biological rhythms allow organisms to compartmentalise and coordinate behaviours, physiologies, and 
cellular processes with the predictable daily rhythms of their environment. There is increasing recognition that the 
biological rhythms of mosquitoes that vector parasites are important for global health. For example, whether per-
turbations in blood foraging rhythms as a consequence of vector control measures can undermine disease control. 
To address this, we explore the impacts of altered timing of blood-feeding on mosquito life history traits and malaria 
transmission.

Methods: We present three experiments in which Anopheles stephensi mosquitoes were fed in the morning or 
evening on blood that had different qualities, including: (i) chemical-induced or (ii) Plasmodium chabaudi infection-
induced anaemia; (iii) Plasmodium berghei infection but no anaemia; or (iv) stemming from hosts at different times of 
day. We then compared whether time-of-day variation in blood meal characteristics influences mosquito fitness prox-
ies relating to survival and reproduction, and malaria transmission proxies.

Results: Mosquito lifespan is not influenced by the time-of-day they received a blood meal, but several reproductive 
metrics are affected, depending on other blood characteristics. Overall, our data suggest that receiving a blood meal 
in the morning makes mosquitoes more likely to lay eggs, lay slightly sooner and have a larger clutch size. In keeping 
with previous work, P. berghei infection reduces mosquito lifespan and the likelihood of laying eggs, but time-of-day 
of blood-feeding does not impact upon these metrics nor on transmission of this parasite.

Conclusion: The time-of-day of blood-feeding does not appear to have major consequences for mosquito fitness or 
transmission of asynchronous malaria species. If our results from a laboratory colony of mosquitoes living in benign 
conditions hold for wild mosquitoes, it suggests that mosquitoes have sufficient flexibility in their physiology to cope 
with changes in biting time induced by evading insecticide-treated bed nets. Future work should consider the impact 
of multiple feeding cycles and the abiotic stresses imposed by the need to forage for blood during times of day when 
hosts are not protected by bed nets.
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Background
Daily rhythms are a ubiquitous feature of life [1]. For 
example, circadian clocks are thought to enable organ-
isms to coordinate with environmental periodicity in 
factors such as light/dark, humidity, UV exposure [2]. 
Interactions with predators, prey and hosts (in the case 
of parasites) also follow daily rhythms [3–5]. How daily 
rhythms, whether they are clock-controlled or direct 
responses to rhythmic environmental cues, shape, and 
are shaped by interactions between organisms is poorly 
understood. We address this by examining the conse-
quences of daily rhythms in the interactions between 
vectors, their hosts, and their parasites. Specifically, we 
ask how the time-of-day that mosquitoes blood feed 
combines with the timing (phase) of rhythms in hosts 
and with malaria infection to shape vector fitness and 
disease transmission. Given reports that some mosquito 
populations have altered the time-of-day they bite (likely 
in response to the use of insecticide-treated bed nets) 
[6–13], exploring the consequences of perturbed blood 
foraging rhythms for mosquito fitness and malaria trans-
mission is urgently required.

Mosquitoes exhibit periodicity in many fitness deter-
mining activities, including sugar feeding, the formation 
of mating swarms, insecticide resistance and blood-feed-
ing [14, 15]. In keeping with this, ~ 20% of the Anopheles 
gambiae genome is expressed in patterns following daily 
rhythms [16]. Thus, the circadian clock enables mosqui-
toes to coordinate the timing of the physiological, cellular 
and molecular processes that underpin behaviours, with 
rhythms in the abiotic environment and/or other internal 
processes [2, 17]. For example, Anopheline mosquitoes 
are primarily night-biters [15, 18, 19] and processes asso-
ciated with being active and foraging at night, including 
glycolysis, energy sensing and nutrient mobilization are 
upregulated in concert [16, 20]. Many genes, however, are 
not clock-regulated but still follow daily rhythms (includ-
ing some An. gambiae odorant-binding proteins) and are 
driven by a direct response to light or dark [21]. Indeed 
in both An. gambiae and Aedes aegypti, more rhyth-
mic genes are detected under light:dark conditions than 
dark:dark conditions [21, 22].

A key benefit of clock-control is that organisms can 
anticipate dawn/dusk and prepare in advance by up- or 
downregulating physiological processes. For example, 
processes required to cope with a blood meal are upreg-
ulated in the mosquito’s active phase (night time for 
Anopheles sp.) [14, 16]. This includes catalase and other 
factors used to detoxify reactive oxygen species (ROS) 
generated as a product of blood (heme) digestion, and 
members of the V-ATPase complex which drive water 
excretion to minimise the 3-fold increase in volume that 
a blood meal brings [23, 24]. Exposure to ROS increases 

mortality and reduces clutch size of mosquitoes [23, 25, 
26]. Further, as a consequence of the detoxification of 
blood meal induced ROS, there is a proliferation of mos-
quito gut microbiota [27] which have complex interac-
tions with parasite infection [28] that may vary in line 
with time-of-day a blood meal is taken. In addition to 
rhythms in processes associated with foraging, the activi-
ties and locations of immune effectors cycle throughout 
the day. For example, immune defences are upregulated 
during the day in diurnal insects, such as Drosophila [29, 
30]. Whether immune defences peak at night in noc-
turnal mosquitoes is unknown but some immune genes 
implicated in interactions with malaria parasites are 
expressed with circadian rhythms [16]. How circadian 
rhythms in insect immune defences relate to protection 
from infection or the severity of disease is unclear. For 
instance, Drosophila challenged with Pseudomonas aer-
uginosa at night are more likely to survive the infection 
than those challenged in the day. However, perturbation 
of clock genes to generate arrhythmic mutant flies can 
result in both decreased survival or enhanced survival 
depending on the specific genes modified [31]. Further, 
there are complex consequences of challenging An. ste-
phensi with E. coli or the malaria parasite P. chabaudi at 
different times of day [32, 33].

Given the potential for circadian rhythms to influence 
the ability of mosquitoes to cope with a blood meal and 
with parasites, the time-of-day that mosquitoes forage 
has implications for both mosquito fitness and disease 
transmission. These consequences are likely to be com-
plex [14]. If feeding in the daytime means that mosqui-
toes are less able to cope with the osmotic and oxidative 
costs of blood, their fecundity and survival should suffer. 
Indeed, mosquitoes in poor condition as a consequence 
of feeding in the day may have compromised immune 
defence and this might explain recent observations 
that day-fed An. stephensi harbour higher densities of 
P. chabaudi than night-fed mosquitoes (although para-
site rhythms also mediate this effect) [33]. Alternatively, 
ROS is a key player in insect immune responses and so, if 
day-fed mosquitoes do not manage their ROS efficiently, 
they may suffer collateral damage but also benefit from 
enhanced parasite defence. Furthermore, it is also neces-
sary to recognise that mosquitoes feed on hosts that have 
their own circadian rhythms [14]. This includes rhythms 
in red blood cell composition and density, hematocrit, 
amino acid composition and immune effectors [34–39]. 
Thus, rhythms in the composition of mammalian blood 
could exacerbate (or reduce) the effects of a daytime 
blood meal on mosquito survival and fecundity.

Clearly, predicting the net effects of how host rhythms 
and vector rhythms interact to shape malaria transmis-
sion is challenging but important. Such interactions 
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could shape the probability and intensity of infection in 
mosquitoes as well as mosquito population dynamics. 
Here, three experiments are described that probe the 
consequences, under a variety of scenarios, of time-of-
day-specific blood-feeding for proxies estimating the fit-
ness of mosquitoes and malaria parasites. The aims are 
to determine: (i) if the timing of a blood meal affects 
mosquito survival and fecundity; (ii) whether the effects 
of time-of-day are exacerbated by other characteristics 
of host blood or malaria infection; and (iii) the conse-
quences of blood-feeding at different times of day for 
malaria transmission.

Methods
All experiments examine metrics of mosquito fecundity 
and lifespan in response to perturbing the time-of-day 
(morning) or (evening) that mosquitoes receive a blood 
meal, but differ in the following respects. The first experi-
ment (“blood quality and host time”, Fig. 1a) includes the 
effects of both host time-of-day and feeding on blood 
from anaemic versus control mice. To further probe a role 
for blood quality, the second experiment (“blood quality”, 
Fig. 1b) uses a different approach to examine the effects 
of feeding on anaemic blood but does not consider host 
time-of-day. The third experiment (“infection,” Fig.  1c) 
focuses on Plasmodium berghei infection of mosquitoes.

Mice
For all experiments, hosts were 10–12-week-old MF1 
male mice housed at 21  °C with ad libitum food and 
drinking water supplemented with 0.05% para-amin-
obenzoic acid (to supplement parasite growth). Mice 
were housed in groups of five in either 12:12 light:dark 
(LD; lights on at 07:00 GMT, lights off at 19:00 GMT) 
or inverted dark:light photocycle (DL; lights on at 19:00 
GMT, lights off at 07:00 GMT) depending on the experi-
ment. Mice were entrained to their respective light 
schedules for at least 21  days prior to mosquito blood 
feeds. Prior to donating a blood meal, each mouse was 
anaesthetized (17% Dormitor, 13% Vetelar, 70% PBS 
administered at 4 µl/g) and then exposed to a single cage 
of mosquitoes.

Mosquitoes
All Anopheles stephensi mosquitoes were maintained 
under standard insectary conditions of 27 ± 1  °C, 70% 
relative humidity and a 12:12 light:dark photocycle, with 
lights on at 07:00 GMT (ZT0) and lights off at 19:00 
GMT (ZT12) (ZT0, Zeitgeber Time 0, is defined as time 
of lights on). Larvae were reared at a density of ~ 250 lar-
vae per 1.5  l of distilled water. Between 12 and 14  days 
after hatching, pupae were transferred to emergence 
cages in incubators (27 ± 1 °C, 60 ± 5% relative humidity) 

with one-hour light ramping to simulate a dawn (starting 
at 07:00 GMT; ZT0) and dusk (19:00 GMT; ZT12). Mos-
quitoes were supplied with ad libitum access to 10% fruc-
tose solution supplemented with 0.05% paraminobenzoic 
acid. In the second experiment only, mosquitoes were 
treated with antibiotics (0.05% gentamicin) adminis-
tered via their fructose solution 4–5  days before blood 
meals. For all experiments, female mosquitoes were ran-
domly selected from 3–4 emergence cages, transferred 
to 2  l holding cages and starved of fructose solution for 
24  h before their blood meals. Cages contained 15–85 
mosquitoes (depending on the sampling regime of each 
experiment). Regardless of mosquito number, all mosqui-
toes were able to blood feed until satiated. For all feeds, 
each cage of females was exposed to an anaesthetized 
mouse for 30 min in a light setting that matched the mos-
quito time-of-day (i.e. morning-fed mosquitoes were fed 
during lights on and evening feeds were performed under 
dim red light). Unfed females were removed from the 
cages (< 5 per cage in all cases). After feeding, mosquitoes 
were housed in incubators at temperatures of either 20.5 
or 26.0 °C (± 0.5 °C), depending on the experiment.

Experimental designs
Experiment 1: blood quality and host time
Mosquito cages were randomly assigned to receive a 
blood meal in their morning 09:00 GMT (ZT2) or even-
ing 21:00 GMT (ZT14). These feed times are analo-
gous to the mosquito resting period (morning) or active 
period (evening) as evident from wild caught and labo-
ratory-based studies (Fig. 2, [40–42]). Within each feed-
ing time, cages were allocated to a further four groups, 
based on host treatment (anaemic or control mice) and 
host time-of-day [morning mice (ZT2) or evening mice 
(ZT14)]. The availability of mice experiencing their 
morning or evening to feed to mosquitoes in their morn-
ing or evening was achieved by housing mice in room 
with LD and DL lighting schedules. This resulted in an 
experiment with a 2 × 2 × 2 design: eight groups varying 
by feed time (morning/evening), host blood treatment 
(anaemic/control), and host time (morning/evening) 
(Fig. 1a). Note, this is the only experiment that perturbs 
host time-of-day.

Anaemia was induced in half of the mice by intraperi-
toneal injection of 125 mg/kg of phenylhydrazine 3 days 
before feeding to mosquitoes. The control mice received 
a sham injection of 100  µl PBS. On the day of feeding, 
red blood cell (RBC) counts (×109  ml−1) for control 
mice (7.48 ± 0.13 SE) were almost 2-fold higher than for 
phenylhydrazine treated hosts (3.80 ± 0.12 SE; t = 21.27, 
df = 45.67, P < 0.001). Each cage contained 50 mosquitoes 
and each of the 8 treatment groups contained 6 cages. On 
day 2 post-blood meal (PBM), mosquitoes were allocated 
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Fig. 1 Experimental designs. For all experiments, groups of mosquitoes differ by the time-of-day they received a blood meal. Each experiment 
probed the effects of further perturbations of host blood: including chemically induced anaemia and host time-of-day (Experiment 1, a); malaria 
infection induced anaemia (Experiment 2, b); and malaria infection of mosquitoes (Experiment 3, c)
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to individual housing (50 ml falcon tubes with ad libitum 
access to 10% glucose solution via a 1.5 ml microcentri-
fuge tube feeder). Fecundity and mortality were tracked 
for 20 mosquitoes from each cage (960 total). Each female 
was given a 30 mm diameter Petri dish lined with filter 
paper and 3 mm depth of distilled water as an oviposition 
habitat. Mosquitoes were checked daily and if eggs were 
present, the egg dish was replaced. Egg bowls were pho-
tographed at the time of removal (for clutch size counts) 
incubated for 6 days and then photographed again so that 
all hatched larvae (alive and dead) could be counted (to 
estimate hatch rate). For all females (that did or did not 
lay) egg bowls were removed on day 9 PBM.

Additionally, the volume and density of blood meals 
were estimated for 10 randomly chosen mosquitoes from 
each cage (480 total) 2 hours after their blood meal. The 
right wing of each mosquito was photographed, and the 
abdomen removed and homogenised in 500 µl drabkins 
solution for ~ 30  min [43]. Samples were split into two 
200  µl sub-samples and optical density (OD) read by a 
spectrophotometer at 540  nm (each mosquito was read 
in duplicate, and an average taken). To generate control 
series for each cage, 8 µl of blood was removed from each 
mouse used to feed mosquitoes at the time of feeding 
and used to generate 4  µl, 1  µl, 0.8  µl and 0.4  µl stand-
ards. Host RBC density readings (cells per µl) were also 
obtained at the time of feeding to calculate the RBC den-
sity of the blood meal. Wing length was obtained from 
the photographs, converted to mm and used to control 
for any potential differences in blood meal volume and 
density due to variation in body size (using the software 
package ImageJ [44]).

Experiment 2: blood quality
Here, instead of phenylhydrazine treatment, blood qual-
ity was perturbed by using malaria infection to gener-
ate anaemia. Mosquito cages were randomly assigned 
to morning 09:00 GMT (ZT2) or evening 21:00 GMT 
(ZT14) feed times. At each feeding time, half the cages 
were exposed to anaemic or (uninfected) control mice. 
This resulted in an experiment with a 2 × 2 design: four 
groups varying by the timing of their blood meal (morn-
ing/evening) and blood treatment (anaemic/control) 
(Fig.  1b). Note, host time-of-day was standardised by 
housing mice in two rooms with inverted light schedules 
(DL and LD), enabling both the morning- and evening-
fed mosquitoes to feed on hosts experiencing their even-
ing (host ZT14). Six cages were fed, at each time point, 
on control mice and nine cages, at each time point, on 
anaemic mice. Each cage exposed to control mice con-
tained 15 mosquitoes and each cage exposed to anaemic 
mice contained 20 mosquitoes. Mortality was tracked as 
for Experiment 1 (but for 10 individuals per cage; 300 
total) and egg dishes were provided until day 14 PBM.

All feeds occurred on mice at day 11 post-infection (PI) 
after infection with 1 × 106 P. chabaudi CR parasitized 
RBCs or sham infection (controls; 100  µl PBS). Plas-
modium chabaudi has a synchronous asexual cycle so 
donor mice were used from each room (DL and LD) to 
ensure that all hosts were infected with rings (i.e. para-
site and host rhythms were phase matched; [45]). By 
day 11 PI, significant anaemia had occurred (mean RBC 
density × 109  ml−1: Control = 7.88 (± 0.16 SE), anae-
mic = 4.44 (± 0.10 SE); t = 18.77, df = 19.28, P < 0.001) 
and hosts were mounting strong immune responses, 

12 24/012 24/0 12 24/0

ytivitca thgilF

Zeitgeber Time (ZT)

Morning 
feed

Evening 
feed

Fig. 2 Blood feed timing. Daily flight activity of lab reared An. stephensi mated females (modified from [42]) showing that mosquito flight activity 
peaks after dusk (ZT12) with a second smaller peak before dawn (ZT0). Wild-caught mosquitoes also show this pattern, with slight variations to the 
size of the dusk peak depending on monsoon season [40, 41]. Shading represents timing of morning (orange) and evening (grey) blood meals in 
experiments 1–3. This placed the evening feeds during the mosquito’s active period and the morning feeds during the mosquito’s rest period
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so the parasite was not able to establish an infection in 
mosquitoes (parasite mating is very vulnerable to sub-
optimal conditions in the blood meal [46]). Thus, mos-
quitoes received poor quality blood as a result of a more 
ecologically realistic perturbation than PHZ, without the 
confounding effects of becoming infected themselves. 
This was verified by examining 10 randomly selected 
mosquitoes from each cage exposed to anaemic mice on 
day 14 PBM. Specifically, the midgut of each mosquito 
was dissected, stained for two minutes in 0.5% mercu-
rochrome, washed in PBS and total oocysts per midgut 
were counted via microscopy. No oocysts were detected.

Experiment 3: infection
Mosquito cages were randomly assigned to four groups. 
Two groups received their blood meal in the morning 
10:00 GMT (morning, ZT3) and the others were fed in 
the evening at 20:00 GMT (evening, ZT13). At each feed 
time, half of the cages were exposed to Plasmodium 
berghei infected mice or naïve (uninfected) control mice. 
This resulted in an experiment with a 2 × 2 design: four 
groups varying by the timing of their blood meal (morn-
ing/evening) and blood treatment (infected/uninfected) 
(Fig.  1c). Note that time-of-day for parasites/hosts and 
mosquitoes is synonymous; morning-fed mosquitoes 
received blood from hosts also experiencing their morn-
ing, and vice versa for evening-fed mosquitoes. At each 
time point, six cages were fed on infected mice and four 
fed cages on uninfected mice.

All feeds occurred on mice at day 6 PI after inocula-
tion with 1 × 105 P. berghei parasitized RBCs or sham 

infection (controls; 100  µl PBS). Infections (and sham 
injections) were staggered by 10 h to ensure that morn-
ing- and evening-fed mosquitoes were exposed to 
infections of the same age (144 h). Plasmodium berghei 
was chosen because its asexual cycle is asynchronous, 
ensuring that morning- and evening-fed mosquitoes 
did not receive significantly different stage distributions 
of asexual parasites (feed time:parasite stage; χ2

4 = 1.28, 
P = 0.29; Fig.  3a) or gametocyte densities/ages (mean 
gametocyte density × 107  ml−1: morning = 3.93 
(± 0.14 SE), evening = 3.80 (± 0.1 SE); t = 0.77, df = 10, 
P = 0.46; Fig.  3b). On day 6 PI, P. berghei had not sig-
nificantly reduced the RBC density of hosts (mean 
RBC density × 109  ml−1: Control = 8.17 (± 0.08 
SE), Infected = 7.85 (± 0.18 SE); t = 1.64, df = 14.71, 
P = 0.12).

At the time of feeding, each cage contained 85 mos-
quitoes. After the blood meal, 15 mosquitoes from 
cages fed on infected mice were removed (180 total) 
and used to monitor oocyst prevalence and density 
as for Experiment 2. To track mosquito fecundity and 
mortality, a subset of 15 randomly selected females 
were removed from each cage (300 total) 2  days PBM 
and housed individually in 200 ml cups with ad libitum 
access to 10% fructose solution. On day 3 PBM, each 
female was given a 30  mm diameter Petri dish lined 
with filter paper and 3  mm depth of distilled water 
as an oviposition habitat. Mosquitoes were checked 
daily until death, if eggs were present the egg dish was 
replaced (up until day 21 PBM).
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Data analysis
R version 2.6.1 [47] was used for all analyses. Model 
simplification was carried out by stepwise deletion of 
the least significant term and only minimal models are 
reported. Measurements made from mice at the time of 
feeding (red blood cell counts and parasite stage com-
position and densities), and time-of-day differences 
in infection load for mosquitoes were analysed with 
Studentʼs t-test. Mosquito fecundity metrics, proportion 
of females that laid and hatch rate, were analysed using 
generalised linear mixed-effects models with binomial 
error structures. Clutch size and blood meal measures 
were analysed using linear mixed effect models. In both 
types of linear models, identity of the mosquito cage 
was included as a random effect. All models met model 
assumptions: independence of data points, normality 
of residuals and homogeneity of variances (confirmed 
through assessing the model plots, the Shapiro–Wilk test 
and Bartlett’s test). Cox proportional hazard models with 
mosquito identity nested within cage as random effects 
(frailty model) were used to estimate the effects of feed 
time and host blood manipulations on the time taken to 
lay and lifespan (coxme package in R [48]). All Cox mod-
els model met the proportional hazards assumptions 
based on Schoenfeld’s residuals (evaluated using the ‘cox.
zph’ function R; P > 0.1 for all variables). Clutch size of 
mosquitoes that laid and its interactions with experimen-
tal treatments was also controlled for because the data 
indicated considerable heterogeneity in clutch size, and 
trade-offs between survival and reproduction have been 
reported [49, 50] and may depend on resource availabil-
ity, which may vary as a consequence of perturbations of 
blood quality. For this reason, mosquitoes that did not lay 
eggs were excluded from time to lay, clutch size and lifes-
pan analyses. For all analyses, main effects and two-way 
interactions were investigated.

Results
We carried out three experiments to determine how the 
timing of receiving a blood meal affects aspects of mos-
quito survival and fecundity, and whether qualities of 
host blood or malaria infection modulate the effects of 
the time-of-day that mosquitoes feed.

Experiment 1: blood quality and host time
This experiment (Fig. 1a) recognises that hosts have cir-
cadian rhythms in blood composition and was designed 
to address if host time-of-day and blood quality (chemical 
induced anaemia) interact with mosquito feeding time-
of-day to shape the following parameters (see Table 1 for 
a summary).

Blood meal: volume and density
There was no significant effect of feed time (χ2

7 = 1.02, 
P = 0.31), host time (χ2

5 = 0.01, P = 0.91), or their inter-
action (χ2

9 = 0.40, P = 0.53) on the volume of the blood 
meal. The effect of host blood quality was not significantly 
influenced by interactions with feed time (χ2

8 = 0.75, 
P = 0.39) or host time (χ2

6 = 2.29, P = 0.13). However, 
mosquitoes that fed on anaemic hosts took up a greater 
volume of blood than those that fed on control hosts 
(mean ± SE blood meal volume (µl) per mm wing length: 
control = 0.26 ± 0.01), anaemic = 0.33 ± 0.01; χ2

4 = 17.90, 
P < 0.0001; Fig. 4a). There was also a borderline significant 
interaction between host time and host blood quality on 
the RBC density of the blood meal (χ2

6 = 4.30, P = 0.038; 
Fig. 4b). Specifically, mosquitoes that fed on control hosts 
consumed more RBCs than those that fed on anaemic 
hosts, especially when fed on hosts that experienced 
their morning (mean ± SE × 106; control hosts: morn-
ing = 2.11 ± 0.94, evening = 1.77 ± 0.75; anaemic hosts: 
morning = 1.24 ± 0.54, evening = 1.29 ± 0.60). There was 
no significant effect of feed time (χ2

7 = 0.66, P = 0.42), 
nor its interactions with host blood quality (χ2

9 = 0.65, 
P = 0.42) or host time (χ2

8 = 3.25, P = 0.07) on the RBC of 
the blood meal.

Reproduction: proportion laid
Neither host blood quality (χ2

5 = 1.60, P = 0.21), host 
time (χ2

4 = 2.44, P = 0.12), or their interaction (χ2
8 = 0.02, 

P = 0.89) significantly affected the probability each mos-
quito laid. However, feed time did matter, with mosqui-
toes that fed in the morning more likely to lay than those 
that fed in the evening (mean ± SE proportion of females 
that laid: morning = 0.82 ± 0.02, evening = 0.65 ± 0.02; 
χ2

3 = 27.56, P < 0.0001; Fig.  5a). However, feed time did 
not significantly interact with either host blood quality 
(χ2

6 = 0.41, P = 0.52) or host time (χ2
7 = 0.05, P = 0.83).

Reproduction: time to lay
For mosquitoes that laid, neither host blood qual-
ity (z = 0.73, P = 0.47) or host time (z = 0.95, P = 0.34) 
influenced the time it took mosquitoes to lay eggs. Feed 
time did have an effect with mosquitoes that fed in the 
morning laying sooner than those that fed in the even-
ing (mean ± SE days taken to lay since egg bowls were 
provided: morning = 1.15 ± 0.03, evening = 1.44 ± 0.04; 
evening:morning HR = 0.64 ± 0.08, z = − 5.35, P < 0.001; 
Fig. 5a).

Reproduction: clutch size
Clutch size was shaped by a borderline interaction 
between feed time and host blood quality (χ2

6 = 4.13, 
P = 0.042; Fig.  5b). Mosquitoes fed on control mice had 
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higher clutch sizes than those that fed on anaemic hosts, 
and this difference was greatest when mosquitoes fed in 
the morning (mean ± SE clutch size: morning-fed: con-
trol hosts = 65.57 ± 1.77, anaemic hosts = 51.06 ± 1.70; 
evening-fed: control hosts = 61.88 ± 1.97, anaemic 
hosts = 55 ± 2.09). There was also a non-significant ten-
dency for mosquitoes that fed on hosts experiencing 
their morning to have higher clutch size (mean ± SE 
clutch size: morning hosts = 56.36 ± 1.37, evening 
hosts = 59.99 ± 1.34; χ2

7 = 3.70, P = 0.054). However, 
this trend for an effect of host time was not modulated 

by feed time (χ2
8 = 3.06, P = 0.08) or host blood quality 

(χ2
9 = 0.03, P = 0.87).

Reproduction: hatch rate
Neither host blood quality (χ2

4 = 0.12, P = 0.73) or host 
time (χ2

6 = 0.02, P = 0.89) or their interaction (χ2
8 = 0.10, 

P = 0.75) influenced egg hatch rate. Likewise, there was 
no significant influence of feed time (χ2

3 = 1.31, P = 0.25) 
and its interactions with host blood quality (χ2

5 = 2.12, 
P = 0.15) and host time (χ2

7 = 0.40, P = 0.53). Mean hatch 
rate for all clutches was 0.69 (± 0.01 SE).

Table 1 Summary of statistical results for analyses in Experiment 1, Experiment 2 and Experiment 3

Notes: Terms that significantly affected the mosquito fitness metric in question are highlighted in italics. Interactions between terms are indicated by ‘:’ and main 
effects are not included for terms involved in significant interactions

Fitness metric Statistical results for each term in model

Experiment 1

Blood meal volume Sig: Blood quality

Non-Sig: Feed time:host time; Feed time:blood quality; Host time:blood quality; Feed time; Host time

Blood meal density Sig: Host time:blood quality

Non-Sig: Feed time:host time; Feed time:blood quality; Feed time

Proportion laid Sig: Feed time

Non-Sig: Host time:blood quality; Feed time:host time; Feed time:blood quality; Host time; Blood quality

Time to lay Sig: Feed time

Non-Sig: Host time; Blood quality

Clutch size Sig: Feed time:blood quality

Non-sig: Feed time:host time; Host time:blood quality; Host time

Hatch rate Sig: na

Non-sig: Feed time:host time; Feed time:blood quality; Host time:blood quality; Feed time; Host time; Blood quality

Lifespan Sig: na

Non-sig: Host time; Feed time; Blood quality

Experiment 2

Proportion laid Sig: na

Non-Sig: Feed time:blood quality; Blood quality; Feed time

Time to lay Sig: na

Non-Sig: Feed time:blood quality; Blood quality; Feed time

Clutch size Sig: Blood quality

Non-sig: Feed time:blood quality; Feed time

Lifespan Sig: na

Non-sig: Feed time; Blood quality

Experiment 3

Malaria prevalence & intensity Sig: Infected/uninfected blood

Non-Sig: Feed time

Proportion laid Sig: Infection status

Non-Sig: Infection status:feed time; Feed time

Time to lay Sig: Infection status

Non-Sig: Infection status:feed time; Feed time

Clutch size Sig: na

Non-sig: Infection status:feed time; Feed time; Infection status

Lifespan Sig: Infection status

Non-sig: Feed time
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Lifespan
For mosquitoes that laid, neither host blood quality 
(z = 0.28, P = 0.78), host time (z = 0.75, P = 0.45) or feed 
time (z = − 0.10, P = 0.92) significantly influenced mor-
tality rate (Fig. 5c–d). Clutch size was negatively associ-
ated with survival hazard (clutch HR = 0.996, z = − 2.54, 
P = 0.011), with smaller clutches (< 60 eggs) associated 
with a greater hazard than larger clutches (> 60 eggs). The 
median lifespan for all mosquitoes (that laid) was 13 days 
post-blood meal.

Experiment 2: blood quality
Experiment 1 suggested that blood quality and mosquito 
time-of-day of feeding shaped some mosquito reproduc-
tive measures (tendency to lay and clutch size). Experi-
ment 2 (Fig.  1b) further investigated time-of-day of 
feeding and blood quality by using P. chabaudi malaria 
infection to generate anaemia (see Table  1 for a sum-
mary). Host time-of-day was not investigated further 
because Experiment 1 revealed that it did not signifi-
cantly shape mosquito reproduction or lifespan (host 
time-of-day only remained in an interaction with border-
line significance for blood meal density).

Reproduction: proportion laid
Neither host blood quality (χ2

4 = 0.73, P = 0.39), feed time 
(χ2

3 = 1.59, P = 0.21) nor their interaction (χ2
5 = 1.07, 

P = 0.30) significantly influenced the proportion of 
females that laid (Fig.  6a). The mean proportion of 
females that laid per cage was 0.48 (± 0.04 SE).

Reproduction: time to lay
For mosquitoes that laid, neither host blood treatment 
(z = 0.52, P = 0.60), feed time (z = 0.99, P = 0.32) nor their 
interaction (z = 0.74, P = 0.46) significantly affected the 

time taken to lay (Fig. 6a). The average number of days to 
lay since eggs bowls were provided was 2.63 (± 0.17 SE).

Reproduction: clutch size
Host blood quality significantly affected clutch size, with 
mosquitoes fed on control blood laying larger clutches 
than mosquitoes that received anaemic blood (mean ± SE 
clutch size: control hosts = 90.36 ± 5.06, anaemic 
hosts = 66.41 ± 3.06; χ2

4 = 8.62, P = 0.003; Fig.  6b). Feed 
time did not influence clutch size (χ2

5 = 1.84, P = 0.17) or 
modulate the effect of blood quality (χ2

6 = 1.81, P = 0.18).

Lifespan
For mosquitoes that laid, neither host blood quality 
(z = 1.05, P = 0.29), feed time (z = − 0.98, P = 0.33) or 
clutch size (z = − 1.81, P = 0.07) influenced mortality 
rates (Fig.  6c). The median lifespan was 39 days post-
blood meal.

Experiment 3: infection
Having investigated blood quality and host time-of-day 
in the previous experiments, we switched focus to con-
sider the effects of malaria infection by feeding mos-
quitoes on blood with infectious P. berghei parasites at 
different times of day (Fig.  1c and Table  1). In addition 
to the effects on mosquito reproduction and lifespan, the 
performance of parasites was also examined.

Parasites
No mosquitoes that fed on control hosts became infected 
but 94 (± 2%) mosquitoes that fed on infected hosts 
contained oocysts. Within mosquitoes fed on infected 
hosts, feed time did not influence infection prevalence 
(t(10) = 0.598, P = 0.56; Fig. 7a) or the intensity of infection 
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(mean ± SE oocysts = 171.3 ± 9.84; t(178) = − 1.442, 
P = 0.15; Fig. 7b).

Reproduction: proportion laid
A significantly greater proportion of uninfected than 
infected mosquitoes laid eggs (mean ± SE proportion 
laid: uninfected = 0.59 ± 0.04, infected = 0.44 ± 0.04; 
χ2

3 = 5.44, P = 0.0197; Fig. 8a). The influence of infection 
was not modulated by feed time (χ2

5 = 0.009, P = 0.93) but 
there was a trend in which mosquitoes fed in the morning 
were more likely to lay (mean ± SE morning = 0.56 ± 0.04, 
evening = 0.44 ± 0.05; χ2

4 = 3.66, P = 0.056; Fig. 8a).

Reproduction: time to lay
For mosquitoes that laid, those that were infected 
laid two days sooner than uninfected individuals 
and at any time point, were ~ 70% more likely to lay 

(mean ± SE days taken to lay since egg bowls were pro-
vided: uninfected = 6.88 ± 0.48, infected = 5.05 ± 0.35; 
infected:uninfected Hazard Ratio (HR) = 1.71 (± 0.171, 
z = 3.12, P = 0.002; Fig.  8a). Neither the interaction 
between infection status and feed time (z = 0.28, P = 0.78) 
nor feed time alone (z = − 1.82, P = 0.07) influenced time 
to lay.

Reproduction: clutch size
Neither host blood treatment (χ2

4 = 0.59, P = 0.44), feed 
time (χ2

5 = 0.07, P = 0.79) nor their interaction (χ2
6 = 0.30, 

P = 0.59) significantly influenced clutch size (Fig.  8b). 
Females laid an average of 98 (± 2.6 SE) eggs per clutch.

Lifespan
For mosquitoes that laid, infection had a negative effect 
on lifespan with infected mosquitoes dying sooner than 
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uninfected mosquitoes (median lifespan: infected = 21 
days, uninfected = 24  days). Further, infected mos-
quitoes had a ~ 50% higher overall hazard of dying 
(infected:uninfected HR = 1.53 (± 0.178 SE), z = 2.4, 
P = 0.016; Fig. 8c). Neither feed time (z = − 0.98, P = 0.33) 
nor clutch size (z = − 0.56, P = 0.57) influenced lifespan.

Discussion
Here, we examine whether the fitness of female An. ste-
phensi mosquitoes is affected by the time-of-day they 
receive a blood meal, either directly or through interac-
tions with perturbations of blood quality and malaria 
infection. Specifically, we compared mosquitoes fed on 
control or anaemic hosts (using two different manipula-
tions of anaemia) in which host time-of-day also varied, 
and whether mosquitoes were uninfected or infected 
with P. berghei malaria. The results of the three experi-
ments are summarised in Table 2 from the perspective of 
the mosquitoes’ time-of-day of feeding. Overall, we found 
few effects of time-of-day of feeding. First, morning-fed 
mosquitoes appeared > 25% more likely to lay than even-
ing-fed (Figs. 5a, 6a, 8a). Secondly, in response to chemi-
cally induced anaemia, morning-fed mosquitoes laid 0.3 
of a day sooner (Fig. 5a) and produced ~ 15 (30%) more 
eggs than evening-fed mosquitoes (Fig.  5b). However, 
time-of-day of feeding did not substantially influence lon-
gevity of mosquitoes or the prevalence and intensity of P. 
berghei infection (Fig. 7). We also found mixed results for 
the other variables manipulated in the experiments. Host 
time-of-day did not influence any of the mosquito fitness 
metrics we measured. The effects of blood quality were 
similar across both of the experiments in which it was 
perturbed (Experiments 1 and 2); only clutch size varied 
in response, in which mosquitoes fed on anaemic blood 
laid ~ 20 (~ 22%) fewer eggs (Figs. 5b, 6b). Infection sta-
tus also correlated with fitness metrics; infected mosqui-
toes had shorter lifespans (21  days post-blood meal for 

infected vs 24 days for uninfected; Fig. 8c), were less likely 
to lay eggs (44% vs 60% laid) and laid sooner (~2  days) 
than uninfected mosquitoes (Fig. 8a).

We expected that mosquitoes receiving a blood meal 
at an unexpected time-of-day (i.e. morning) would expe-
rience fitness costs in the form of reduced lifespan and/
or loss of reproduction. However, we found no effect on 
lifespan and the effects on reproduction were not consist-
ent with costs; a higher probability of laying eggs and a 
modest increase in fecundity appear to be fitness benefits 
from morning feeding (Table  2). Laying sooner may be 
a fitness cost if it results in poor quality eggs or trade-
off against immune defence [51]. However, we found 
no evidence of a quantity-quality reproductive trade-off 
because eggs from females in all groups (Experiment 
1) hatched at a similar rate. In Experiments 2 and 3 we 
saw little difference between morning- and evening-fed 
mosquitoes in the time taken to lay despite the 10-hour 
‘head-start’ of morning-fed mosquitoes. If egg matura-
tion takes a fixed window of time since feeding, this sug-
gests morning-fed mosquitoes are deliberately delaying 
their oviposition or waiting until the next ‘gate’ to ovi-
posit if oviposition is clock-controlled. Mark-recapture 
studies with wild An. farauti show that an earlier feed 
time is associated with irregularities in oviposition cycle, 
sometimes lengthening or shortening by a day [52–54]. 
This demonstrates flexibility in the day of oviposition 
post-blood meal, but whether there is additional flexibil-
ity for time-of-day requires further investigation [55, 56]. 
Given daily mortality risk for mosquitoes (estimated to 
be around 10% for An. gambiae [57]), intuition suggests it 
would be adaptive to lay as soon as they are able.

A lack of costs of morning feeding could have several 
non-mutually exclusive explanations. First, costs were 
expected because the expression of numerous genes 
involved in processes required to neutralise the ROS 
produced by blood digestion is rhythmic [16]. However, 

Table 2 Summary of statistically significant effects of the time-of-day that mosquitoes blood feed on life history traits

Abbreviation: na, not available

Experiment 1: “Blood quality & host time” Experiment 2: “Blood quality” Experiment 3: “Infection”

Infection prevalence & intensity na na No effect of feed time

Proportion laid Morning-fed are ~ 26% more likely to lay than 
evening-fed

No effect of feed time Morning-fed are possibly ~ 27% 
more likely to lay than evening 
fed (P = 0.056)

Time to lay Morning-fed are ~ 1.5 times more likely to lay 
each day than evening-fed

No effect of feed time No effect of feed time

Clutch size Higher if fed on control (non-anaemic) blood in 
the morning (30% more eggs)

No effect of feed time No effect of feed time

Hatch rate No effect of feed time na na

Blood meal volume & density No effect of feed time na na

Survival No effect of feed time No effect of feed time No effect of feed time
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transcriptional circadian phases do not always reflect 
protein abundance rhythms [58, 59]. Nine of the 12 
V-ATPase subunits of the vesicular type H+ ATPase 
(V-ATPase), which is associated with maintaining 
osmotic balance during the increase in volume result-
ing from a blood meal, are rhythmic at the protein level 
(peaking at dusk in An. gambiae [16]). This has led to the 
suggestion that water excretion is compromised in mos-
quitoes feeding in the daytime and so, they should com-
pensate by taking smaller blood meals [14]. However, we 
found no evidence of feeding time-of-day affecting blood 
meal volume or density. Secondly, immune responses 
are suggested to be timed to defend against pathogens 
acquired during foraging [60]. However, for mosqui-
toes, there may be an acute need for immune control of 
the proliferation of gut microbiota that expand upon an 
influx of blood [61]. ROS favours pathogen defence and 
a combination of digestion-related and immune-related 
ROS might erode rhythmicity in ROS levels, or defences 
may be upregulated as a direct response to feeding, rather 
than in a time-of-day dependent manner. Thirdly, when 
only comparing two time points on a symmetrical curve, 
there is a risk of picking the same intercept as the curve 
ascends and descends (“shoulder problem”). However, 
this is unlikely to be the case in our experiments because 
mosquitoes were in their rest phase in morning feeds and 
their active phase in evening feeds [42]. Fourthly, if feed-
ing at the wrong time-of-day has only minor negative fit-
ness consequences, manipulating feeding time-of-day 
over multiple blood-feeding and oviposition cycles might 
be required to detect costs, or keeping mosquitoes in a 
more stressful and ecologically realistic manner.

Many nutrients and amino acids in the blood that are 
essential to mosquito egg development (e.g. isoleucine) 
[62] exhibit circadian periodicity [34–36] but we found 
no evidence that host time-of-day matters for mosqui-
toes feeding on either healthy or anaemic mice. Mice take 
their largest meal around lights off, and so, by carrying 
out feeds on mice several hours into their active versus 
rest phases the difference in blood meal composition due 
to metabolic processes should have been considerable. 
Perhaps these factors are not limiting at any point in their 
rhythms, especially for mosquitoes receiving blood from 
well-fed laboratory mice. Further work could consider 
investigating the role host time-of-day in more dramatic 
manipulations of blood composition, for example, during 
infection and under food-limited conditions.

Our perturbations of anaemia did affect mosquito 
reproduction; clutch size was reduced in mosquitoes 
feeding on anaemic blood. Inducing anaemia with phe-
nylhydrazine causes oxidative damage to red blood cells 
which are then cleared from circulation [63]. ROS dam-
ages mosquitoes [23, 25, 26], but by feeding mosquitoes 

three days after phenylhydrazine administration, the ROS 
it causes should have been neutralised. Thus, the main 
difference between blood from control and phenylhy-
drazine-treated mice is the age structure and density of 
RBC. Our data suggest that mosquitoes take up a larger 
volume of blood from phenylhydrazine-treated mice 
(perhaps facilitated by lower viscosity of anaemic blood 
[64]), but that this does not fully compensate and equal-
ise blood meal RBC densities to those from feeds on con-
trol mice (Fig. 4). There may be additional differences in 
blood quality between chemical- and infection-induced 
anaemia. However, given their similar impacts, the abil-
ity to garner fewer resources from anaemic blood could 
explain the reduction in clutch size we observed. This is 
supported by previously revealed positive correlations 
between haematin content of blood and clutch size [65, 
66]. Additionally, we found that hatch rate is a decreasing 
function with lay day (χ2

5 = 12.58, P < 0.001) but only in 
those mosquitoes that fed on anaemic hosts. This result 
is similar to that reported in infected mosquitoes [67] 
suggesting that this result may be an effect of blood qual-
ity rather than parasite infection.

Our results contrast with recent work showing that 
mosquitoesʼ blood-feeding in the daytime are more likely 
to become infected after feeding on P. chabaudi infected 
mice, although P. chabaudi oocyst burdens did not dif-
fer between feed times [33]. Compared to P. berghei, P. 
chabaudi generally transmits with far lower prevalence 
and burden, which may facilitate detection of subtle 
time-of-day effects. An alternative possibility is that mos-
quito time-of-day effects are driven by an interaction 
with parasite time-of-day and so, are only observed in 
infections with synchronously developing parasites such 
as P. chabaudi (in which a specific age of gametocytes 
is present in blood meals), or in asynchronous species 
such as P. relictum in which parasite abundance in the 
blood (rather than age) is rhythmic [68]. In contrast to 
the effects of our other perturbations in the experiments 
presented here, we found negative effects of infection on 
lifespan. Costs of malaria infection on mosquito lifes-
pan have been observed in other malaria model systems 
(reviewed in [69]) as well as an advancement of egg lay-
ing [67]. The advanced laying of infected mosquitoes may 
be a form of terminal investment because organisms with 
low survival prospects rush to reproduce before dying 
[70–73]. If our mosquitoes adopted terminal investment, 
it is necessary to explain why uninfected mosquitoes 
do not benefit from early reproduction. This could be 
because advancing reproduction also results in reduced 
clutch size (but we did not observe this), lower hatch 
rate (Experiment 1 suggests this does not occur either), 
trade-offs against anti-parasite immune responses, or 
reduces the probability or size of future clutches [74]. 
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Alternatively, mosquitoes may restrict essential lipid 
resources available to parasites by allocating them to eggs 
as quickly as possible [75] or since mounting an immune 
response is costly to fecundity, laying early may be a com-
promise for both fecundity and survival [76].

Conclusions
In summary, we found that taking a blood meal in the 
morning compared to the evening has no, or minor nega-
tive, effects on the fitness of mosquitoes, nor impacts 
upon on P. berghei malaria infection. If our results from 
a laboratory colony of mosquitoes living in benign condi-
tions hold for wild mosquitoes, it suggests that mosqui-
toes have sufficient flexibility in their physiology to cope 
with changes in biting time induced by evading insecti-
cide-treated bed nets. Future work should consider the 
impact of multiple feeding cycles and the abiotic stresses 
imposed by the need to forage for blood when hosts are 
not protected by bed nets.
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Circadian clocks coordinate organisms’ activities with daily cycles in their
environment. Parasites are subject to daily rhythms in thewithin-host environ-
ment, resulting from clock-control of host activities, including immune
responses. Parasites also exhibit rhythms in their activities: the timing of
within-host replication by malaria parasites is coordinated to host feeding
rhythms. Precisely which host feeding-related rhythm(s) parasites align with
and how this is achieved are unknown. Understanding rhythmic replication
in malaria parasites matters because it underpins disease symptoms and
fuels transmission investment. We test if rhythmicity in parasite replication
is coordinated with the host’s feeding-related rhythms and/or rhythms
driven by the host’s canonical circadian clock. We find that parasite rhythms
coordinate with the time of day that hosts feed in both wild-type and clock-
mutant hosts, whereas parasite rhythms become dampened in clock-mutant
hosts that eat continuously. Our results hold whether infections are initiated
with synchronous orwith desynchronized parasites.We conclude that malaria
parasite replication is coordinated to rhythmic host processes that are indepen-
dent of the core-clock proteins PERIOD 1 and 2; most likely, a periodic nutrient
made available when the host digests food. Thus, novel interventions could
disrupt parasite rhythms to reduce their fitness, without interference by host
clock-controlled homeostasis.

1. Introduction
Biological rhythms are ubiquitous and allow organisms to maximize fitness by
synchronizing behaviours, physiologies and cellular processes with periodicity
in their environment. The value of coordinating with daily cycles in light/dark
(LD) and temperature in the abiotic environment has long been appreciated,
and the importance for parasites of coordinating with rhythms experienced
inside hosts and vectors (i.e. the biotic environment) is gaining recognition
[1–3]. For example, circadian rhythms in virulence enables the fungal pathogen
Botrytis cinerea to cope with rhythmic immune defences in plant hosts [4,5],
circadian control of macrophage migration provides incoming Leishmania
major parasites with more host cells to invade at dusk than dawn [6] and
host clocks control the ability of herpes and hepatitis viruses to invade cells
and to replicate within them [7,8].

Malaria (Plasmodium) parasites exhibit periodicity in their development
during cycles of asexual replication in red blood cells (the intra-erythrocytic
development cycle; IDC). No known clock genes have been identified in
Plasmodium genomes, but their gene expression patterns display some hall-
marks of an endogenous clock [9,10]. Explaining how and why malaria
parasites complete their IDC according to a particular schedule matters because
cycles of asexual replication are responsible for the severity of malaria symp-
toms and fuel the production of transmission forms, and coordination with
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author and source are credited.
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the rhythms of both host and vector enhances parasite fitness
[11–15]. Thus, insight into the IDC schedule may suggest
novel interventions to disrupt parasite replication. Indeed,
many antimalarial drugs have increased efficacy against
specific IDC stages [16] and IDC stage-specific dormancy
may facilitate parasite survival during antimalarial drug
treatment [17].

The IDC lasts 24 h (or multiples of 24 h, depending on the
species) and is characterized by progression through distinct
developmental stages at particular times of day. For example,
the timing of Plasmodium chabaudi’s IDC transitions coincide
with the time of day that murine hosts are provided with
food [18,19]. Specifically, parasites remain in early IDC
stages when hosts are fasting and complete the IDC at the
end of the feeding phase. The foundation for explaining
both why the IDC schedule benefits parasites and how it is
controlled lies in discovering which of the myriad of host
rhythms associated with the time of day that hosts feed
also associate with the timing of the IDC schedule. Here,
we use the rodent malaria parasite P. chabaudi to test whether
the IDC schedule is coordinated with a host rhythm(s) that is
driven by—or is independent of—the transcription–trans-
lation feedback loop (TTFL) that forms a major part of the
host’s circadian clock mechanism. The mammalian circadian
clock operates via a core TTFL (which we hereafter call the
core-TTFL clock) involving dimeric proteins that promote
the expression of other clock proteins as well as the inhibition
of themselves [20]. The feedback and degradation of these
proteins forms an oscillator that is entrained via external
daily stimuli (Zeitgeber, usually light) to keep the clock pre-
cisely tuned to environmental periodicity.

Core-TTFL clock-controlled processes undertaken by the
host include many metabolic pathways relevant to IDC pro-
gression. For example, CLOCK and BMAL1 are involved in
regulating blood glucose levels [21,22] and melatonin release,
which are both implicated in IDC completion [18,19,23].
Alternatively, the IDC schedule could simply be aligned to
the appearance of nutrients/metabolites made available in
the blood as a direct consequence of food digestion (i.e. via
processes not reliant on the host TTFL clock). Core-TTFL
clock-controlled, and TTFL-independent products of diges-
tion, could act in several non-mutually exclusive ways on
the IDC, including: (i) impacting directly on IDC progression
by providing essential resources for different IDC stages at
different times of day, (ii) providing time-of-day information
to the parasite to modulate its rate of development to maxi-
mize acquisition of such resources and (iii) act as a proxy
for the timing (phase) of another important rhythmic factor
that the parasite must coordinate with. Most of these scen-
arios, and most evidence to date [10–13,19,24], suggests the
parasite possesses an ability to keep time.

To probe how core-TTFL clock-controlled host rhythms
and host-feeding-related rhythms influence the IDC schedule,
we apply time-restricted feeding (TRF) protocols to wild-type
(WT) mice and clock-disrupted Per1–Per2 double knockout
mice (Per1/2-null) and compare the consequences for the
IDC schedule of P. chabaudi infections initiated with either
synchronous or desynchronized parasites. We hypothesize
that if the IDC is scheduled according to a host-feeding-
related rhythm alone, IDC completion will coincide with
host feeding in WT and in Per1/2-null mice with a feeding
rhythm (TRF), but that parasites become (or remain) desyn-
chronized in Per1/2-null mice allowed to feed continuously.

By contrast, if feeding rhythms influence the IDC schedule
via host TTFL-clock-controlled processes, parasites will only
become (or remain) synchronous in WT mice, because
they have both clocks and a feeding rhythm. We also test
whether infection of TTFL-clock-disrupted mice has fitness
consequences for both parasites and hosts. The mammalian
TTFL-clock controls many aspects of rhythmicity in immu-
nity [25], including the ability of leucocytes to migrate to
the tissues [26] and the ability of macrophages to release
cytokines [27]. Furthermore, rodents without functioning
Per2 lack IFN-γ mRNA cycling in the spleen (a key organ
for malaria parasite clearance) and have decreased levels of
pro-inflammatory cytokines in blood serum [28]. Thus, we
predict that parasites will achieve higher densities, and hosts
experience more severe disease, in Per1/2-null compared to
WT mice.

2. Methodology
To test if rhythmicity in parasite replication is coordinatedwith the
host’s feeding-related rhythms and/or rhythms driven by the
host’s canonical circadian clock, we performed two experiments.
First, we initiated infections with desynchronized parasites to
test whether a host feeding rhythm alone is sufficient to restore
synchrony and timing in the IDC (figure 1a). Second, we tested
whether the loss of rhythmic host feeding leads to desynchroniza-
tion of the IDC in infections initiated with synchronized parasites
(figure 1b).

(a) Parasites and hosts
Hosts were either WT C57BL/6 J strain or Per1/2-null clock-
disrupted mice previously backcrossed onto a C57BL/6 J
background for over 10 generations. Per1/2-null mice (kindly
donated by Michael Hastings, MRC Laboratory of Molecular
Biology, Cambridge, UK) derived from JAX strains #010831
(129S-Per1tm1Drw/J) and #010492 (129S-Per1tm1Drw/J) generated
by David Weaver (UMass Medical School, MA, USA) have an
impaired core-TTFL clock and exhibit no known circadian
rhythms in physiology and behaviour. For example, their loco-
motor activity is arrhythmic when placed in constant conditions,
such as constant darkness [29,30]. We housed all experimental
WT and Per1/2-null mice (8–10 weeks old) at 21°C in DD (continu-
ous darkness) ‘free-running’ conditions with constant dim red
LED light for three weeks prior to, and throughout the duration
of infections. This allowed sufficient time for the erosion of
residual (ultradian or unconsolidated) rhythms that can persist
when clock-disrupted mice enter DD conditions [29]. Note, we
housed donor mice in LD cycle conditions to generate synchro-
nous parasites for the initiation of experimental infections. As
the period (the time taken for a rhythm to complete one full
cycle) of our WT mice is very close to 24 h (23.8–23.9 h; electronic
supplementary material) when placed in DD, these mice exhibit
rhythms very similar to the LD conditions they were raised in.
Therefore, we define subjective day (rest phase) for WT mice
as 07.00–19.00 GMT and subjective night (active phase) as
19.00–07.00 GMT.

We fed all mice on a standard RM3 pelleted diet (801700,
SDS, UK) with unrestricted access to drinking water sup-
plemented with 0.05% para-aminobenzoic acid (to supplement
parasite growth, as is routine for this model system). All mice
were acclimatized to their feeding treatments (see below) for
three weeks before and throughout infections and housed indivi-
dually to avoid any influence of conspecific cage-mates on their
rhythms. On Day 0, we infected each mouse with 5 × 106

P. chabaudi (clone DK) parasitized red blood cells administered
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via intravenous injection. All procedures complied with the UK
Animals (Scientific Procedures) Act 1986 (PPL 70/8546).

(b) Experimental designs
WT mice and Per1/2-null mice experienced a TRF schedule (fed
for 10 h d−1) or had continuous access to food ad libitum. The
TRF mice remained in their cages during food provision and
removal, to minimize disturbance, and food was provided/
removed by changing the lid (which held the food) and sweeping
the cage for stray pellets at the times of removal.

Despite continuous access to food, WT mice followed their
normal free-running rhythms and fed primarily in their subjective
night (19.00–07.00 GMT). Whereas, WT TRF mice fed only in their
subjective day (09.00–19.00 GMT), causing temporal misalignment
between rhythms controlled by the suprachiasmatic nucleus (SCN)
and peripheral rhythms [19]. Per1/2-null TRF mice fed during the
day (09.00–19.00 GMT) only experienced rhythms resulting from a
set daily period of feeding (electronic supplementary material),
whereas ad libitumPer1/2-nullmicewere arrhythmic (electronic sup-
plementary material) due to continuous feeding. TRF feeding
regimesdonot cause caloric restrictionbecausemicearegivenunrest-
ricted access to food during their daily feeding window.

(c) Experiment 1: can desynchronized parasites restore
the intra-erythrocytic development cycle schedule in
hosts with a feeding rhythm?

We generated four treatment groups of n = 5 mice (figure 1a): (i)
WT ad libitum fed mice that naturally feed during subjective
night; (ii) WT TRF mice fed only during subjective day; (iii)
Per1/2-null mice fed ad libitum; and (iv) Per1/2-null TRF mice
fed during the day. We initiated infections in all mice with a
population of desynchronized parasites at 08.30 GMT by using
an inoculum of a 50 : 50 mix of parasites 12 h apart in their
IDC. Specifically, we mixed ring stages (donated from donors
in a 12 : 12 LD cycle) and late trophozoite stages (donated from
dark : light (DL) donors) (figure 1a).

(d) Experiment 2: do parasites lose intra-erythrocytic
development cycle synchrony in the absence of a
host feeding rhythm?

We generated three groups of n = 5 mice (figure 1b): (i) WT
TRF mice fed during subjective day; (ii) Per1/2-null TRF mice
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Figure 1. Experimental designs and predictions. Donor infections from mice housed in LD and/or DL were used to generate a desynchronized (a; ring stage +
trophozoite stage parasites) and synchronous (b; ring stage parasites only) inocula for initiating experimental infections. WT or Per1/2-null clock-disrupted mice were
given constant access to food (ad libitum) or fed on a TRF schedule in which food access was restricted to only 10 h d−1. These mice were used as hosts for
experimental infections and sampled every 4 h for 32 h on Day 5 and 6 PI. We predicted that desynchronized infections will become synchronous in mice in
which feeding is rhythmic (both WT groups and Per1/2-null TRF) but will remain desynchronized in the ad libitum fed Per1/2-null mice due to a lack of
host feeding rhythms. Furthermore, we expected the timing of parasites that become synchronous will match host feeding rhythms. Thus, parasites in WT ad
libitum fed mice will follow the opposite schedule to parasites in WT TRF and Per1/2-null TRF mice (a). For infections initiated with synchronous parasites,
we predicted that parasites will maintain synchrony in WT and Per1/2-null TRF groups and that the IDC schedule changes to match the timing of host feeding,
but that synchrony will decay in parasites in ad libitum fed Per1/2-null mice, which lack feeding rhythms (b). (Online version in colour.)
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fed during the day; and (iii) Per1/2-null with continuous (ad libi-
tum) access to food. We infected all mice with a population of
synchronous ring stage parasites early in the feeding period
(which is 12 h out of phase to when rings stages peak in control
infections (figure 1b)). Generating a mismatch between incoming
parasites and the recipient host’s feeding rhythm testswhether the
IDC becomes rescheduled to match the feeding rhythm in the TRF
groups. This avoids an outcome of the IDC being constrained and
unable to change schedule obscuring the importance of a host-
feeding rhythm, following the design in Prior et al. [19].

(e) Sampling and data collection
We sampled all experimental mice at 4-hourly intervals for 32 h
beginning at 08.00 (GMT) Day 5 to 16.00 Day 6 post-infection
(PI). Previous work [19] revealed that synchronous parasites in
infections initially mismatched to the host’s feeding rhythm by
12 h (as we do in Experiment 2) exhibit a rescheduled IDC
within 4 days. This phenomenon is verified here: the IDC
became rescheduled in the WT TRF mice fed during subjective
day (figures 2a and 3a). At each sampling point, we collected
blood from the tail vein and quantified each IDC stage from
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Figure 2. The IDC of desynchronized parasites becomes coordinated to host feeding-associated rhythms. Population cosinor model fits and data points from each
individual infection (Day 5–6 PI) (a). Amplitude (b) and phase in hours (GMT) (c) were calculated from cosinor model fits from each individual mouse (lighter
points) and then summarized as a mean ± s.e.m., points with error bars in (b), and circular mean ± s.d. point with dashed line and shading in (c). For amplitude
(b), effect sizes relative to the ‘WT ad libitum’ group are plotted on the lower axes as a bootstrap sampling distribution (mean difference ± 95% CI depicted as a
point with error bars). For all parts, infections in WT hosts are coloured orange and blue, and infections in Per1/2-null mice are coloured green and purple (n = 5 for
the WT and TRF groups, n = 4 for Per1/2-null ad libitum group). TRF indicates ‘time-restricted feeding’ with food only available for 10 h each day (feeding period
indicated above x axis in (a)). Grey shading in (c) represents active (dark shading; 19.00–07.00) and rest (light shading; 07.00–19.00) periods relative to WT mice in
DD. (Online version in colour.)

royalsocietypublishing.org/journal/rspb
Proc.R.Soc.B

287:20200347

4



thin blood smears, as is standard for measuring the IDC schedule
[10–13,19,24]. Specifically, we characterized stages by morpho-
logy, based on parasite size, the size and number of nuclei and
the appearance of haemozoin (as per [19,31]). We measured
red blood cell (RBC) densities at each sampling time by flow
cytometry (Z2 Coulter Counter, Beckman Coulter), and mouse
weights on Day 2 PI and Day 6 PI at 16.00 GMT. All procedures
were carried out in dim red LED light. Before infection, we
characterized rhythms in locomotor activity (movement around
the cage) and internal body temperature for all host genotype
and feeding regime combinations (electronic supplementary
material), and tested whether locomotor activity is a proxy for
feeding events (electronic supplementary material). Data were
analysed using Clocklab, CircWave, JTK_CYCLE and R (see
electronic supplementary material, for details).

3. Results
(a) Assumptions of the experimental designs
We first verified that WT mice exhibit rhythms in locomotor
activity and body temperature, and also confirmed arrhyth-
mic activity of Per1/2-null ad libitum fed mice (electronic
supplementary material, Methods, and figures S1–S3). We
then verified that locomotor activity can be used as a proxy

for feeding rhythms in Per1/2-null TRF mice (electronic
supplementary material, Methods and figure S4).

(b) Experiment 1: can desynchronized parasites restore
the intra-erythrocytic development cycle schedule
in hosts with a feeding rhythm?

We compared IDC rhythms in terms of synchronicity (ampli-
tude) and timing (phase) of the proportion of parasites
at ring stage (a morphologically distinct ‘marker’ stage
after which all other parasite stages follow in a predictable
manner) [19]. We do not estimate period due to the short
sampling window. By Day 5–6 PI, the IDC of parasites in all
WT mice and Per1/2-null TRF mice had become synchronized
and scheduled to coincide with host feeding rhythms
(figure 2a). Amplitude differed significantly between groups
(figure 2b; genotype : feeding_regime: F1,15 = 20.54, p < 0.001).
Specifically, parasites in Per1/2-null TRF mice had the highest
amplitudes (mean ± s.e.m.: 0.85 ± 0.08) followed by WT ad
libitum infections (0.75 ± 0.03), and then WT TRF infections
(0.59 ± 0.07), with Per1/2-null ad libitum infections (0.41 ±
0.09) exhibiting approximately half the amplitude of parasites
in hosts with feeding rhythms. Concomitantly, the timing of
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Figure 3. IDC synchrony is reduced in hosts without feeding-associated rhythms. Population cosinor model fits and data points from each individual infection (Day
5–6 PI) (a). Amplitude (b) and phase in hours (GMT) (c) were calculated from cosinor model fits from each individual mouse (lighter points) and then summarized
as a mean ± s.e.m., points with error bars in (b) and circular mean ± s.d. point with dashed line and shading in (c). For amplitude (b), effect sizes relative to the
‘WT TRF’ group are plotted on the lower axes as a bootstrap sampling distribution (mean difference ± 95% CI depicted as a point with error bars). For all parts,
infections in WT are coloured grey, and infections in Per1/2-null mice are coloured orange and blue (n = 5 for WT, n = 4 for TRF and n = 3 for Per1/2-null ad
libitum group). TRF indicates ‘time-restricted feeding’ with food only available for 10 h each day (feeding period indicated above x axis in (a)). Grey shading in (c)
represents active (dark shading; 19.00–07.00) and rest (light shading; 07.00–19.00) periods relative to WT mice in DD. (Online version in colour.)
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peak ring stage proportion was explained by a host genotype :
feeding regime interaction (figure 2c; electronic supplementary
material, table S3): peaking in WTmice at the end of the host’s
feeding window (circular mean ± s.d. (hours GMT): WT ad
libitum= 7.06 ± 0.35), and within 1–2 h of the end of the
host’s feeding window in TRF mice (WT TRF = 23.32 ± 0.27,
Per1/2-null TRF = 20.96 ± 0.61). Despite the severely dampened
rhythm, ring stages in ad libitum fedPer1/2-nullmice peaked at
19.47 GMT (±0.83). See electronic supplementary material, for
CircWave model fits, results from JTK_CYCLE, and mean
effect sizes.

We also assessed whether anaemia and parasite perform-
ance varied between WT and Per1/2-null mice. Neither host
genotype, feeding regime or their interaction significantly
affected RBC loss (genotype : feeding_regime: F1,16 = 0.27,
p = 0.61; host genotype: F1,17 = 1.95, p = 0.18; feeding regime:
F1,18 = 0.16, p = 0.70), with hosts losing an average of 2.50 ±
0.18 s.e.m. × 109ml−1 RBCs during the sampling period (elec-
tronic supplementary material, figure S5a and table S4).
By contrast, host genotype had a significant effect on maxi-
mum parasite density (F1,18 = 12.86, p = 0.002) in which
parasites infecting WT hosts achieved maximum densities
approximately 40% higher than parasites infecting Per1/2-
null mice (mean ± s.e.m. × 109ml−1: WT = 1.69 ± 0.08, Per1/
2-null = 1.22 ± 0.10; electronic supplementary material, figure
S5b and table S4). Neither feeding regime (F(1,17) = 0.24, p =
0.63) nor its interaction with host genotype (F1,16 = 0.36, p =
0.56) had an effect on maximum parasite density.

(c) Experiment 2: do parasites lose intra-erythrocytic
development cycle synchrony in the absence of a
host feeding rhythm?

By Day 5–6 PI, the IDC of parasites in TRF mice had resched-
uled to coincide with host feeding rhythms (figure 3a)
verifying that sufficient time had been allowed for the IDC
schedule to respond to the different perturbations of host
TTFL-clock and feeding rhythms across treatment groups.
IDC synchrony differed significantly between treatment
groups (figure 3b; F2,9 = 91.40, p < 0.001), remaining high in
TRF mice and dampening in Per1/2-null ad libitum mice.
Specifically, ring stage amplitudes in TRF mice (mean ±
s.e.m.: WT TRF = 0.96 ± 0.04, Per1/2-null TRF = 0.90 ± 0.02)
were more than 50% higher than amplitudes for ring stages
in Per1/2-null ad libitum mice (0.39 ± 0.02). In addition, the
timing of the IDC varied across treatment groups (figure 3c;
electronic supplementary material, table S3). Ring stages
in TRF mice peaked 4 h after their host’s feeding window
(circular mean ± s.d. (hours GMT); WT TRF = 22.92 ± 0.22,
Per1/2-null TRF = 23.01 ± 0.22), whereas ring stages with
dampened rhythms in Per1/2-null ad libitum mice peaked
8 h earlier than in TRF groups (17.66 ± 0.24). See electronic
supplementary material, for CircWave model fits, results
from JTK_CYCLE, and mean effect sizes.

In contrast with infections initiated with desynchronized
parasites, RBC loss varied across treatment groups of infec-
tions initiated with synchronous parasites (F2,11 = 23.62, p <
0.001; electronic supplementary material, figure S6a and
table S4). WT TRF mice lost the most RBCs (30–57% more
than both groups of Per1/2-null mice), and ad libitum fed
Per1/2-null mice lost 20% more RBCs than their Per1/2-null
TRF counterparts (mean RBC loss ± s.e.m. × 109 ml−1: WT

TRF = 3.57 ± 0.13, Per1/2-null TRF = 2.28 ± 0.15, Per1/2-null
ad libitum = 2.73 ± 0.13). As we found for infections initiated
with desynchronized parasites, maximum parasite density of
infections initiated with synchronous parasites also varied
across treatment groups (F2,11 = 4.40, p = 0.04). Parasites in
WT TRF hosts achieved maximum parasite densities 24%
higher than parasites in both groups of Per1/2-null mice
(mean max. density ± s.e.m. × 109ml−1: WT TRF = 1.89 ± 0.11,
Per1/2-null = 1.51 ± 0.07; electronic supplementary material,
figure S6b and table S4).

4. Discussion
Our results demonstrate that timing and synchrony of the
malaria parasite P. chabaudi’s IDC is not dependent on
rhythms driven by the core-TTFL clock of hosts, and that
parasites establish an IDC schedule in hosts with only
rhythms associated with feeding. Our first experiment
revealed that parasites within infections initiated with desyn-
chronized parasites became synchronized in hosts with a
feeding rhythm, and these infections exhibited a similar
timing (reaching an average peak ring stage proportion of
86% within an hour after the feeding window ends). Further-
more, in ad libitum fed clock-disrupted hosts, which feed in
many small irregular bouts across each 24 h period, the IDC
remained desynchronized (ring stage proportion remaining
at around 50% across all sampling points). Consistent with
these phenomena, our second experiment revealed that the
IDC of parasites in infections initiated with synchronous
parasites remained synchronous and became coordinated to
the timing of host feeding but only in hosts with feeding
rhythms. Whereas in ad libitum fed clock-disrupted mice,
the IDC rhythm became dampened (peak in ring stages
dropping from approx. 100% to approx. 75%). Put another
way, both experiments show that an IDC schedule emerges
in hosts with a feeding rhythm independently of the host’s
core-TTFL clock, and the IDC rhythm is dampened in hosts
without a feeding rhythm. We expect our findings to general-
ize across strains, given the similarities in the IDC schedules
observed in this study and in Hirako et al. [18] and Prior et al.
[31] which used different strains of P. chabaudi.

While the IDC rhythm of synchronous parasites inocu-
lated into ad libitum fed clock-disrupted mice became
dampened, it did not become fully desynchronized. There
are two non-mutually exclusive reasons for this. First, there
are likely to be developmental constraints acting on the dur-
ation of each IDC stage and the overall IDC length,
independent of the influence of any host scheduling forces
or parasite time-keeping abilities. If the minimum and maxi-
mum duration of the IDC is close to 24 h, or stage durations
are similarly constrained, natural variation in IDC duration
will take more cycles to fully erode synchrony than allowed
in our experiment [32]. Determining how many cycles it
will take a population of parasites to fully desynchronize is
complex because the rate will be obscured by changes in den-
sity [33]. Thus, without sophisticated modelling that accounts
for infection dynamics, it is difficult to determine whether
desynchronization of the IDC, when hosts are in constant
conditions, is due to a free-running oscillator belonging to
the parasite [9]. Second, even in completely asynchronous
infections, the expansion of parasite number due to each
asexual stage replacing itself with multiple progeny can
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generate the illusion of strong synchrony [33]. We also
observed different degrees of synchrony across infections in
which parasites became or remained synchronous. This
could be due to a combined influence of multiple host
rhythms on the IDC schedule, including minor contributions
from non-feeding rhythms. For example, the decoupling of
SCN-driven and peripheral rhythms in the WT TRF mice
could impose conflicting timing information on the IDC
compared to parasites in WT ad libitum fed mice who
experienced better-aligned host rhythms. Furthermore, such
conflict would not occur in the TRF clock-disrupted mice,
in which only food-associated rhythms are present.

Why should a rhythm(s) associated with host feeding set
the schedule for the parasite IDC? Food digestion provides
glucose, for example, to the host and parasite, and blood
glucose concentration follows a daily rhythm in hosts mount-
ing immune responses [18]. Glucose tolerance changes
during the day in a circadian manner and behavioural factors,
such as host activity, feeding and fasting, strongly affect glu-
cose metabolism. However, glucose regulation is a complex
and tightly controlled process, achieved via the antagonistic
effects of the hormones insulin and glucagon, and involves
the contribution of several different organs (liver, pancreas)
to dampen perturbations due to feeding and fasting. This
makes it difficult to separate the contributions of host
TTFL-clock-dependent and -independent processes on daily
rhythms in glucose concentration [34]. In addition to glucose,
IDC completion relies on other nutrients from the host’s food,
including amino acids essential for protein synthesis [35], pur-
ines (in particular hypoxanthine) for nucleic acid synthesis and
lysophosphatidylcholine, for various processes such as cell
membrane production [36]. Metabolomics-around-the-clock
studies may help determine which rhythm(s) related to host
feeding influences the IDC schedule.

Our results suggest that a product of food digestion sche-
dules the IDC, supporting those of Prior et al. [19] and Hirako
et al. [18], yet—at first glance—apparently contradicting two
experiments, relating to food intake and infection of TTFL-
clock disrupted mice, respectively, in Rijo-Ferreira et al. [10].
First, the food intake experiment in Rijo-Ferreira et al. [10]
aimed to test if the act of eating itself schedules the IDC.
They infected WT mice housed in LD cycles, thus despite
food provision being spread evenly throughout the day and
night, these hosts retained their nocturnal lifestyle, including
undergoing the bulk of metabolism at night. In keeping with
nocturnal rhythms, hosts whose food was spread evenly
throughout the day and night seem to eat more pellets at
night (higher night-time versus day-time mean in fig. 3C in
Rijo-Ferreira et al. [10]). Second, like our design, Rijo-Ferreira
et al. [10] gave TTFL-clock disrupted mice (Cry1/Cry2 null)
food ad libitum and housed them in constant darkness, yet
they found IDC rhythms (in infections started with synchro-
nous parasites) remained strong. Rijo-Ferreira et al.’s [10] mice
were kept in LD cycles until the point of infection which may
allow residual rhythms generated by masking to persist for
the first few days of infection. Indeed, when these TTFL-
clock disrupted hosts are housed in constant darkness for a
week before infection, IDC rhythms do become dampened
(fig. 4L in Rijo-Ferreira et al.) [10].

While our experiments rule out a role for host TTFL-
clock-driven rhythms in the IDC schedule, many host
processes are rhythmic in clock-disrupted mice. For example,
liver genes in clock-disrupted mice express rhythmicity

simply as a result of TRF protocols [37–40]. It is unclear to
what extent this is due to a host endogenous oscillator inde-
pendent of canonical TTFL-clock genes, such as that driving
food anticipatory activity (FAA) [41–43]. Our study was not
designed to quantify FAA, but nonetheless, our TRF fed
clock-disrupted mice do exhibit behaviour consistent with
FAA. Specifically, we observe a rise in body temperature
and activity in anticipation of the 09.00 GMT feeding
events (1–2 h before feeding; electronic supplementary
material, figure S3). The precise mechanisms underpinning
FAA rhythms are not fully understood, but they are thought
to be independent of light-entrained oscillators and may
use inputs such as levels of the ‘hunger hormone’ ghrelin, or
insulin for entrainment [44]. Thus, it remains possible that
the IDC schedule is aligned to the downstream consequences
of such an oscillator. Similarly, daily oxidation–reduction
rhythms exist within mammalian RBCs independent of a
TTFL clock [45], are evolutionarily conserved [46] and may
be linked to cellular flux in magnesium ions [47]. Recent
work suggests that these rhythms are unlikely to impact on
development during the IDC [9,24], but this is yet to be
formally tested.

For small mammals, body temperature rhythms are
influenced by a combination of the TTFL-clock, metabolism
and locomotor activity. Almost all mice in which the IDC
became or remained highly synchronous exhibited tempera-
ture rhythms to some extent (electronic supplementary
material, figures S1–S3). Temperature rhythms can entrain
host cells (including RBCs) and other parasites (e.g. Trypano-
soma brucei) [48], and malaria parasites do respond to
temperature change (e.g. to initiate gametogenesis when
taken up by ectothermic mosquitoes) [49,50]. However, it is
unlikely that the IDC schedule is aligned to a temperature
rhythm. For example, Prior et al. [19] reveal inverted IDC
rhythms in day- and night-fed mice, but host temperature
rhythms are not inverted. More generally, temperature
could only provide time-of-day resolution of 12 h and the
IDC schedule is more precise than, for example, completion
‘occurring at any point during the host’s warm phase’. Alter-
natively, parasites may use a sharp change in temperature to
determine time of day; however, multiple sharp temperature
rises and drops exist throughout the day (electronic sup-
plementary material, figure S3b) which suggest temperate
change is also an unreliable indicator for time of day. A sol-
ution to this could be that only certain IDC stages are
sensitive to temperature (so, misleading temperature changes
are ignored), but if this were the case then parasites in infec-
tions mismatched to host rhythms (the WT and Per1/2-null
TRF in both experiments presented here and in [11–13,19])
would not become rescheduled.

We also used our data to test whether parasite perform-
ance is enhanced in clock-disrupted hosts, potentially due
to lack of regulation/coordination of TTFL-clock-controlled
immune responses [25,28]. However, we find that the maxi-
mum parasite density is approximately 25–40% (across both
experiments) lower in infections of clock-disrupted compared
to WT hosts. Clock-disruption might reduce the ability of
hosts to process and metabolize food efficiently, making
these hosts a poorer resource for parasites. For example,
PER1 and PER2 have a regulatory role in the circadian control
of haem synthesis [51], with haemoglobin catabolism provid-
ing a primary source of amino acids for parasites, and loss of
PER2 is implicated in making RBCs more susceptible to
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oxidative stress, decreasing levels of ATP and shortening
RBC lifespan [52]. Further, clock-disruption affects host
nutrition via an interplay with microbiota [53]. Parasite
performance is linked to host nutrition because caloric restric-
tion leads to reduced parasite densities [54]. However, if
either clock disruption and/or our time-restricted-feeding
regime caused caloric restriction, we would expect this to
manifest as clock-disrupted mice—especially in the TRF
group—as having the lowest weights or the greatest weight
loss. By contrast, clock-disrupted TRF mice were the heaviest
in experiment 1 and clock-disrupted ad libitum fed mice lost
the most weight in Experiment 2 (electronic supplementary
material, table S5). Another, non-mutually exclusive, possi-
bility is that the IDC becomes rescheduled faster in WT
mice, and the faster that parasites can reschedule, the lower
the fitness costs of being uncoordinated with the host’s feed-
ing rhythm. However, that parasite performance does not
differ between infections remaining/becoming desynchro-
nized versus synchronous within the same type of host (i.e.
Per1/2-null) suggests either that there are no major costs to
parasites of being desynchronized or that it is advantageous
for them to match the degree of rhythmicity of their host.
While the costs of virulence, as measured by weight loss,
do not appear to differ between WT and clock-disrupted
hosts, the findings for RBC loss are more complicated
(and do not clearly mirror maximum parasite densities). No
significant difference between feeding regimes or host geno-
types was detected when infections were initiated with
desynchronized parasites. But, in infections initiated with
synchronous parasites, WT hosts became the most anaemic
and clock-disrupted hosts with a feeding rhythm lost the
fewest RBCs. Further work is needed to establish whether a
loss of canonical clock regulation affects the ability of hosts
to control or tolerate parasites.

5. Conclusion
The schedule (timing and synchrony) of the malaria parasite’s
IDC is not reliant on a functioning host core-TTFL clock. The
speed with which the IDC schedule changes, its precision
and the modest initial loss of parasite number involved in
rescheduling [12] along with parasite control of IDC duration
[24] suggest the parasite is actively aligning certain develop-
mental stages with host feeding rhythms to take advantage
of periodicity in a resource(s) it must acquire from the host’s
food processing. Recent studies suggest that IDC rhythms dis-
play a hallmark of a circadian clock [9,10], but other criteria
(temperature compensation and entrainment) are yet to be
met. Whatever the parasites’ method of time-keeping, our
data suggest it uses a signal stemming from the host’s proces-
sing of food as a Zeitgeber or timing cue. Our data also
highlight a complex interplay between host rhythms, features
of the IDC schedule, parasite fitness (as approximated by
maximum density) and disease severity. Unravelling these
complexities may reveal interventions that minimize disease
severity and improve recovery, while reducing parasite fitness.
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Abstract 

Background: Daily periodicity in the diverse activities of parasites occurs across a broad taxonomic range. The 
rhythms exhibited by parasites are thought to be adaptations that allow parasites to cope with, or exploit, the con-
sequences of host activities that follow daily rhythms. Malaria parasites (Plasmodium) are well-known for their syn-
chronized cycles of replication within host red blood cells. Whilst most species of Plasmodium appear sensitive to the 
timing of the daily rhythms of hosts, and even vectors, some species present no detectable rhythms in blood-stage 
replication. Why the intraerythrocytic development cycle (IDC) of, for example Plasmodium chabaudi, is governed by 
host rhythms, yet seems completely independent of host rhythms in Plasmodium berghei, another rodent malaria spe-
cies, is mysterious.

Methods: This study reports a series of five experiments probing the relationships between the asynchronous IDC 
schedule of P. berghei and the rhythms of hosts and vectors by manipulating host time-of-day, photoperiod and feed-
ing rhythms.

Results: The results reveal that: (i) a lack coordination between host and parasite rhythms does not impose appreci-
able fitness costs on P. berghei; (ii) the IDC schedule of P. berghei is impervious to host rhythms, including altered pho-
toperiod and host-feeding-related rhythms; (iii) there is weak evidence for daily rhythms in the density and activities 
of transmission stages; but (iv), these rhythms have little consequence for successful transmission to mosquitoes.

Conclusions: Overall, host rhythms do not affect the performance of P. berghei and its asynchronous IDC is resistant 
to the scheduling forces that underpin synchronous replication in closely related parasites. This suggests that natural 
variation in the IDC schedule across species represents different parasite strategies that maximize fitness. Thus, subtle 
differences in the ecological interactions between parasites and their hosts/vectors may select for the evolution of 
very different IDC schedules.

Keywords: Periodicity, Synchrony, Circadian rhythm, Feeding timing, Intraerythrocytic development cycle, Asexual 
replication, Gametocyte, Transmission, Fitness
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Background
Biological rhythms are a ubiquitous feature of life that 
enable organisms to coordinate with environmental 
rhythms, such as those caused by the Earth’s rotation 
(‘circadian’ rhythms). Parasites from diverse taxa cou-
ple their activities to daily rhythms in the within-host 
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environment, the activity patterns of hosts and vectors, 
as well rhythms in the abiotic environment [1, 2]. Some 
rhythmic activities are thought to enhance transmission, 
such as rhythms in the migration of filarial worm larvae 
(Wuchereria bancrofti) from the host’s deep tissues to the 
peripheral blood capillaries at the time-of-day its vector 
forages for blood [3], and the coccidian parasite Isospora 
turdi, sheds at the time-of-day that minimizes mortal-
ity from UV exposure [4]. Other rhythmic activities 
are thought to enable parasites to cope with challenges 
imposed by, and exploit opportunities provided by, 
rhythms in the within-host environment. For example, 
Botrytis cinerea, a fungal pathogen of Arabidopsis thali-
ana, has canonical clock (transcription–translation-feed-
back-loop) controlled rhythms in virulence that enable it 
to overwhelm hosts defenses when they are upregulated 
in the evening [5, 6]. Similarly, Trypanosoma brucei uses 
a clock of unknown components to control gene expres-
sion of over two hundred of its genes, potentially allow-
ing it to coordinate its metabolism with that of the host 
[7].

Malaria parasites are renowned for their rhythmicity, 
for example, the species of parasite infecting a patient 
can be diagnosed from the regularity of fevers [8]. Fevers 
are caused by the synchronous bursting (schizogony) 
of asexually replicating blood stage parasites when they 
complete an intraerythrocytic development cycle (IDC). 
Human malaria parasites have IDC durations of 24, 48, 
and 72  h and so, cause fever with matching periodic-
ity. The rodent malaria parasite species Plasmodium 
chabaudi also exhibits a synchronous IDC (lasting 24 h) 
and schizogony is timed to coincide with processes 
related to the host’s daily feeding pattern [9–11]. Specifi-
cally, IDC completion coincides with the appearance of 
the amino acid isoleucine in the blood (as a product of 
the host digesting its food), which is a nutrient the para-
site must acquire from the host’s food [12]. Scheduling 
the IDC around the availability of necessary resources is 
consistent with the observation that experimentally mis-
matching the IDC with host circadian rhythms (which 
dictates host activity and foraging rhythms) results in 
the disruption of important cellular processes, and a loss 
of both asexual stages and gametocytes [1, 13–15]. Fur-
thermore, the IDC schedule determines gametocyte age 
at the time-of-day the mosquito vector forages for blood 
[16] and gametocytes exhibit time-of-day variation in 
their infectiousness to mosquitoes [17]. For P. chabaudi, 
it appears that by completing the IDC at night—the time-
of-day that nocturnal rodents forage—asexual replication 
is most successful and gametocytes are also at their most 
infective age when vectors blood feed [17, 18].

Despite the benefits of an IDC in which para-
sites develop synchronously and transition between 

developmental stages at particular times of day, not all 
malaria parasite species are synchronous. Specifically, 
two of the four rodent malaria parasites, Plasmodium 
berghei and Plasmodium yoelii, have IDCs that are not a 
multiple of 24 h (21–23 h [19–21] and 18 h, respectively 
[22]), and are developmentally asynchronous, with 
all IDC stages occurring simultaneously in the blood 
throughout the host’s circadian cycle (Fig.  1). Whilst 
the IDC schedules of P. berghei and P. yoelii are well-
studied, observations suggest an asynchronous IDC 
occurs in some parasite species of birds [23] and liz-
ards [24], suggesting it is a taxonomically diverse trait. 
Whether an infection exhibits synchronous or asyn-
chronous replication is not dictated purely by the host 
because, for example, the opposing IDC schedules of P. 
berghei and P. chabaudi are apparent when each species 
infects the same age, sex, and strain of laboratory mice. 
This observation, coupled with recent discoveries of 
parasite control of the IDC schedule [25–27] suggests 
the degree of synchrony and the timing of the IDC are 
at least in part controlled by parasites. If so, it raises the 
possibility that a synchronous or asynchronous IDC are 
different parasite strategies that have evolved by natu-
ral selection because they enhance parasite fitness [18]. 
Synchronous or asynchronous replication is unlikely to 
have evolved as a consequence of abiotic environmental 
differences because P. berghei and P. yoelii are found in 
different climates (P. berghei in the cool African high-
lands, P. yoelii in the warmer lowlands) [28]. Nor is it 
likely to be imposed by the mosquito vector as both the 
synchronous Plasmodium vinckei and the asynchro-
nous P. berghei have been isolated from the same spe-
cies of mosquito (Anopheles dureni millecampsi) [28]. 
Notably, P. berghei and P. yoelii prefer to infect reticulo-
cytes whereas P. chabaudi is a generalist and P. vinckei 
is restricted to normocytes [28]. However, it is unlikely 
that red blood cell age preference imposes selection for 
a synchronous or asynchronous IDC for several rea-
sons. First, the human malarias P. vivax and to a lesser 
extent P. falciparum, prefer reticulocytes but are pre-
dominantly synchronous [29, 30]. Second, reticulocytes 
are released into the blood in a circadian manner [31] 
so a synchronous IDC intuitively appears the best way 
to exploit reticulocytes. Third, Deharo et al. [21] do not 
find that invasion of normocytes or reticulocytes affects 
the IDC schedule of P. berghei. Explaining the evolution 
of a synchronous or asynchronous IDC requires knowl-
edge of whether asynchronous species benefit from 
this style of IDC, and so asynchrony is an adaptation 
(i.e. confers fitness benefits), or whether asynchronous 
replication is costly but these species are governed by 
a constraint preventing them from synchronizing their 
IDC.
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Here P. berghei (strain ANKA) is used as a model for 
asynchronous malaria parasites. It is well known that 
synchronized infections of P. berghei can be gener-
ated via laboratory methods (e.g. inoculations of pure 
merozoites [21]) but synchrony is rapidly lost within a 
few cycles [20]. Intriguingly there are reports of syn-
chronous P. berghei experimental infections in ground 
squirrels (with schizogony occurring at the start of 
the active, feeding, period which is the inverse of the 
schedule of P. chabaudi) [18, 32] and in infections 
of laboratory mice in which hosts were subjected to 
“summer-like” lighting conditions (extended light hours 
with wide wavelength light) [33, 34]. Mammalian host 
physiological responses to summer photoperiods are 
thought to be controlled by the pineal gland [33], a reg-
ulator of host hormones such as melatonin, which has 
been implicated in modulating the rate of IDC devel-
opment for synchronous species [35]. Based on these 
observations and knowledge of the ecological factors 
governing the IDC schedule of P. chabaudi, a series of 
five experiments were carried out to test whether IDC 
of P. berghei can be influenced by host rhythms and if 
asynchronous replication has fitness consequences. The 
experiments asked the following questions:

1. Does the time-of-day of blood stage infection affect 
the densities of asexual stages and gametocytes of P. 
berghei?

2. Does the IDC of P. berghei become synchronized in 
response to changes in photoperiod?

3. Do host feeding rhythms influence the IDC schedule 
of P. berghei?

4. Are there time-of-day differences in the circulating 
densities of gametocytes of P. berghei?

5. Are there time-of-day differences in P. berghei infec-
tivity to mosquitoes?

Methods
Parasites, hosts, and vectors
Hosts were either wild type (WT) MF1 mice (experi-
ments 1, 2, 4, 5) or Per1/2-null clock-disrupted mice 
previously backcrossed onto a C57BL/6J background for 
over 10 generations (experiment 3), all sourced from in-
house breeding colonies. PERIOD 1 (PER1) and PERIOD 
2 (PER2) are essential components of the core circadian 
clock (i.e. the transcription–translation-feedback-loop, 
TTFL) and Per1/2-null mice are arrhythmic when placed 
in constant darkness [36, 37]. All experimental mice 

a b

Fig. 1 Plasmodium berghei has an asynchronous IDC. Figure created from data in O’Donnell 2019 [49]. The proportion of parasites at each IDC stage 
does not differ significantly between morning (10:00 UTC; ZT3) and evening (20:00 UTC; ZT13), χ2

4
 = 5.83, P = 0.21. Shown in (a) are median parasite 

stage proportions (black line) and 25–75 percentiles, with whiskers 1.5 times the interquartile range and dots representing outliers. Shown in (b) 
is the mean parasite stage proportion. Note, rings, early trophozoites (troph) and mid trophozoites compose the majority of stages observed in 
peripheral blood, with late trophozoites and schizonts present but in reduced numbers due to sequestration to deep tissues [3, 49, 50]. Infections 
(n = 6) were sampled on Day 5 PI from wild type MF1 mice in a standard 12 h light: 12 h dark photoperiod
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were males, 8–10 weeks old, housed at 21 °C, and given 
unrestricted access to drinking water supplemented with 
0.05% para-aminobenzoic acid (to supplement para-
site growth, as is routine for this model system). Mice 
in experiments in which host light–dark and/or feed-
ing schedules were altered (experiments 1, 2, 3) were 
entrained for at least 2  weeks prior to, and throughout 
the duration of infections. Plasmodium berghei (strain 
ANKA) was used to initiate all infections.

Parasites were administered via intraperitoneal injec-
tion (IP) at a dose of 1 × 106 parasitized red blood cells 
(RBC) (experiments 1–4) or 1 × 105 parasitized RBC 
(experiment 5). Infections were monitored by staining 
thin blood smears with 20% Giemsa for 20 min and asex-
ual stages, gametocytes, IDC stage distributions (experi-
ments 2 and 3) and gametocyte sex (experiment 4) were 
quantified via microscopy. Red blood cell densities were 
quantified using a Beckman Coulter Z2 particle counter. 
All infections were terminated on day 6 post infection 
(PI) to prevent host mortality due to complications from 
cerebral malaria. Parasites in all experiments were from 
same lineage recently transmitted through mosquitoes 
and cryopreserved within 1–2 passages of each other. 
Parasite stocks were then expanded in donor hosts before 
being used to initiate experimental infections. The IDC of 
P. berghei is asynchronous from frozen stocks and regard-
less of the number of passages between hosts.

Anopheles stephensi mosquitoes (experiment 5) were 
maintained under standard insectary conditions of 
27 ± 1  °C, 70% humidity and 12  h light: 12  h dark pho-
toperiod [lights on 07:00: lights off 19:00 UTC (Coor-
dinated Universal Time)]. Female mosquitoes were 
randomly allocated to 2L holding cages (85 females per 
cage) and starved of fructose solution for 24  h before 
their blood meals. Each cage was exposed to an anaesthe-
tized mouse for 30 min, all mosquitoes were able to blood 
feed until satiated and unfed females were removed from 
the cages (< 5 per cage in all cases). After feeding, mos-
quitoes were housed in incubators (humidity 60 ± 5%) at 
20.5 ± 0.5 °C and 12 h light: 12 h dark photoperiod.

Experimental designs and data collection
Experiment 1: do host rhythms have fitness consequences 
for P. berghei?
This experiment tested whether the IDC of P. berghei 
aligns in a cryptic way with host rhythms in a manner 
beneficial to it, by comparing the performance of para-
sites in experimental infections stemming from donor 
hosts with either the same phase (timing) of host and 
parasite rhythms, or a 12  h difference. Experimental 
WT mice (n = 15 per treatment) were kept in a stand-
ard (lights on 07:00: lights off 19:00 UTC) or reverse 
photoperiod (lights off 07:00: lights on 19:00). On day 0 

PI (08:00 UTC), parasites originating from donor mice 
housed in the standard photoperiod were used to simul-
taneously infect mice in both the standard and reverse 
photoperiods. This created a group of infections in which 
inoculated parasites entered hosts at the same time 
(phase) in their daily rhythms as the donor host they were 
collected from (‘matched’ parasites), and another group 
in which parasites entered hosts at the opposite phase to 
their donor host (‘mismatched’ parasites). All mice were 
sampled daily, from days 2–6 post infection (PI) at 10:00 
UTC to quantify asexual and sexual (gametocytes) stage 
densities.

Experiment 2: does the IDC become synchronous in long 
days?
Experiment 2 tested Arnold’s [34] observation that the 
IDC of P. berghei becomes synchronous in long days. If 
photoperiod generates a highly synchrony IDC, at any 
point in the day, infections in long-day hosts (18 h light: 
6 h dark) will be more synchronous (i.e. one stage domi-
nating the stage composition) compared to infections in 
hosts experiencing a standard photoperiod (12  h light: 
12 h dark), following [34]. Even synchronization for only 
part of the IDC should result in a different IDC stage dis-
tribution to parasites infecting hosts in the standard pho-
toperiod. WT mice (n = 5 per treatment) were housed in 
an 18:6 schedule (lights on 16:00; lights off 10:00 UTC). 
On day 0 PI, infections were initiated from donor mice 
experiencing the same long-day photoperiod as recipient 
hosts. On day 6 PI (after 6–7 cycles) mice were sampled 
at 09:00 UTC and parasites were allocated into 5 mor-
phologically distinct IDC stages (as per Prior et al. [11]). 
These data were compared to previous data from the 
same Zeitgeber time (ZT17) and the same UTC (09:00), 
but from hosts housed in a standard 12:12 photoperiod 
(lights on 07:00; lights off 19:00). These historical infec-
tions involved the same mouse and parasite strains, start-
ing dose and sampling days PI, as the long-day infections. 
Note, the IDC of P. chabaudi becomes fully rescheduled 
to align with host rhythms after perturbations to the 
phase relationship between host and parasite within 7 
cycles so, on top of the 5 cycles in the donor host, this 
design gave the IDC of P. berghei ample opportunity to 
adjust to a long-day schedule.

Experiment 3: can host feeding‑associated rhythms 
influence the IDC schedule?
This experiment tested whether the IDC schedule of P. 
berghei can be perturbed by altering the time-of-day that 
hosts feed [9–11]. TTFL-clock disrupted mice housed 
in constant darkness were used as hosts to ensure that 
parasites only experienced rhythms stemming from host 
feeding-related rhythms. If host feeding-related rhythms 
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influence P. berghei in the same manner as P. chabaudi, 
the IDC of P. berghei will become synchronous and schiz-
ogony will occur during the second half of the window in 
which hosts feed. Per1/2-null (n = 4 per treatment) mice 
were housed in DD (continuous darkness) with constant 
dim red LED light. Hosts had access to food constantly 
(all-day fed) or only during a window of 8 h per day (food 
in 09:00/food out 17:00 UTC; time restricted fed; TRF). 
Note, TRF protocols do not lead to caloric restriction or 
a loss in body mass [10]. Food was provided/removed by 
changing the cage lid and sweeping the cage for stray pel-
lets at the times of removal and mice in the all-day fed 
group experienced the same disturbance. On days 5–6 
PI, parasites were sampled from 12:00 UTC every 4 h for 
28  h. Both the number of parasites at ring-trophozoite 
stage (“rings”) and the total observed were recorded.

Experiment 4: do transmission traits show time‑of‑day 
variation?
This experiment probed for rhythmicity in reproductive 
traits that underpin transmission, specifically gameto-
cyte density, exflagellation rate and ookinete density. WT 
mice (n = 5) experienced a standard photoperiod (lights 
on 07:00; lights off 19:00 UTC). On day-2 PI, mice were 
treated with a 30 mg/kg dose of phenylhydrazine hydro-
chloride (PHZ) via IP injection to induce reticulocyto-
sis and promote gametocyte conversion [38]. On days 5 
and 6 post infection, parasites were sampled from each 
infection at 08:00 UTC (ZT1) and then every 4 h for 24 h. 
At each sampling point, 2 µl blood samples were diluted 
in 100  µl ookinete culture media (RPMI-1640 medium 
containing 10% fetal calf serum, pH 8). After 10  min, a 
0.3  µl sub-sample was observed on a haemocytometer 
and the number of exflagellation events counted over 
10 min. At each sampling point, gametocytes were sexed 
(determined by colour and morphology) and their densi-
ties quantified via thin blood smear. Finally, at each sam-
pling point, a second 2  µl blood sample was diluted in 
200 µl ookinete culture media, incubated for 24 h at 19 °C 
and the number of ookinetes in a 0.3 µl sub-sample was 
counted using a haemocytometer. Exflagellation events 
and ookinete counts were normalized between samples 
(exflagellations per male and ookinetes per female) by 
dividing the counts by the number of male/female game-
tocytes in the 0.3  µl culture sample they were derived 
from (gametocytaemia × (RBC density per ml × sample 
volume)).

Experiment 5: are oocyst densities influenced 
by the time‑of‑day of transmission?
Plasmodium chabaudi demonstrates time-of-day vari-
ation in infectivity, likely as a consequence of the IDC 
schedule dictating the age range of gametocytes at 

the time of transmission [17]. This experiment tested 
whether P. berghei also displays time-of-day variation in 
infectivity to mosquitoes. If rhythmicity in transmission 
traits exists and is adaptive (i.e. benefits fitness), parasites 
transmitted at night are predicted to be more success-
ful. Mosquito cages (6 cages per treatment), each hous-
ing 85 female mosquitoes, were randomly allocated to 
receive blood meals from infected mice (n = 6 per treat-
ment) experiencing their morning (10:00 UTC; ZT3) or 
evening (20:00 UTC; ZT13) on day 6 PI. This created two 
groups of infections that varied by time-of-day, for all 
parties. On day 14 post blood meal, 15 mosquitoes per 
cage were assessed for oocyst prevalence. Specifically, 
midguts were dissected, stained for 2 min in 0.5% mercu-
rochrome, washed in PBS and the number of oocysts per 
midgut counted via microscopy. Circulating gametocyte 
densities were determined by thin blood smear just prior 
to mosquitoes feeding on each host.

Data analysis
The effects of time-of-day, light:dark photoperiod, and 
host feeding regime on parasite densities and IDC stage 
proportions were compared between groups using lin-
ear mixed-effect models with mouse identity fitted as 
a random effect. Parasite densities in experiment 1 and 
gametocyte densities in experiment 5 were analysed 
using linear models. Oocyst densities in experiment 5 
were square root transformed to meet assumptions of 
normality and homogeneity of variance. Models were 
selected using step-wise selection via the drop1 function 
in R. Whether the dynamics of transmission stage met-
rics in experiment 4 are consistent with ~ 24-h rhythms 
was assessed using a harmonic regression approach via 
Circwave (v. 1.4, courtesy of R. Hut; http://www.euclo 
ck.org) and confirmed using an alternative non-paramet-
ric algorithm via JTK_CYCLE [39]. All other statistical 
analyses were carried out using R version 3.5.0 (R Foun-
dation for Statistical Computing, Vienna, Austria).

Results
Experiment 1: do host rhythms have fitness consequences 
for P. berghei?
Overall performance, as measured by cumulative asex-
ual density, did not differ significantly between parasites 
stemming from donor hosts ‘matched’ or ‘mismatched’ 
to the timing of rhythms in recipient hosts (Fig.  2a; 
 F(1,28) = 0.10, P = 0.75; mean cumulative asexual den-
sity per ml blood × 108 ± SEM = 7.04 ± 0.25). Similarly, 
cumulative gametocyte density/ml did not differ signifi-
cantly between ‘matched’ and ‘mismatched’ infections 
(Fig. 2b;  F(1,28) = 3.70, P = 0.06; mean cumulative gameto-
cyte density per ml blood × 107 ± SEM = 1.17 ± 0.09). In 
the infection dynamics, there was a significant interaction 

http://www.euclock.org
http://www.euclock.org


Page 6 of 12O’Donnell and Reece  Malar J          (2021) 20:105 

between treatment and time, in which asexual stages 
(Fig.  2c; treatment:day: χ2

4
 = 28.57, P < 0.001) and game-

tocytes (treatment:day: χ2

4
 = 17.38, P = 0.002; Fig.  2d) 

varied over time. This is driven solely by the divergence 
of treatment groups on day 6, in which asexual densities 
and gametocytes are on average 25% and 40%, respec-
tively, lower in host-mismatched infections (models with-
out day 6 PI; asexual treatment:day: χ2

3
 = 7.72, P = 0.052, 

gametocyte treatment:day: χ2

3
 = 1.55, P = 0.67).

Experiment 2: does the IDC become synchronous in long 
days?
The IDC of parasites in hosts housed in a long-day 18:6 
light:dark photoperiod did not become synchronized. 
Specifically, IDC stage proportions in long-day infections 
followed the distribution observed previously in stand-
ard 12:12 photoperiod infections, which does not differ 
significantly between morning (ZT2) and evening (ZT17) 
(Fig. 3, interaction between photoperiod and parasite stage: 
χ
2

8
 = 5.22, P = 0.73). Parasite stage composition was primar-

ily made up of rings, early trophozoites (trophs) and mid-
trophs (mean stage proportion ± SEM: rings = 0.34 ± 0.02, 
early-trophs = 0.34 ± 0.02, mid-trophs = 0.27 ± 0.02) 

with late-trophs and schizonts likely sequestering (late-
trophs = 0.05 ± 0.01, schizonts = 0.01 ± 0.002).

Experiment 3: can host feeding‑associated rhythms 
influence the IDC schedule?
The IDC did not become synchronized or display altered 
timing in hosts with strong feeding rhythms (TRF) 
compared to all-day fed hosts (Fig.  4a). Specifically, 
the proportion of parasites at ring stage was not sig-
nificantly affected by time-of-day ( χ2

1
 = 0.31, P = 0.58), 

host-feeding schedule ( χ2

1
 = 0.92, P = 0.34), or their inter-

action ( χ2

1
 = 1.37, P = 0.24). The proportion of ring stages 

remained fairly constant through the 28-h sampling win-
dow at 33.5% (± 0.01 SEM). The IDC schedule can also 
be assessed via the density of developmental stages [40]. 
Ring stage densities did not differ significantly between 
all-day fed and TRF mice (host feeding schedule:time 
interaction: χ2

1
 = 2.91, P = 0.09 and main effect χ2

1
 = 1.27, 

P = 0.26), but ring stage densities did increase over 
time ( χ2

1
 = 4.66, P = 0.03). This is simply due to replica-

tion causing parasite density to increase (specifically, by 
80.1% (± 26.8 SEM)) as infections aged during the sam-
pling time series. Thus, cumulative densities varied over 
the 28  h sampling window (time: χ2

1
 = 178.08, P < 0.001, 

a b

c d

Fig. 2 Cumulative (top) and daily (bottom) dynamics for the densities of asexual (a, c) and sexual stages per ml blood (b, d). Infections (n = 15) 
were initiated in wild type MF1 mice with parasites from donor hosts whose rhythms were either ‘matched’ (morning donor/morning recipient) 
or ‘mismatched’ (morning donor/evening recipient”) to the rhythms of recipient hosts. Shown are (a,b) median parasite densities (black line) and 
25–75 percentiles, with whiskers 1.5 times the interquartile range and dots representing outliers and (c, d) mean with SEM in shading
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a b

Fig. 3 IDC stage distributions for parasites in hosts subjected to a long-day 18:6 light:dark photoperiod vs a standard 12:12 photoperiod. Infections 
were compared to the stage distributions of infections subjected to a standard 12 h light: 12 h dark photoperiod when sampled at midnight (which 
is the same ZT as the long-day infections were sampled), and at 09:00 UTC (which is the same UTC as the long-day infections were sampled). a 
Median parasite stage proportions (black line) and 25–75 percentiles, with whiskers 1.5 times the interquartile range and dots representing outliers, 
and b parasite stage distribution illustrated as mean stage proportions. Infections (n = 6) were sampled on days 5–6 PI from wild type MF1 mice

a b

Fig. 4 IDC rhythms and cumulative parasite densities in hosts with (TRF) and without (all-day fed) feeding and food-associated rhythms. All 
hosts were arrhythmic Per1/2-null mice (n = 4), either given access to food continuously (all-day fed; solid line) or during an 8 h window each day 
(time restricted feeding (TRF); dashed line). Shown are (a) the mean ring stage proportion ± SEM in shading and (b) mean cumulative parasite 
density ± SEM in shading (0-28 h sampling period; days 5-6PI). Green boxes in a represent period when food is available to TRF mice. All mice were 
housed in continuous darkness so black and grey bars represent day and night UTC 
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treatment: χ2

1
 = 0.05, P = 0.83), but not in a manner that 

differed significantly between the TRF and all-day fed 
hosts (Fig. 4b, interaction χ2

1
 = 1.26, P = 0.26).

Experiment 4: do transmission traits show time‑of‑day 
variation?
Both the densities of male ( χ2

1
 = 34.53, P < 0.001) and 

female ( χ2

1
 = 36.63, P < 0.001) gametocytes varied dur-

ing the 24  h sampling window (Fig.  5a, b). For female 
gametocytes, the pattern is consistent with a 24  h 
rhythm (Circwave:  F(2,32) = 7.01, P = 0.003, JTK_Cycle: 
BH.Q = 0.04, P = 0.03), with peak density occur-
ring in the evening (ZT17) and a peak-to-trough 
amplitude of 9.4 × 107 gametocytes per ml. The pat-
tern for males is visually similar but does not fit a 24  h 
rhythm (Circwave:  F(2,32) = 2.77, P = 0.08, JTK_Cycle: 
BH.Q = 0.20, P = 0.20). In contrast, the number of exflag-
ellation events per male varied during the sampling 
window (Fig.  5c; χ2

1
 = 13.57, P < 0.001) and fitted a 24  h 

rhythm (Circwave:  F(2,32) = 19.30, P < 0.001, JTK_Cycle: 

BH.Q < 0.001, P < 0.001), with ~ 4 × more exflagellation 
(peak-to-trough amplitude = 3.78 exflagellation events) 
in the evening (ZT20) than during the day. Similarly, the 
number of ookinetes per female varied during the sam-
pling window (Fig. 5d; χ2

1
 = 8.56, P = 0.003), fitting a 24 h 

rhythm (Circwave:  F(2,32) = 5.35, P = 0.01,, JTK_Cycle: 
BH.Q = 0.003, P = 0.002). Peak density of ookinetes 
occurred in the morning (ZT 4) rather than the late even-
ing and the rhythm exhibited a peak-to-trough amplitude 
of 0.03 ookinetes per female.

Experiment 5: are oocyst densities influenced 
by the time‑of‑day of transmission?
First, there were no significant differences in the densi-
ties gametocytes on day 6 PI between infections that 
were transmitted in the morning (10:00 UTC; ZT3) or 
the evening (20:00 UTC; ZT13;  F(1,10) = 0.17, P = 0.69). 
Note, hosts in this experiment did not receive PHZ and 
so, gametocyte densities were lower than in experiment 
4. Second, oocyst burden did not differ significantly 

a b

c d

Fig. 5 Time-of-day variation in P. berghei transmission traits. a Female gametocyte densities, b male gametocyte densities, c exflagellation events 
per male gametocyte and d number of ookinetes per female gametocyte. Shown are fitted 24 h Circwave rhythms (solid lines) with mean ± SEM 
(dashed line and shading) and individual infection data (points). Fits that are non-significant (P > 0.05) are labelled NS and provided for illustration of 
the trend. Black and white bars represent lights ON (white) and lights OFF (black) and time is given in Zeitgeber time (ZT) in which ZT0 = lights on. 
Infections (n = 5) were sampled every 4 h on days 5-6PI from wild type MF1 mice pre-treated with phenylhydrazine
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between morning and evening transmissions, with 
an overall mean oocyst burden of 171.3 (± 9.84 SEM) 
oocysts per midgut (Fig. 6a, χ2

1
 = 0.59, P = 0.44). Further-

more, variation in oocyst burden could not be attributed 
to variation in gametocyte density (Fig.  6b, χ2

1
 = 2.95, 

P = 0.09) or its interaction with the time-of-day of trans-
mission ( χ2

1
 = 0.77, P = 0.38), suggesting that the infec-

tiousness of gametocytes does not vary across the day.

Discussion
The experiments presented here probe, in several ways, 
whether the IDC of the asynchronous parasite species 
P. berghei, can be synchronized by perturbations to host 
rhythms, and whether there are fitness consequences of 
asynchronous replication. The results reveal that the IDC 
of P. berghei is resistant to being synchronized or sched-
uled by either long photoperiod days (Fig. 3) or by host 
feeding-related rhythms (Fig. 4). Furthermore, there is lit-
tle evidence that host time-of-day affects the within-host 
component of P. berghei fitness. Specifically, the perfor-
mance of infections (i.e. cumulative densities of asexual 
stages and gametocytes) is not significantly affected by a 
“phase-shift” (mismatch) from donor to recipient hosts 
(Fig.  2). Whilst densities of both asexuals and gameto-
cytes are lower in mismatched infections on day 6 this is 
unlikely to represent a substantial fitness effect related to 

host rhythms. First, this drop is not sufficient to affect the 
cumulative counts. Second, P. chabaudi displays a much 
greater cost of mismatch which is caused by events in the 
first two cycles that become exacerbated as infections 
pass through successive cycles of replication [13, 14]. 
Thus, near identical trajectories for asexual and gameto-
cyte densities until day 6 PI for P. berghei is not consistent 
with a prolonged impact of host rhythms. It remains pos-
sible that host rhythms impact P. berghei and P. chabaudi 
differently, but this requires the host rhythm in question 
either to be absent from P. chabaudi infections or occur 
4–5 days sooner than in P. berghei infections.

The consequences of time-of-day for the between-host 
(i.e. transmission) component of P. berghei fitness is more 
complicated. Whilst the densities of female gametocytes 
and the ability of males to exflagellate vary through-
out the day with similar patterns, temporal variation in 
ookinete production follows a damper rhythm with a dif-
ferent pattern (Fig.  5). This suggests that any rhythmic-
ity in the activities of sexual stages is eroded by the time 
parasites have developed to ookinetes—the ookinete 
rhythm observed opposes that for males and females and 
is small, with ookinete prevalence varying only by ~ 2–3% 
throughout the day. It is unclear what drives the time-
of-day variation in the densities of females and exflagel-
lation rates of males. If gametocytes are produced from 

a b

Fig. 6 Oocyst burden and gametocyte infectiousness do not vary between morning and evening. Mosquito blood meals occurred when both 
infected mice and mosquitoes were experiencing their morning (10:00 UTC; ZT3) or their evening (20:00 UTC; ZT13). Shown are (a) median oocyst 
burdens (black line; n = 90) and 25–75 percentiles, with whiskers 1.5 times the interquartile range and dots representing outliers or (b) mean oocyst 
burdens (points; individuals grouped by time-of-day of transmission) with lines indicating non-significant (NS) linear regressions for illustration of 
trends (SEM in shading; n = 6)
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merozoites stemming from schizogony events occurring 
at all times-of-day, and gametocytes follow the same 
developmental rates, then there should be little periodic-
ity in their number or abilities. However, host immune 
rhythms may influence gametocyte mortality/fertility, 
imposing rhythms on intrinsically arrhythmic game-
tocytes. Or perhaps P. berghei gametocytes are able to 
modulate their developmental rate to synchronize matu-
rity. The effects of time-of-day on the densities of females 
and exflagellation rates of males are small, so may not 
be biologically relevant, especially by the oocyst stage of 
transmission, because the time-of-day of transmission 
does not influence gametocyte infectivity or oocyst den-
sity (Fig. 6).

That P. berghei fitness is not affected by a “phase-shift” 
(mismatch) between donor and recipient hosts provides 
a clue to the costs of mismatch for P. chabaudi infections 
initiated with ring stages. For example, P. chabaudi infec-
tions initiated with mismatched ring stages could per-
form poorly because hosts mount better defences against 
evening invaders. If this were the case, the phenomenon 
should apply to P. berghei too, but it does not. This sug-
gests that mis-timing of the IDC itself (e.g. being out of 
synch with resources needed for development) is costly 
to P. chabaudi from the outset of infection [18]. However, 
the results do not shed light on why the IDC of P. berghei 
is resistant to host time-of-day. There are many possible 
explanations for why a life history trait differs across spe-
cies. In this case, the explanation depends on whether 
the asynchronous IDC of P. berghei is an adaption (i.e. 
enhances fitness), is selectively neutral (little effect on fit-
ness), or is a constraint (deleterious but unavoidable). To 
explore the evolutionary context, it is helpful to consider 
the IDC as a series of three traits—its level of synchrony, 
timing of transitions between IDC stages, and the dura-
tion of the IDC.

First, how might an asynchronous IDC be an adaption? 
Faster replication (which enhances competitive ability 
and within-host survival) is possible from an IDC with a 
short duration, compared to having an IDC constrained to 
24 h (or multiples of) by the need to coordinate with host 
rhythms. A short IDC is by definition unable to coordinate 
with 24 h environmental periodicity. Perhaps the benefits 
of fast replication outweigh the costs of not coordinating 
with host rhythms, or somehow species with a short IDC 
are not affected by host rhythms. Perhaps P. berghei is able 
to acquire and store resources through the IDC and so, 
is not reliant on certain nutrients appearing in the blood 
when it gets to a certain IDC stage(s)? If so, the question 
becomes why is P. chabaudi unable to achieve this too? An 
answer might lie in the different within host densities these 
species reach. Many P. chabaudi strains can reach 30–80% 
peak parasitaemia as late as day 10 PI (depending on 

starting dose) without host mortality, whereas P. berghei 
tends to kill the host on days 6–8 PI (irrespective of start-
ing dose) due to cerebral malaria, having only reached 
parasitaemias far lower than 30%. Thus, P. chabaudi may 
require a lot of resources from the host to reach this 
high biomass, creating a need to efficiently exploit host 
rhythms, but P. berghei’s resource needs might be low 
enough to be met at any time-of-day. How likely this sce-
nario is, depends on the extent to which development is 
limited by the resources available within individual RBC 
versus the blood environment as a whole. For instance, 
the much greater production of merozoites per schizont 
by P. berghei (6–8 for P. chabaudi and 12–18 for P. berghei) 
would intuitively suggest P. berghei has greater resource 
needs from each RBC.

Second, extreme synchrony and extreme asynchrony 
might be equally good (“alternative”) strategies in a rhyth-
mic environment, with intermediate levels of synchrony 
being selected against [41]. Synchrony may bring benefits 
of coordination with host feeding rhythms but be costly in 
terms of coinciding with rhythmic immune responses that 
have IDC-stage-specific effects. For example, in human 
malaria infections, γδ T cells exhibit daily rhythms [42, 
43] and effectively target P. falciparum merozoites [44]. 
Asynchrony might protect parasites against immune 
rhythms but come at the cost of loss of coordination with 
host feeding rhythms. An asynchronous IDC could also 
be selectively neutral if P. berghei has different resource 
requirements to P. chabaudi, in that the nutrients P. berghei 
needs are not limiting at any time-of-day. Recent work sug-
gests the IDC schedule of P. chabaudi is specifically tied to 
rhythms in blood isoleucine concentration resulting from 
the host digesting its food [12]. However, amino acid usage 
patterns in P. berghei and P. chabaudi are very similar [45], 
suggesting that if an isoleucine rhythm favours a synchro-
nous and timed IDC in P. chabaudi, this should also be 
the case for P. berghei. Perhaps residing in reticulocytes 
dampens rhythmicity in the resources P. berghei needs? 
Whilst any differences in the ecology of rhythms between 
P. berghei and P. chabaudi infections remain unknown, if 
there are no benefits from a synchronous and timed IDC, 
natural variation in IDC duration between individual para-
sites will quickly erode an IDC schedule, perhaps explain-
ing why synchrony is rapidly lost in P. berghei infections 
initiated with a single IDC stage.

Third, P. berghei might be under some constraints in 
murine hosts where it is unable to control its IDC sched-
ule to its detriment. For example, the amplitude of daily 
rhythms in isoleucine in well fed lab mice may not be suf-
ficient to allow P. berghei to tell the time (if P. chabaudi 
is more sensitive to this time cue). This scenario could 
be tested in 2 ways. First, by probing if the withdrawal of 
isoleucine from culture media stalls IDC completion of P. 
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berghei as it does for P. chabaudi and P. falciparum [12, 
46]. Second, by comparing the performance of asynchro-
nous and artificially synchronized P. berghei infections. 
This is more challenging than it intuitively seems because 
fitness needs to be assessed within the first few cycles 
from low density infections before synchrony degrades, 
and also, the confounding handling effects involved in 
preparing each type of infection are hard to control for. 
If asynchronous and synchronous infections can be fairly 
compared, synchronized infections will perform better if 
the IDC of P. berghei is constrained to be asynchronous.

Conclusion
The experiments presented here were designed to assess 
whether host/vector rhythms matter to the IDC of P. 
berghei, rather than explain the ecology underpinning an 
asynchronous IDC, for which more work is required. This 
study demonstrates that the IDC of P. berghei is resistant 
to being synchronized and scheduled by environmental 
photoperiod and by host feeding-related rhythms, and 
that time-of day has very minor, if any, effects on its fit-
ness. This finding supports recent studies suggesting that 
across Plasmodium spp. features of the IDC schedule are 
under the control of parasite genes [25–27], rather than 
directly generated by the host, by for example selectively 
removing certain IDC stages at certain times of day. 
Why some species are impervious to the daily rhythms 
of their hosts and vectors remains mysterious. Further 
work might benefit from confirming the IDC schedule 
of P. berghei is also asynchronous in the natural rodent 
host Grammomys surdaster (infection dynamics in these 
rats do those of mirror lab mice [47]) or even bats as P. 
berghei may have a stronger coevolutionary relationship 
with bats than rodents [48]. Another approach could 
involve testing whether, unlike P. chabaudi, P. berghei has 
adapted to store resources that are rhythmically provided 
by the host, thus facilitating IDC completion at any time-
of-day. Understanding the costs and benefits of different 
IDC schedules is central to the success of any interven-
tions that intentionally, or unintentionally, disrupt the 
timing, synchrony, and duration of the IDC.
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1  |  INTRODUC TION

Biological rhythms enable organisms to undertake activities at the 
time of day they are best undertaken. For example, cycles of activ-
ity and rest occur in relation to the day- night cycles driven by the 
24 hourly rotation of the earth, in the manners that minimize ex-
posure to predators or harsh environmental conditions or maximize 

mating opportunities.1- 3 Biological rhythms are also important in 
the context of infections.4,5 Many aspects of host immunity oscil-
late with a daily rhythm6,7 and diverse parasites align activities to 
daily rhythms in transmission opportunities,8 resource availability9 
and host defences.10 For example, transmission stages of filarial 
nematodes, including Wuchereria bancrofti, migrate from host tis-
sues to the peripheral capillaries in a periodic manner to coincide 
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Abstract
Aims: Malaria parasites exhibit daily rhythms in the intra- erythrocytic development 
cycle (IDC) that underpins asexual replication in the blood. The IDC schedule is aligned 
with the timing of host feeding- fasting rhythms. When the IDC schedule is perturbed 
to become mismatched to host rhythms, it readily reschedules but it is not known 
how.
Methods: We intensively follow four groups of infections that have different temporal 
alignments between host rhythms and the IDC schedule for 10 days, before and after 
the peak in asexual densities. We compare how the duration, synchrony and timing of 
the IDC differs between parasites in control infections and those forced to resched-
ule by 12 hours and ask whether the density of parasites affects the rescheduling 
process.
Results and conclusions: Our experiments reveal parasites shorten the IDC duration 
by 2– 3 hours to become realigned to host feeding- fasting rhythms with 5– 6 days, in a 
density- independent manner. Furthermore, parasites are able to reschedule without 
significant fitness costs for them or their hosts. Understanding the extent of, and lim-
its on, plasticity in the IDC schedule may reveal targets for novel interventions, such 
as drugs to disrupt IDC regulation and preventing IDC dormancy conferring tolerance 
to existing drugs.

K E Y W O R D S
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with daily rhythms in the biting activity of their mosquito vectors8 
and Schistosoma spp. cercariae emerge from their intermediate snail 
host in the early morning or evening, depending on whether the next 
host in their lifecycle is nocturnal or diurnal.11,12 Scheduling trans-
mission activities extend beyond coordinating with vector and host 
rhythms; daily rhythms in the environment also impose opportuni-
ties and constraints on transmission. For example, the sporulation of 
oocysts produced by Isospora spp. is reduced by UV light exposure 
and so, oocysts are shed in the host's faeces in the afternoon and 
evening.13,14 Once inside a host, parasites are subjected to the full 
gamut of the host's rhythms, including cellular and molecular pro-
cesses, physiologies and metabolism and its behaviours. For exam-
ple, host circadian clocks control cellular processes that influence 
the success of viral entry into cells and dissemination through tis-
sues,	for	SARS-	CoV-	2,15 hepatitis B16 and influenza.17 Viruses do not 
appear to have rhythms in their own activities but instead may ma-
nipulate host rhythms to facilitate replication.5,17 Daily rhythms in 
the feeding- fasting cycles of hosts appear to drive periodicity in the 
gene expression patterns of Trypanosoma brucei 9 and Schistosoma 
mansoni,18 as well as setting the timing of blood stage replication by 
Plasmodium spp. (malaria parasites).19- 21

Intuition suggests the diverse rhythms documented in para-
sites should enhance fitness via between- host transmission and/
or	within-	host	 survival.	Across	all	 pathogenic	organisms,	 rhythms	
in malaria parasites are currently the best understood; from evo-
lutionary and ecological perspectives to their molecular under-
pinnings.4 Malaria parasites exhibit rhythms lasting a multiple of 
24 hours in the intra- erythrocytic development cycle (IDC) which 
underpins asexual replication in the vertebrate host's red blood 
cells.22,23 Specifically, malaria parasites develop synchronously 
throughout the IDC and burst to release progeny at a particular 
time of day which generates fever with a 24, 48, or 72 hour peri-
odicity that characterizes malaria infection by different Plasmodium 
spp. For Plasmodium chabaudi, over 57% of the transcriptome is 
rhythmic, the IDC exhibits 24h periodicity and culminates at the 
end of the hosts feeding period.19,20,24,25 Whilst the timing of host 
feeding- fasting and metabolic rhythms are ultimately determined 
by the host's clock, the host's canonical transcription- translation 
feed-	back	loop	(TTFL)	clock	does	not	directly	affect	the	IDC	sched-
ule.19 Instead, the timing of transitions between the developmental 
stages of the IDC directly follows feeding- fasting rhythms, with 
rhythmicity in the amino acid isoleucine fulfilling the criteria to act 
as a time cue.26 Coordinating the IDC schedule with host rhythms 
is important for parasite fitness. When the timing of the IDC sched-
ule is out of synchrony with the host, parasites suffer losses in the 
number of both asexually replicating stages and sexual transmission 
stages27- 29 are more vulnerable to antimalarial drug treatment,30 
and gene expression patterns underpinning key cellular processes 
are significantly altered.25 Thus, P. chabaudi's IDC schedule allows 
parasites to maximally exploit rhythmicity in the resources they 
require from the host's food.20 Conveniently, this schedule also 
ensures the maturation of sexual stages coincides with the time- of- 
day vectors forage for blood.31

How the IDC schedule is aligned with host rhythms is myste-
rious. Parasites may simply be intrinsically arrhythmic yet benefit 
from rhythms imposed upon them by the rhythms of hosts/vectors. 
For example, perhaps mistimed IDC stages starve and die because 
host rhythms create an environment in which only certain stages 
survive at certain times of day. Most evidence suggests that malaria 
parasites (at least in large part) control their timing.4,25,32- 34 This in-
cludes observations that P. falciparum can undergo dormancy during 
the IDC to survive antimalarial drug treatment,35 P. chabaudi controls 
its IDC duration via the gene, Serpentine Receptor Ten25 and both P. 
chabaudi and P. falciparum use a cue with a daily rhythm (isoleucine) 
to break IDC dormancy.34,36	A	key	step	 in	differentiating	between	
the relative contributions of traits encoded by the genes of hosts vs 
parasites is to search for time- keeping mechanisms in parasites. The 
components	of	clocks	driven	by	TTFLs	have	been	identified	in	the	
fungal pathogen Botrytis cinerea and its clock is used to schedule the 
expression of virulence genes.10,37 However, there is little homology 
in the genes underpinning canonical circadian oscillators across di-
vergent	taxa,	complicating	the	search	for	‘clock	genes’	in	novel	organ-
isms.38- 40	Further,	parasites	may	keep	time	with	simpler	‘reactionary’	
strategies rather than circadian clocks (which confer the additional 
abilities of temperature compensation and anticipation), or via os-
cillators	 that	pre-	date	 the	TTFL.4,41,42 Gene expression rhythms in 
trypanosomes and malaria parasites do fulfil some of the phenotypic 
criteria	of	endogenous	TTFL-	driven	oscillators.9,25,29,32,33,43

Given the importance of timing the IDC schedule correctly cou-
pled	with	parasites’	likely	ability	to	keep	time,	it	is	not	surprising	that	
when the timing of the IDC schedule is perturbed, parasites readily 
reschedule. For example, P. chabaudi recovers from a 12- hour mis-
match to the host's feeding- fasting rhythm within 5– 7 IDCs.19,29 
During natural infections, parasites may benefit from a time- keeping 
ability if egress from the liver to initiate blood stage replication oc-
curs asynchronously or at a different time of day to optimal for IDC 
stages. Here, we ask how plasticity (flexibility) in P. chabaudi's IDC 
schedule allows malaria parasites coordinate with host rhythms. 
Following a 12- hour mismatch to host rhythms, we test whether re-
scheduling of the IDC involves parasite development speeding up or 
slowing down, and we examine the consequences of rescheduling 
for synchrony, timing and replication dynamics. Determining how 
the IDC schedule responds to mismatch required tracking infec-
tions over at least 7 days with samples collected every few hours. 
However, after several days of intensive sampling regimes, host 
rhythms become perturbed which has knock- on consequences for 
parasite rhythms.44 To overcome this issue, we set up multiple co-
horts by infecting mice a day apart such that mice in each cohort 
were sampled simultaneously only over a 24– 28 hour window, with 
each cohort contributing data for a different day post infection.

We made no a priori predictions for how the IDC should re-
schedule due to contradictory observations in the literature, 
including that (i) closely related species have shorter (and asyn-
chronous) IDC durations (22– 23 hours for P. berghei and 18h for 
P. yoelii 45,46) suggesting faster IDCs are biologically possible; (ii) 
the avian malaria P. cathemerium, appears to extend or reduce 
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its IDC duration in response to different perturbations of host 
rhythms47,48; (iii) the IDC is arrested in response to the loss of a 
putative timing cue26 suggesting mismatched parasites only need 
a 12- hour pause to get back on time; and (iv) a 12- hour mismatch 
means that the same amount of time must be recovered by either 
speeding up or slowing down, so taking (ii) and (iii) together, dif-
ferent parasites within and between infections may adopt oppo-
site strategies, as suggested for P. brasilianum.43 Changes in the 
duration of the IDC could affect overall asexual replication in a 
number of non- mutually exclusive ways. Intuitively, a shorter IDC 
should lead to faster replication over the course of infection, but 
this depends on whether speeding up comes with a cost of fewer 
progeny per parasite (ie fewer merozoites per schizont), or if lower 
‘quality’	progeny	arise	from	a	mismatch	to	nutritional	resources	or	
less time overall to garner resources. Understanding the extent of, 
and limits on, plasticity in the IDC schedule is important because 
asexual replication is responsible for the severe symptoms of ma-
laria and fuels the production of sexual transmission stages and 
conferring tolerance to antimalarials.4,35

2  |  MATERIAL S AND METHODS

We carried out a large- scale experiment to investigate how the IDC 
reschedules to regain synchrony following different kinds of pertur-
bation	 to	 the	 host's	 feeding-	fasting	 rhythm	 (‘rescheduling’),	 and	 a	
smaller repeat study to test whether parasite density influences the 
rescheduling	process	(‘dose	dependency’).

2.1  |  Hosts and parasites

Hosts	were	either	wild	type	(WT)	C57BL/6J	strain	or	Per1/2- null 
clock-	disrupted	 mice	 previously	 backcrossed	 onto	 a	 C57BL/6J	
background for over 10 generations. Per1/2- null mice lack genes 
(Period1 and Period2) that are integral for a functional core 
(TTLF)	 clock	 and	 as	 a	 result,	 are	 behaviourally	 arrhythmic	 (in-
cluding feeding- fasting patterns) when housed in constant dark-
ness.19,49,50 Mice were mixed sexes, 8– 10 weeks old, housed at 
21°C, and given a standard RM3 pelleted diet (801700, SDS, UK) 
with unrestricted access to drinking water supplemented with 
0.05% para- aminobenzoic acid.51	All	mice	were	allowed	2	weeks	
to	acclimatize	 (‘entrain’)	 to	their	 respective	feeding-	fasting/light-	
dark rhythms before being infected. P. chabaudi (clone DK) para-
sites were injected intravenously at a dose of 1 × 106 parasitized 
RBCs for the rescheduling experiment or at either 1 × 105 (low 
dose) or 1 × 107 (high dose) parasitized RBCs for the test of dose 
dependency. To reduce any potential donor effects, inoculum con-
sisted of a pooled mix of three donor mice given to all treatment 
groups	within	each	cohort.	All	procedures	were	carried	out	in	ac-
cordance	with	the	UK	Home	Office	regulations	(Animals	Scientific	
Procedures	Act	1986;	SI	2012/3039)	and	approved	by	the	ethical	
review panel at the University of Edinburgh.

2.2  |  Experimental designs

For the rescheduling experiment, wild type (WT) and Per1/2- 
null mice were assigned to 4 treatment groups (n = 16 per group; 
Figure 1). The two WT treatments differed by their lighting regime 
(lights	on	20:00–	08:00	GMT	(DL)	and	lights	on	08:00–	20:00	GMT	
(LD))	and	were	each	provided	with	all-	day	access	to	food	(ad libitum). 
Mice in these groups followed their usual nocturnal feeding rhythms 
and	fed	primarily	in	their	dark	phases	(08:00–	20:00	GMT	for	the	DL	
group	and	20:00–		08:00	GMT	for	the	LD	group).	The	two	groups	of	
Per1/2- null mice were housed in constant darkness (DD, with dim 
red	 LED)	 and	 provided	 with	 either	 a	 time-	restricted	 feeding	 diet	
(TRF) in which food was only available 21:00 to 09:00 GMT (analo-
gous	to	the	feeding	window	of	the	WT	LD	treatment)	or	was	allowed	
all- day access to food. Due to their arrhythmic behaviour, mice in the 
latter group feed continually throughout the 24h day.19	Note,	TRF	
protocols differ from dietary restriction in that there are no weight 
loss implications of TRF (Per1/2- null TRF mean ± SEM weight loss 
(g) for the 2 week entrainment period before infection = 0.1 ± 0.57).

Each of the four treatment groups were split into four cohorts 
(n = 4 mice per cohort per treatment) and infected with a synchro-
nous population of ring stage parasites originating from donors 
housed	 in	DL.	This	generated	treatment	groups	 in	which	parasites	
were matched to host feeding rhythms (WT matched); mismatched 
to host feeding rhythms and must reschedule by ~12 hours (WT 
mismatched and Per1/2- null TRF); and infecting hosts without host 
feeding rhythms (Per1/2- null all- day fed). Cohorts were infected in a 
staggered design with the first cohort infected on day 5 followed by 
the	other	cohorts	on	days	4,	3	and	2.	As	a	result,	at	any	sampling	time	
point, infections within each treatment group span 4 consecutive 
days post infection. Each cohort can therefore be concatenated to 
form a time series spanning multiple days.

To test whether the main experiment revealed general patterns 
for rescheduling or if the process depends on parasite density we 
compared how many IDC were required for parasites in WT mis-
matched infections initiated with two different doses (1 × 105 and 
1 × 107 infected RBCs) to reschedule to the host's feeding- fasting 
rhythm. Infections (n = 5 per cohort per dose) were initiated with 
the same staggered design for 4 cohorts as above and sampled every 
4 hours for 32 hours from 08:00 GMT spanning day 2– 6 PI.

2.3  |  Sampling and data collection

For the rescheduling experiment, mice were sampled at 4- hourly 
intervals over two windows; for 28h to generate a pre- peak win-
dow time series spanning days 2– 6 PI, and for 24h to generate a 
post- peak window time series spanning days 7– 10 PI. The sam-
pling regimes were set such that each cohort overlapped with 
the preceding/subsequent cohorts in terms of hours post infec-
tion (hpi). For the pre- peak time series, each cohort overlapped 
by 2 sampling points, by a single sample overlap in the post- peak 
time series, and by 3 sampling points for the dose experiment. 
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These overlaps allowed us to determine if infections within each 
treatment were repeatable enough across cohorts to concatenate 
their	data	for	some	of	the	analyses.	All	mice	contributed	samples	
throughout the pre- peak window for the main experiment (n = 4 
per cohort) and the dose comparison (n = 5 per cohort). Five mice 
(2 from the Per1/2- null TRF group and 3 from the Per1/2- null all- 
day fed group) were withdrawn from the experiment due to severe 
malaria symptoms following the pre- peak window. This reduced 

the sample sizes in the Per1/2- null TRF group to 3 for cohorts cov-
ering days 7– 8 and 9– 10 PI and in the Per1/2- null all- day fed group 
the cohorts covering days 8– 9 and days 9– 10 PI were reduced to 3 
and	2	respectively.	At	each	sampling	point,	a	thin	blood	smear	was	
taken to assess IDC stage distribution (from the proportion of par-
asites at each IDC stage in each smear) and RBC densities per ml 
were measured by flow cytometry (Z2 Coulter Counter, Beckman 
Coulter) immediately after sample collection. Blood smears were 

F I G U R E  1 Experimental	design.	Four	treatment	groups	were	created	from	WT	(C57BL/6J)	or	TTFL-	clock-	disrupted	Per1/2- null mice 
housed	in	a	standard	(LD)	or	reversed	(DL)	photoschedule,	or	constant	darkness	(DD),	and	given	constant	access	to	food	(ad lib diet) or were 
fed with a time- restricted diet (food available for only 12 hours per day; TRF). Mice from each of these groups were allocated to 4 cohorts 
(n = 4 each cohort per treatment). Cohorts within each treatment were infected over 4 subsequent days with ring stage parasites from WT 
donors	entrained	to	a	DL	photoschedule.	Thus,	with	respect	to	host	feeding-	fasting	rhythms,	parasites	in	the	matched	treatment	entered	
hosts in the same phase as their donor hosts (WT matched), parasites in the mismatched and TRF groups were ~12 hours out of phase to 
their hosts and must reschedule (WT mismatched & Per1/2- null TRF), and parasites in the all- day fed treatment entered arrhythmic hosts in 
which IDC rhythms become dampened (Per1/2-	null	all-	day	fed).	All	mice	in	all	four	cohorts	were	sampled	on	the	same	calendar	day,	every	
4h for 28h, to cover the pre- peak window of infections which spans days 2 to 6 post infection (PI), and cohorts 1– 3 were sampled again 
(4h sampling for 24h) after a 3 day break to generate a post- peak dataset covering days 7– 10 PI. The time series for the cohorts with each 
treatment group were concatenated to generate pre- peak and post- peak time series for period estimates, whereas other rhythm parameters 
were estimated from individual infections
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stained with 10% Giemsa for 12mins and IDC stages quantified 
based on parasite size, number of nuclei and the appearance of 
haemozoin, and summed to estimate total parasites.19,20 Ring 
stage density per ml of blood was obtained from the product of 
the proportion of rings and RBC density.

2.4  |  Data analysis

Parasite densities at time- points in which cohorts overlap were 
log- transformed and compared between cohorts using either lin-
ear mixed- effect models with mouse identity fitted as a random 
effect (pre- peak and dose- dependence datasets, due to multiple 
overlaps)	 or	with	GLMs	 (post-	peak	dataset,	 due	 to	one	overlap).	
Parameters of rhythmicity (amplitude, phase, period) were de-
termined	 using	 a	 maximum	 entropy	 spectral	 analysis	 (MESA).52 
Infections	 for	 which	 MESA	 could	 successfully	 fit	 a	 rhythm	 be-
tween the period limits of 18– 34 hours were classed as rhythmic. 
MESA	 was	 chosen	 because	 it	 is	 robust	 against	 baseline	 trends	
and large differences in amplitude across time that are character-
istic	of	parasite	density	dynamics.	Verification	of	MESA	outputs	
was	 performed	 using	 Fast	 Fourier	 Transform	 Non-	linear	 Least	
Squares	 (FFT-	NLLS),	 Lomb-	Scargle	 and	 MetaCycle	 (Meta2d).53 
Before rhythmicity analysis, ring densities were log- transformed 
to reduce the exponential increase exhibited during infections. 
For the period analyses, additional baseline detrending via kernel 
smoothing was also performed (detrending was not necessary for 
amplitude and phase analyses). Rhythm amplitude and phase were 
determined from the time series data from each infection individ-
ually (time series length: pre- peak window = 28 hour, post- peak 
window =	 24	 hour).	 Amplitude	 is	 a	 unit-	less	 measure	 (denoted	
numerically between zero and one) representing the relative dif-
ference between maximum and minimum of an oscillation and 
was	analysed	with	generalized	 linear	models	 (GLMs).	Phase	 rep-
resents peak timing of the oscillation (ie peak ring density) and 
was	analysed	with	Bayesian	 circular	GLMs.	Period	measures	 are	
best determined from longer time series with multiple cycles and 
therefore were calculated from datasets generated by averaging 
replicates within cohorts at each time point. Before period analy-
sis, rhythmicity of the concatenated dataset was verified using the 
BD2 eJTK method. Parasite densities across hpi were compared 
between treatments in each infection window using linear mixed- 
effect models with mouse identity nested within cohort as a ran-
dom effect. RBC loss and weight loss were calculated for each 
cohort by subtracting the RBC/weight at the end of the time series 
from	the	beginning	and	were	analysed	using	GLMs.	For	all	models,	
to	avoid	overfitting	due	to	small	sample	sizes	‘Akaike	information	
criterion-	corrected’	 (AICc)	 values	were	 calculated,	 and	 a	 change	
in	 2	 AICc	 (ΔAICc	  = 2) was chosen to select the most parsimo-
nious	model.	 Rhythmicity	 analysis,	MESA,	 FFT-	NLLS	 and	 Lomb-	
Scargle analyses were performed with Biodare2 (https://bioda 
re2.ed.ac.uk/)54 and all other analyses, including the Metacycle 

rhythmicity analysis, were performed with R v. 4.0.2 (R Foundation 
for	Statistical	Computing,	Vienna,	Austria).

3  |  RESULTS

3.1  |  Concatenating cohorts

To confirm that cohorts within each treatment are repeatable 
enough to represent longitudinally sampled infections, we com-
pared parasite densities at the hours post infection (hpi) for which 
consecutive pairs of cohorts overlapped (Figure 2). For both the 
pre-  and post- peak window of the infections, incorporating cohort 
into the models did not improve model fits indicating that densi-
ties at these time points did not vary significantly between cohorts 
(Supplementary Information (SI) Table 1). Thus, we proceed with 
using data concatenated across cohorts for estimations of period 
and analyses of density dynamics. Whereas other characteristics of 
rhythms (amplitude, phase) can be calculated from the short time 
series for each individual infection.

3.2  |  IDC rhythms during rescheduling

We focus on ring stages as a marker for the IDC schedule, as is 
usual for studies of P. chabaudi IDC rhythms19,20,25,28,29 (Figure 3; 
and Figure S1). In the pre- peak window (days 2– 6 PI) all infections 
exhibited rhythmicity in ring stage density except for a single in-
fection in the WT matched treatment (from the days 2– 3 cohort). 
In the post- peak window (days 7– 10 PI), 9/12 infections in both 
WT treatments were rhythmic, 8/10 infections were rhythmic in 
the Per1/2- null TRF group and 6/9 infections were rhythmic in the 
Per1/2-	null	all-	day	fed	group.	All	treatment	groups	in	the	concate-
nated time series were cyclic according to multiple approaches for 
assessing rhythmicity (Table 1). Because rhythmicity parameters 
can only be estimated for rhythmic infections, the non- rhythmic 
infections were excluded for estimates of period, amplitude and 
phase.

3.2.1  |  IDC	duration	(Period)

During the pre- peak window, the concatenated time series reveal 
that periods were 1– 2 hours shorter in the treatment groups with 
rescheduling parasites (WT mismatched = 21.30h, Per1/2- null 
TRF = 22.56h) compared with infections matched to host feeding 
rhythms (WT matched = 23.40h; Table 1; Figure S2). Infections in 
hosts without feeding rhythms were also short (Per1/2- null all- day 
fed = 22.5h). The short period in rescheduling infections is evident 
by the five full peaks observed throughout the time series, whilst 
the WT matched infections had yet to reach the apex of peak five 
(Figure 3).

https://biodare2.ed.ac.uk/)
https://biodare2.ed.ac.uk/)
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Post- peak model fits were generally poorer compared with pre- peak 
model fits but suggest that period remained close to 24 hours in WT 
matched infections (23.34h), lengthened by 3 hours to reach approxi-
mately 24 hours in the WT mismatched group (24.04h), and infections in 
Per1/2- null hosts also extended by 3– 5 hours to exceed 24 hours (Per1/2- 
null TRF =26.88h, Per1/2- null all- day fed =27.90h; Table 1; Figure S3).

3.2.2  |  IDC	synchrony	(amplitude)

We estimated rhythm amplitude (change between peak and trough 
for ring density) of each individual infection from its 28/24 hour 
time series (pre- peak/post- peak windows). During the pre- peak win-
dow of infections (days 2– 6 PI), amplitude is best described by the 

model containing only treatment as a main effect (ΔAICc 	=	0,	AICc	
weight = 0.94; Table S2). Specifically, parasites already coordinated with 
host feeding- fasting rhythms (WT matched) had rhythm amplitudes 
~50% higher than parasites in treatments causing rescheduling (WT 
mismatched and Per1/2- null TRF) and in arrhythmic hosts (Figure 4a; 
Figure S4a; amplitude mean ± SEM: WT matched = 0.75 ± 0.03, WT 
mismatched = 0.50 ± 0.03, Per1/2- null TRF = 0.55 ± 0.04, Per1/2- 
null all- day fed = 0.54 ± 0.03). Incorporating day PI reduced model 
fits (ΔAICc 	= 5.49, weight = 0.06; Table S2) indicating that rhythm 
amplitude did not change significantly during the pre- peak window.

Amplitude	 also	 varied	 during	 the	 post-	peak	 window	 of	 infec-
tion (days 7– 10 PI) in a manner best explained by additive effects 
of day PI and treatment (ΔAICc 	 = 0, weight = 0.99; Table S2). 
Specifically, WT matched infections had the highest amplitude, 55% 

F I G U R E  2 Mean	± SEM parasite density (per ml blood). Each cohort (represented by differing point shape and colour gradient) was 
comprised of replicate infections sampled over subsequent days post infection. Time points in which samples occurred at the same age of 
infection for each consecutive pair of cohorts are indicated by numbered brackets. Overlaps 1– 3 occurred in the pre- peak window and each 
consisted of 2 time points, whereas overlaps 4– 5 each had single time point and occurred in the post- peak window. Mice were either WT 
(C57BL/6J)	or	clock-	disrupted	Per1/2- null mice with parasites that were matched to the host's feeding- fasting rhythm (WT matched), forced 
to reschedule to align with the host's feeding- fasting rhythm (WT mismatched & Per1/2- null TRF), or experienced arrhythmic hosts (Per1/2- 
null all- day fed). n = 4 infections per cohort for all groups in the pre- peak window. For the post- peak window, n = 4 for WT groups, n = 3– 4 
for Per1/2- null TRF, and n = 2– 4 for the Per1/2- null all- day fed group
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higher than rescheduling infections (WT mismatched and Per1/2- 
null TRF) and ~200% higher than parasites in arrhythmic hosts 
(Figure 4a; amplitude mean ± SEM: matched = 0.48 ± 0.05, WT mis-
matched = 0.33 ± 0.06, Per1/2- null TRF = 0.30 ± 0.04, Per1/2- null 
all- day fed = 0.23 ± 0.03). During the post- peak window, amplitudes 
decreased from an average of 0.45 ± 0.04 on day 7 PI to 0.30 ± 0.05 
on day 10 PI (Figure 4a; Figure S4a).

3.2.3  |  IDC	timing	(phase)

We	 estimated	 the	 peak	 timing	 of	 ring	 density	 (‘phase	 marker’)	
for each individual infection from their 28/24 hour time series 
(pre- peak/post- peak windows). During the pre- peak window of 
infections, phase is best explained by the interaction between 
treatment	and	day	PI	(Table	S3).	Around	day	2	PI,	the	mean	phases	
(hour GMT ± SD) are 19.58 ± 0.28 for WT matched infections, 
14.95 ± 0.38 for WT mismatched, 16.07 ± 0.15 for Per1/2- null TRF 
and 16.63 ± 0.07 for Per1/2- null all- day fed (Figure 4b,c; Figure 4b). 
For the WT matched infections, this timing aligns with the end of the 
host's feeding period (dark period) and donor infections, illustrating 
that these parasites have maintained their IDC rhythm. Peak phase 
in the rescheduling (WT mismatched and Per1/2- null TRF groups) 
and Per1/2- null all- day fed groups had deviated by 3– 5 hours, sug-
gesting that whilst they were still mismatched to their new host's 
feeding- fasting rhythm, rescheduling was underway.

As	 infections	 progressed,	 the	 phase	 of	 WT	 matched	 infec-
tions varied little, but the phase of rescheduling parasites (WT 

mismatched and Per1/2- null TRF) diverged by approximately 
10 hours to become aligned to host feeding- fasting rhythms by day 
6 PI (mean phase hour GMT ± SD: WT matched = 17.54 ± 0.18, WT 
mismatched = 6.26 ± 0.28, Per1/2- null TRF = 8.14 ± 0.15). Infections 
in the Per1/2- null all- day fed group also deviated from the phase of 
the WT matched group with peak ring density at 10.92 h ± 0.46 
GMT, five hours earlier than WT matched groups and 3– 5 hours 
later than rescheduling groups. Overall, during the pre- peak win-
dow, the mean rate of phase change for rescheduling infections was 
−2.77	± 0.90 hours per day and a slower mean rate of phase change 
for the Per1/2-	null	all-	day	fed	group	of	−1.90	± 0.38 hours per day.

During the post- peak window, the phase of peak ring density 
is also best explained by the interaction between treatment and 
days PI (Table S3). However, unlike in the pre- peak window, phase 
change is not directional for all groups throughout the post- peak 
window. Specifically, on day 7 PI the rescheduling infections and 
Per1/2- null all- day fed infections peak at a similar time, 7– 8 hours 
earlier than WT Matched infections (Figure 4b,c; Figure S4b; mean 
phase hour GMT ± SD: WT matched = 19.52 ± 0.04, WT mis-
matched = 11.79 ± 0.36, Per1/2- null TRF = 12.80 ± 0.78, Per1/2- null 
all- day fed = 12.97 ± 2.37). Phase became later in all groups by days 
8–	9	but	patterns	diverged	by	day	10	PI.	Across	days	7–	10	PI,	Per1/2- 
null TRF and Per1/2- null all- day fed infections peaked at a similar 
time to WT matched infections (mean phase hour GMT ± SD: WT 
matched = 17.71 ± 0.40, Per1/2- null TRF = 18.43 ± 0.05, Per1/2- 
null all- day fed = 18.34 ± 0.18), but the peak of WT mismatched 
infections became 9 hours earlier (9.04h ± 0.89 GMT) between days 
8 and 10 PI.

TA B L E  1 Rhythmicity	analysis	and	measures	of	IDC	period	calculated	from	representative	datasets	(log10 ring stage density averaged 
across replicate infections contributing to each time point). For the rhythmicity analysis empirical- JTK was performed and Benjamini 
Hochberg (BH) corrected p values are presented. For the period analysis, each dataset was analysed using Maximum Entropy Spectral 
Analysis	(MESA,	in	bold)	and	results	verified	with	Fast	Fourier	Transform	Non-	linear	Least	Squares	(FFT-	NLLS),	Lomb-	Scargle	and	Metacycle	
(Meta2d). Each period estimates is accompanied by the model's goodness of fit (GoF; for which values close to zero indicate better fits), or 
for Meta2d, the BH corrected p value is appropriate. For the pre- peak window, period was calculated using a 102h time series including four 
to five IDC cycles, and for the post- peak window, period was calculated using a 72h dataset representing three IDC cycles. In both datasets 
mice were sampled every 4h

IDC period (hours)

MESA FFT- NLLS Lomb- Scargle Meta2d

Rhythmicity Period GoF Period GoF Period GoF Period p

Pre- peak window

WT matched <0.0001 23.4 0.29 23.59 ± 0.63 0.32 23.58 0.28 23.84 <.0001

WT mismatched <0.0001 21.3 0.38 21.38 ± 0.69 0.41 21.36 0.38 20.89 <.0001

Per1/2- null TRF <0.0001 22.56 0.38 22.45 ± 0.66 0.36 22.44 0.31 22.94 <.0001

Per1/2- null all- day 
fed

<0.0001 22.5 0.26 22.60 ± 0.59 0.29 22.6 0.25 23.03 <.0001

Post- peak window

WT matched 0.016 23.34 0.67 23.21 ± 2.41 0.58 23.32 0.54 23.77 <.0001

WT mismatched 0.001 24.04 0.59 24.00 ± 2.31 0.61 24.02 0.53 24.19 <.0001

Per1/2- null TRF 0.003 26.88 0.53 27.30 ± 3.01 0.55 27.3 0.52 27.52 <.0001

Per1/2- null all- day 
fed

0.016 27.9 0.55 30.04 ± 4.91 0.65 29.98 0.61 30.7 <.0001
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3.3  |  Infective dose and rescheduling

In our second experiment, we compared the rates of IDC re-
scheduling by parasites in WT mismatched infections initiated 
with doses two orders of magnitude apart (10× higher and lower 
than	the	main	rescheduling	experiment).	Asexual	densities	reflect	
the different infective doses, with low dose infections achieving 
a lower cumulative density than high dose infections (mean total 
cumulative parasite density ± SEM (×1010): low = 6.19 ± 0.14, 
high = 22.80 ± 0.08), and daily cumulative densities are best 
explained by the model with an interaction of days PI and dose 
(ΔAICc	= 0, weight = 1; Figure 5a). Comparison of the overlaps 
revealed only minor (~3%) cohort differences between some infec-
tions in overlap 1 (Table S4), thus in concordance with the main 

rescheduling experiment, we concatenate cohorts to generate a 
single time series for each dose.

Resolution on the IDC schedule is low at the start of infections 
for the low dose because the fewer parasites that are used to ini-
tiate infections, the fewer that are observed for staging. Despite 
noisy date between days 2 and 3 PI in the low dose group, all in-
fections exhibited very similar IDC rhythms during rescheduling 
(Figure 5). Once rescheduled to align with host feeding- fasting 
rhythms, ring densities peak at the end of the feeding window 
(ie the right- hand side of the shaded regions in Figure 5a,b) and 
both dose groups achieved this timing between days 5 and 6 
PI. Specifically, mean phase hours (GMT) ± SD on day 6 PI were 
6.36 ± 0.5 and 6.65 ± 0.21 for the low and high dose groups. 
The concatenated time series reveal that both low and high dose 

F I G U R E  3 Mean	±	SEM	ring	stage	parasite	density	(per	ml	blood).	Mice	were	either	WT	(C57BL/6J)	or	clock-	disrupted	Per1/2- null 
mice with parasites that were matched to the host's feeding- fasting rhythm (WT matched), forced to reschedule to align with the host's 
feeding- fasting rhythm (WT mismatched & Per1/2- null TRF) or experienced arrhythmic hosts (Per1/2- null all- day fed). Shading represents 
the	windows	in	which	hosts	fed	and	axes	scales	are	identical	across	all	plots.	All	infections	including	those	without	significant	rhythms	are	
included in the Mean ± SEM calculations: n = 4 infections per cohort for all groups in the pre- peak window. For the post- peak window, n = 4 
for WT groups, n = 3– 4 for Per1/2- null TRF, and n = 2– 4 for the Per1/2- null all- day fed group.

WT
Matched

Per1/2-null
TRF

Per1/2-null
All-day fed

Time (00:00 - 00:00)

WT
Mismatched

2

3

4

5

6

Pre-peak w
indow

(day post infection)
Post-peak w

indow
(day post infection)

Lo
g10

 R
in

g 
st

ag
e 

de
ns

ity
(1

03 -
10

7 )

7

8

9

10

10e7

10e6

10e5

10e4

10e3
00 04 08 12 16 20 00

10e7

10e6

10e5

10e4

10e3
00 04 08 12 16 20 00



    |  9 of 14O’DONNELL Et aL.

infections have periods of less than 24 hours (low dose = 21.52, 
high dose = 22.64). Further, both phase and amplitude do not differ 
(from day 3PI) between doses (amplitude is best explained by the 
null model (ΔAICc	= 0, weight = 0.58; Table S5), and phase is best 
explained by the model containing days PI (Table S6).

3.4  |  Consequences of rescheduling for 
parasites and hosts

The design of the main rescheduling experiment enables us to ex-
amine whether different phase relationships between parasite and 

host rhythms influence the densities of asexual stages achieved over 
infections and the severity of symptoms experienced by hosts.

3.4.1  |  Parasite	performance

Parasite densities during both the pre-  and post- peak windows are 
best explained by day PI only (pre: ΔAICc	= 0, weight = 0.997; post: 
ΔAICc	= 0, weight = 0.997; Table S7) only. Including treatment reduced 
model fits (pre: ΔAICc	= 11.70, weight = 0.003; post: ΔAICc	= 11.53, 
weight = 0.003; Table S7), indicating that parasite densities during in-
fections do not differ between treatments (Figure 6a,b).

F I G U R E  4 Mean	±	SEM	(A)	ring	stage	amplitude	and	(B	&	C)	peak	ring	stage	phase	calculated	from	ring	stage	density	data	for	all	rhythmic	
infections	using	a	Maximum	Entropy	Spectral	Analysis	(MESA).	In	(C),	mean	peak	ring	stage	phase	is	represented	by	a	line	with	circular	SD	
in shading. Circles and triangles represent phase estimates from infections classed as rhythmic and non- rhythmic, respectively (the latter 
are omitted from (B) and do not influence mean ±	SEM/SD	but	are	included	for	completeness).	Mice	were	either	WT	(C57BL/6J)	or	clock-	
disrupted Per1/2- null mice with parasites that were matched to the host's feeding- fasting rhythm (WT Matched), forced to reschedule to 
align with the host's feeding- fasting rhythm (WT Mismatched & Per1/2- null TRF) or experienced arrhythmic hosts (Per1/2- null all- day fed). 
Shading	represents	the	windows	in	which	hosts	fed.	N	= 4 infections per cohort for all groups in the pre- peak window apart from WT 
matched (n = 3– 4/cohort). For the post- peak window, n = 2– 4 for WT groups, n = 2– 3 for Per1/2- null TRF, and n = 2 for the Per1/2- null all- 
day fed group
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3.4.2  |  Disease	severity

RBC loss during in the pre- peak window of the infections was best 
explained by the additive effects of day PI and treatment (ΔAICc	= 0, 
weight =0.96; Table S8; Figure S5a). Per1/2- null TRF hosts ex-
perienced the greatest RBC loss (mean RBC loss ± SEM × 109: 
3.29 ± 0.41) followed by WT matched (2.66 ± 0.46) and Per1/2- 
null all- day fed (2.32 ± 0.39) hosts, whilst WT mismatched hosts 
experienced the least RBC loss (1.48 ± 0.32). Overall, hosts in all 
treatments lost ~2.0 ± 0.3 (×109) RBCs daily across days 2– 5 PI 
with greater loss occurring between days 5– 6 PI (mean RBC loss 
±SEM × 109 = 3.83 ± 0.42). During the post- peak window of the 

infections RBC loss was best explained by day PI alone (ΔAICc 	= 0, 
weight = 0.95; Table S8; Figure S5b) as incorporating treatment re-
duced model fits (ΔAICc	= 5.84, weight = 0.05). Because hosts re-
covered from anaemia during the post- peak window, RBC switched 
from a loss of 0.89 ± 0.16 (mean ± SEM × 109) on days 7– 8 PI to a 
gain	by	days	9–	10	(−0.56	± 0.11).

Weight loss during both the pre-  and post- peak windows are 
best explained by day PI alone (pre: ΔAICc 	= 0, weight = 0.46; post: 
ΔAICc 	= 0, weight =	0.78;	Table	S8;	Figure	S5c,d).	However,	AICc	
model weights in these analyses are low (<50%) indicating high 
model selection uncertainty. Hosts experienced an average daily 
weight loss of 0.7 ± 0.08g during the pre- peak window and loss was 

F I G U R E  5 Mean	±	SEM	ring	stage	parasite	density	(per	ml	blood)	for	two	parasite	doses	presented	as	(A)	single	time	series	and	(B)	
proportion ring stage parasites presented as an actogram to correct for density differences and visualize change over sequential IDCs and 
(C)	ring	stage	parasite	density	presented	as	an	actogram.	WT	(C57BL/6J)	mice	in	4	cohorts	and	housed	in	LD	received	parasites	from	donors	
housed	in	DL	at	a	low	(1	× 105 parasitized RBCs) or high dose (1 × 107). Shading represents time at which hosts fed (night). Mice (n = 5 
infections per cohort for each dose) were sampled every 4 hours for 32h starting at 08:00 GMT
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maintained during the post- peak window (weight loss mean ± SEM 
(g): days 7– 8 PI = 1.05 ± 0.31, days 8– 9 PI = 0.61 ± 0.0.17) until days 
9–	10	PI	when	weight	was	gained	(−0.45	± 0.16).

4  |  DISCUSSION

Here, by analysing ~1200 samples, we demonstrate that pheno-
typic plasticity in the IDC duration allows P. chabaudi to recover 
from a ~12- hour mismatch to host feeding- fasting rhythms within 
approximately 5– 6 days (Figures 3 and 4), in a manner independ-
ent of parasite density (Figure 5). Specifically, by speeding up (‘phase 
advancing’)	each	 IDC	by	2–	3	hours,	 the	timing	of	peak	ring	stages	
shifts within 5– 6 IDCs to synchronize with the host's feeding- fasting 
rhythm (Figure 4b,c). During rescheduling (ie WT mismatched and 
Per1/2- null TRF groups), parasites experience minor reductions in 
synchrony (Figure 4a) but do not incur costs in terms of the densities 
achieved during either the pre-  or post- peak window of infections 
(Figure 6), and infecting an arrhythmic host (ie Per1/2- null all- day 
fed) does not impact parasite density (Figure 6).

Whilst our aim was to investigate the ecology surrounding re-
scheduling of the IDC, we also tested whether this process has 
longer- term consequences throughout infections. We find that 
post peak, synchrony degrades in all groups (Figure 4a), the timing 
of peak ring density shifts or becomes more variable within groups 
(Figure 4b,c), and IDCs 3– 4 became 3– 4 hours longer in infections 
that had to reschedule (ie WT mismatched and Per1/2- null TRF 
groups) and 6 hours longer in Per1/2- null all- day fed hosts (Table 1). 
Whilst the increased variability and dampening of rhythms in the 
post- peak phase reduces confidence in the precision of period es-
timates, multiple approaches suggest that infections matched to 
host rhythms from the outset (WT matched) experienced the least 
disruption to period, synchrony and timing in the post- peak win-
dow. During rescheduling, parasites exhibit altered transcriptional 
patterns associated with many important processes.25 Thus, stress 
experienced during rescheduling may have long- term effects that 
render parasites more vulnerable to IDC disruption from the stress 
of host sickness. For hosts, their phase relationship with the para-
site's IDC has a minor impact on virulence (Figure S5). Specifically, 
Per1/2- null TRF hosts experience the most severe anaemia, losing 
approximately twice as many RBC as WT mismatched hosts, with 
Per1/2- null all- day fed and WT matched hosts experiencing an in-
termediate loss. However, these differences do not extend into the 
post- peak phase and are not reflected in variation in weight loss, our 
other virulence measure. This suggests that hosts maintained similar 
relative levels of food intake across treatments and so, food levels 
and the impacts of sickness on host rhythms are not the sole drivers 
of the IDC schedule.

Intuition suggests there are several strategies that parasites 
could use to reschedule to a new host rhythm, including i) pausing 
IDC progression for ~12 hours; ii) undertaking an initial large phase 
shift within the first IDC, followed by fine- tuning the schedule in sub-
sequent IDC; iii) individual parasites within an infection employing 

different strategies, with some parasites speeding- up and others 
slowing the IDC; or iv) changing the IDC duration by a fixed amount 
each cycle (faster or slower) and making linear progress to the cor-
rect alignment with host rhythms. Observing a single large shift in 
IDC timing (as predicted by option (i) or (ii)) could also be due to host 
rhythms imposing the IDC schedule by severe negative selection of 
mistimed IDC stages at a certain time of day. In contrast, exposure 
to a danger at a set time of day could not masquerade as options (iii) 
or (iv). That we do not observe a severe reduction in densities over 
a single IDC in WT mismatched and Per1/2- null TRF infections, cou-
pled with revealing malaria parasites adopt option (iv) demonstrates 
that parasites exert more control over their IDC schedule than neg-
ative selection by host rhythms. Why would parasites reschedule by 
changing the IDC duration by a fixed amount each cycle, and why 
is the period shortened by only 2– 3 hours? Extending the IDC by 
2– 3 hours would align its schedule to host rhythms at the same rate 
but slowing down development or reducing overall replication rate 
might render parasites vulnerable to immune killing and delays build-
ing a source population for transmission stage production. Similarly, 
simply waiting for ~12hrs would incur a delay to replication. That 
we observe a 2– 3 hr change in IDC duration is consistent with the 
recent discovery that loss of serpentine receptor 10 (SR10) causes 
P. chabaudi's IDC to speed up by ~2 hours.25 Perhaps parasites only 
express SR10 when in synchrony with host rhythms as a mechanism 
to maintain this schedule alignment? The IDC changed analogously 
in both types of rescheduling infection (WT mismatched and Per1/2- 
null TRF); period estimates were similar for both groups and the 
phase of ring stages shifted to peak at the end of the feeding window, 
although the phase for WT mismatched parasites was more similar 
to the WT matched controls (Figure 4c). This could be because par-
asites can use timing information from additional rhythms operating 
in	WT	hosts.	Alternatively,	it	might	be	optimal	for	ring	stages	to	peak	
at the end of the feeding period, and parasites in Per1/2- null TRF 
hosts can achieve this because they are not subjected to the poten-
tially conflicting impacts of other host rhythms present in WT hosts.

Mismatch between the IDC schedule and host rhythms has been 
reported to reduce asexual replication rate and gametocyte den-
sities during the pre- peak window and also disrupt the expression 
patterns for genes involved in important cellular processes.25,28,29,55 
Parasites are thought to align to host rhythms to exploit rhythmic 
resources required from the host's food and to ensure transmission 
stages mature at the time- of- day mosquitoes seek blood meals.31 
Thus, we expected the costs imposed by resource limitation starving 
certain mistimed stages plus any role of parasite- parasite communi-
cation in rescheduling, being exacerbated at high densities and so, 
leading to the high dose infections rescheduling sooner. However, 
across both experiments with infective doses spanning 3 orders of 
magnitude, all parasites rescheduled via a 2– 3 hour reduction in IDC 
duration and reached the same phase within 5– 6 days PI. This sug-
gests that regardless of circumstances, parasites are constrained to 
reschedule via a set reduction in the IDC duration. Such a strategy 
could be deployed without parasites needing to communicate, but it 
remains possible that cell- cell communication56 is involved and that 
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signals relating to how much the IDC duration should alter become 
saturating	even	at	low	density.	Nonetheless,	observing	the	same	re-
duction in IDC duration across doses suggests this is the minimum 
duration for the IDC.

In contrast to previous studies,28,29 we did not detect a reduc-
tion in overall asexual densities in mismatched compared with WT 
matched infections. Thus, why should parasites reschedule if there 
no apparent costs of mismatch? Whilst experimental designs here— 
notably sampling regimes and parasite genotypes used— differ with 
previous studies there are several other non- mutually exclusive 
explanations. First, altered gene expression pattern of mismatched 
parasites25 suggests there are fitness consequences of the IDC 
schedule. Perhaps by altering cellular processes, parasites can com-
pensate for costs of mismatch in well- fed naïve hosts (as we used in 
here) because they are able to support parasites at any IDC stage 
throughout the circadian cycle. This scenario suggests that by estab-
lishing the correct IDC schedule early in infection, parasites are an-
ticipating the need to mitigate against future resource limitation that 
would occur if mismatched and at high density in an ill host. Second, 
rescheduling must have a (hidden) negative impact on parasites to 
explain why a faster IDC does not lead to higher overall replication 
than for the WT matched controls. For instance, if the IDC is re-
duced by 2 hours, rescheduling parasites complete six IDCs 12 hours 
ahead of the WT matched parasites, but do not reach higher den-
sities for the same age of infection. Perhaps, parasites trade- off a 
faster IDC for a reduction in the number of quality of merozoites to 
maintain the same overall replication dynamics as parasites in con-
trol infections. Third, the ultimate selective driver for P. chabaudi's 
IDC schedule might be to coordinate transmission stage maturation 
with vector biting rhythms, and host- feeding rhythms are a useful 
proxy for vector rhythms. These ideas could be tested by comparing 
matched and mismatched infections in hosts with different levels 
of physiological condition. Fourth, the P. chabaudi clone used here 
(DK) is less virulent than those used in previous studies57 and so may 
experience less severe costs of any resource limitation due to mis-
alignment of the IDC.

We examined IDC rhythms in Per1/2- null all- day fed infections 
to establish how the IDC schedule is affected when parasites are 
neither	mismatched	nor	exposed	to	time-	of-	day	information.	As	ex-
pected, the IDC rhythm became dampened and its duration reduced, 
which may suggest a short- free running period (if the IDC schedule is 
driven by an endogenous oscillator32,33). Based on previous studies, 
we expected synchrony in Per1/2- null all- day fed infections to be 
eroded faster that we observed.19 Previous experiments followed 
parasites in singly housed mice, so it is possible that group- housing 
in the present experiment maintained residual rhythms established 
by masking during the rearing of mice.58	Alternatively,	other	TTFL-	
independent oscillators may be present in Per1/2- null hosts, for 
instance, food- anticipatory behaviours or non- transcriptional os-
cillators that influence the IDC schedule.19 In keeping with a lack 
of overall costs to rescheduling parasites, infecting an arrhythmic 
host does not impact on asexual replication. However, exploiting an 
arrhythmic host might be best achieved by parasites without an IDC 

rhythm. Future work could examine whether parasites benefit from 
matching their IDC rhythmicity to the degree of rhythmicity their 
host exhibits.

Reflecting the lack of overt costs of perturbing the alignment 
of host and parasite rhythms on asexual density dynamics, we only 
observe minor differences in virulence between the groups. Per1/2- 
null hosts tend to experience greater anaemia than WT hosts be-
cause mice deficient in Per2 exhibit high susceptibility to acute 
erythrocyte stressors.59 However, anaemia dynamics are not related 
to whether parasites are rescheduling or experiencing dampened 
rhythms, do not extend into the post- peak window, and weight loss 
does not vary between treatment groups. Thus, relative to the im-
pacts of infection per se, the alignment of host and parasite rhythms 
appears inconsequential. Hosts experienced more severe symptoms 
during the post- peak window (eg RBC densities drop to 20% of pre- 
infection levels) and this likely explains the substantial variation in 
IDC rhythms in the post- peak window. During the post- peak win-
dow, IDC rhythms in all groups experienced substantial reductions 
in synchrony, variable phase changes and lengthened periods, al-
though the WT matched group was least affected. The impacts of 
illness on host feeding behaviour coupled with dampened locomotor 
and temperature rhythms and ~1– 3 h advancement of peak timing 
for these host rhythms60 may make it difficult for parasites to main-
tain an IDC schedule.

In summary, our experiments reveal that plasticity in the IDC 
schedule allows malaria parasites to reschedule following mismatch 
to host rhythms by reducing the IDC duration by 2– 3 hours. This re-
duction in IDC duration might represent the minimal amount of time 
required to complete the IDC. The lower and upper limits of IDC du-
ration are unknown but might be revealed by examining parasites in 
hosts	with	shorter	or	longer	feeding-	fasting	cycles.	Neither	parasites	
nor hosts experience significant short or long- term consequences 
of perturbing the alignment between rhythms. However, some 
costs or trade- offs appear to be involved in rescheduling because 
a faster IDC does not enhance overall asexual replication dynam-
ics relative to matched parasites. This suggests parasites are able to 
maintain asexual densities whilst rescheduling, perhaps by trading 
IDC duration off against merozoite production.61 Such an ability to 
compensate might be expected to evolve if parasites often expe-
rience circumstances that require rescheduling, such as if egress 
from the liver is arrhythmic or occurs at a time of day misaligned 
to feeding- fasting rhythms and highlights the importance of align-
ment with host rhythms for blood- stages. Furthermore, there may 
be costs of rescheduling for transmission stage production, although 
rescheduling parasites do not appear to invest less in transmission.55 
Understanding the extent of, and limits on, plasticity in the IDC 
schedule may reveal targets novel interventions, such as drugs to 
disrupt IDC regulation and preventing tolerance to existing drugs by 
IDC dormancy.
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