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Abstract

Precise measurements of CP violation provide stringent tests of the Standard
Model towards the search for signs of new physics. Using LHC proton-proton
collision data, collected by the LHCb detector during 2015 and 2016 at the centre-
of-mass energy of 13 TeV corresponding to an integrated luminosity of 1.9 fb−1,
presented is the latest measurement of the CP -violating phase, ϕs, using B0

s →
J/ψϕ decays. The machine-learning-based data selection, data-driven corrections
to simulated event samples, and the control of systematic effects using dedicated
samples are discussed. The values ϕs = −0.083±0.041±0.006 rad, ∆Γs = 0.077±
0.008±0.003 ps−1 (i.e. the decay width difference between the light and the heavy
mass eigenstates in the B0

s system) and Γs − Γd = −0.0041 ± 0.0024 ± 0.0015 ps−1

(i.e. the difference of the average B0
s and B0

d meson decay widths) are obtained,
yielding the World’s most precise determination of these quantities 1.

Furthermore, shown are the efforts and contributions towards the LHCb Upgrade:
the quality assurance and testing of the LHCb RICH Upgrade components,
and the redesign and upgrade of the fully online software trigger – LHCb HLT
Upgrade. Regarding the former, an original implementation of a parallelised,
robust and highly available automation system is introduced. In connection to
the latter, a novel neural network architecture and optimisation methods are
laid out, enabling complex machine learning to be performed in a low latency
high-throughput environment. Those directly influence the future deployment of
the experiment and its data collecting and analysis capabilities. Thus, they are
essential for future more precise and stringent research.

1the first uncertainty is statistical, and the second is systematic
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Lay Summary

According to our present understanding, the universe started as an extremely
dense uniform object then expanded outwards into what is observed today.
Moreover, it should contain equal parts matter and antimatter. Yet, appears
to be dominated by matter only. One possible resolution to this discrepancy
lies in a phenomenon called CP violation, which was discovered in the 1960s in
particular decays of particles called kaons. It describes the subtle difference in the
behaviour of matter and antimatter. Unfortunately, the amount of CP violation
in the Standard Model, the state-of-the-art theory of particle physics, is too small
to explain the vast matter-antimatter asymmetry observed in the universe. This
unexplained discrepancy motivates a lot of research into additional sources of CP
violation that do not fit into current theories. One of the ways to do this is to
study the decays of composite particles, called b mesons, which constantly change
between their matter and antimatter counterparts.

The LHCb Experiment, sitting at the Large Hadron Collider at CERN, is at the
forefront of this kind of research and was built specifically to detect such particles
and their decays. The bulk of the work presented in this thesis uses data collected
by LHCb during the 2015 and 2016 data-taking periods to analyse the decays of
one type of b meson, the B0

s . Specifically, it focuses on a particular type of decay
involving a direct probe of one type of CP violation. Furthermore, it delves into
the technologies used to collect data, process and analyse them efficiently and
describes the development of two separate improvements planned for the LHCb
Upgrade. One has to do with upgrading the Ring-imaging Čherenkov subdetector
system and another with the algorithms used to filter and select collision events
for further analysis.
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Chapter 1

Introduction

One of the remaining puzzles of modern physics is the unexplained abundance
of matter compared to antimatter in the universe. Current theory indicates that
matter and antimatter should have been created in equal amounts at the Big
Bang. However, modern observations of the interstellar medium put the fraction
of antimatter to matter, f , at about f < 10−15 [7]. Other observations of star
clusters put the limit closer to f < 10−9. In all of these cases, it is clear
that very few antimatter particles roam the universe compared to the matter
we observe in galaxies, stars, planets and life. To account for this imbalance,
Sakharov came up with a set of conditions that need to be fulfilled by any yet
undiscovered phenomena that aim to address the matter-antimatter imbalance [8].
These processes carry the catch-all name of Baryogenesis. Sakharov’s conditions
require the violation of baryon/lepton number (nB/L) conservation and violation
of C and CP symmetries while happening outside thermal equilibrium. Violation
in C symmetry is necessary so that processes producing more baryons than
antibaryons do not balance with processes producing more antibaryons than
baryons. The violation of CP symmetry (CP violation) means that equivalent
processes involving matter and antimatter must occur at a different rate so
that interactions that do not conserve nB/L do not cancel each other out.
Considering the constraints on baryon and lepton number violation, the Standard
Model cannot generate the large enough matter-antimatter imbalance observed
today [9–11]. Thus, looking for new sources of CP violation beyond the Standard
Model is essential. One of the ways to perform such a search is by employing
“B Physics”: an active area of particle physics research where scientists study
hadrons containing b quarks.

1



The LHCb experiment is designed primarily for this type of research – to look
for new physics in b decays. It continues the work of BaBar and Belle [12], which
focused on studies of B0 and B+ decays. Still, being a dedicated “B Physics”
experiment operating at a hadron collider, LHCb can study new hadrons, such
as B0

s mesons, B+
c mesons and b baryons with unrivalled precision.

This thesis focuses on the study of B0
s meson decays to Charmonium (a flavourless

meson whose constituents are a heavy c quark and its antiquark) and on two
projects about improving the performance of the LHCb experiment. Specifically,
the decay B0

s → J/ψϕ is studied to measure the CP -violating ϕs phase, a sensitive
precision test of the Standard Model. Also, a new algorithm, based on a new
type of neural network, is developed to supplement the LHCb High Level Trigger
Upgrade to be more versatile and handle more collision data. Last but not least,
an automated control system, crucial to the success of the LHCb Ring-imaging
Čherenkov (RICH) Detector Upgrade, is deployed to vet components for the
upgraded RICH system.

The measurement detailed in Chapter 6 looks at the B0
s - B0

s meson system and
b → ccs transition. The B0

s is a neutral meson with quark content sb, while the
B0

s is made up from sb. The mass eigenstates of the B0
s - B0

s meson system are a
linear combination of the flavour eigenstates. Thus, the meson oscillates between
its states through the flavour changing weak current as time goes on. Namely,
it is in constant flux between its particle and antiparticle state. So the decay to
J/ψϕ (b → ccs transition) can occur two ways: B0

s → J/ψϕ or B0
s → B0

s → J/ψϕ.
Both decays are allowed at tree level as well as through a QCD penguin diagram
in the Standard Model. The ϕs phase is thus a measurement that can access
interference between mixing and direct decay. The theoretical predictions for ϕs

are more precise than any measurement performed so far (Figure 1.1). So any
experimental improvement will serve as a stringent test of the Standard Model
and potential clues for physics beyond.

The analysis reported in this thesis focuses on improving previous measurements
done by LHCb (References [14, 15]). One of the main ways to do this was to
add new data from LHCb Run 2 data-taking that would increase the statistical
significance. Also, several key changes to signal selection strategy helped improve
measurement precision, and further enhancements were made to the mass model,
removal of peaking backgrounds, and other relevant analysis methods.

Further in the thesis, discussed are some future improvements to the LHCb
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Figure 1.1 Individual 68 % confidence-level contours of ATLAS, CMS, CDF,
D0 and LHCb in the (ϕccs

s , ∆Γs), their combined contour (solid line
and shaded area), as well as the Standard Model predictions (thick
black rectangle) as performed by the HFLAV [13] averaging group.

experiment. For Run 3 at the Large Hadron Collider, the LHCb detector will
be upgraded to cope with the new conditions. The luminosity will be increased
by a factor of 5 (from 4×1032 cm−2 s−1 to 2×1033 cm−2 s−1), so the collision rate
and pileup (overlapping collisions in the detector) will increase. Thus, all of the
subdetectors as well as the data acquisition system will be upgraded.

The higher luminosity presents unique challenges for data acquisition. Suppose
the current computing model and software framework were kept. In that case,
the data storage capacity and computing power required to process data at this
rate would exceed the current capacity by at least one order of magnitude [16].
The system currently consists of a Level-0 (L0) hardware trigger, software High
Level Triggers (HLT1 and HLT2) and a software Offline Reconstruction. The
hardware of L0 trigger has a fixed limit in readout frequency and dead-time that
combined with the rest of the hardware limitations of different subdetectors and
data acquisition systems inhibits the full detector readout to 1MHz.

During Run 3, the L0 trigger will be removed entirely, and the HLT and Offline
Reconstruction will be combined into a common HLT/Turbo stream of data, while

3



the detector readout rate will increase to 40 MHz [17–19]. The surge in data flow
will require novel solutions to cope with detector readout and triggering. So far,
most of the fast decisions in the L0 trigger have been pre-programmed based
on thresholds. This approach is a basic way to filter the influx of data to the
HLT, which in Run 3 will not be available. A more innovative way to approach
this problem is to use multivariate algorithms (MVAs). However, MVAs are
typically expensive computationally. In Section 4.3, this thesis presents a new
type of neural network that can run much faster and still preserve its performance,
significantly increasing background rejection and improving signal retention.

Of course, challenges for Run 3 are also directly relevant to the subdetectors
themselves. One of the most distinctive features of LHCb is its RICH system,
which is instrumental in particle identification (PID) [20]. It provides signal
separation for charged hadrons in the momentum range 1.5-100 GeV/c. This is
essential for studying hadronic final states and very important for precision CP

violation measurements. One example is the B0
s → J/ψK+K− analysis presented

in this thesis. The final state includes two charged kaons, and without PID the
final state signature will suffer from severe combinatorial background for lacking
K-π separation.

Moreover, PID is used to tag particles and antiparticles. For example, distinguish-
ing a b from a b by looking at its decay to charged kaons through the b → c → s
chain proves very useful for time-dependent measurements. To accomplish this,
the current RICH system consists of two RICH detectors and covers an angular
acceptance of 15-300 mrad [21]. The current system is equipped with hybrid
photon detectors (HPDs), which have a fixed 1 MHz readout rate in the electronics
encapsulated within their tube. Thus, for the upgrade of the system, the HPDs
will be replaced with commercial multianode photomultipliers (MaPMTs) with
external electronics. Chapter 5 discusses the programme used to select, vet and
deliver the new MaPMTs for the LHCb RICH Upgrade. It consists of an entire
two-year campaign called the Photon Detector Quality Assurance (PDQA). The
PDQA entails designing a test bench, control software and conducting extensive
testing and characterisation on 4000 MaPMT units. It required replicating the
testing equipment in two separate labs and two different countries, automating
the testing process to remove external factors and delivering all fully characterised
MaPMTs in a state ready to be mounted in the new RICH detectors.

In this thesis, the decay B0
s → J/ψϕ is considered equivalent to the B0

s →
J/ψK+K− decay, where m(K+K−) is in the mass range of the ϕ(1020) resonance.
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The inclusion of charge-conjugate processes is implied throughout, unless explic-
itly stated otherwise.
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Chapter 2

Theory

2.1 Standard Model

The Standard Model (SM) of particle physics [22] is the theory describing three
of the four known fundamental interactions in nature, all except gravity. Electro-
magnetic, weak and strong interactions are all incorporated into the Standard
Model by elementary particles and their interactions 2.1. Electromagnetism
(or quantum electrodynamics, QED) and the weak force are unified into the
theory of electroweak interactions (EW) [23–28]. The strong force is described
by Quantum Chromodynamics (QCD) [29]. SM is a quantum field theory where
the constituents of matter are represented by 12 fundamental types of fermions
(fermion fields) plus their antipartners. The fermions are grouped into three
generations based on flavour and mass and further split into two types of quarks
(up-type and down-type) and two types of leptons (charged and neutral). The
force interactions are realised by twelve fundamental gauge bosons (boson fields).
Eight gluons, g, for the strong interaction, the W+, W−, and Z0 for the weak
interaction, and the photon, γ, for the electromagnetic interaction. Finally, a
scalar boson (complex scalar doublet field), the Higgs boson (H0, discovered in
2012 [30, 31]), is responsible for the interactions giving quarks, fermions and the
weak gauge bosons their masses and thus reproducing the observed interactions
at all temperatures below a very high characteristic energy scale1. Figure 2.1
shows the particle content of the Standard Model. The theory is built upon the
internal symmetries of the SU(3)c×SU(2)L×U(1)Y

2.
1in the Standard Model, the Higgs field characteristic energy scale is about ∼ 200 GeV [32].
2c stands for colour, L stands for left-handed, and Y stands for hypercharge
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Figure 2.1 Elementary Particles in the Standard Model: 5 bosons and 12
fermions [33].

2.1.1 Electroweak (EW) interaction and symmetry break-
ing (Higgs mechanism)

Electroweak theory describes the electroweak interactions. It is a combination of
electromagnetism and the weak interaction.

Electromagnetism (EM) is the everyday interaction that stands behind familiar
phenomena such as electricity and magnetism. Its quantum-mechanical extension
Quantum Electrodynamics (QED) completes that description to include all
fundamental processes between charged particles via the exchange of a photon3.
QED completely describes the interaction between light and matter as well as

3the photon (γ) is a massless vector boson.
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processes such as chemical interactions and the structure of matter.

On the other hand, the weak interaction, is a short-range phenomenon responsible
for processes like radioactive beta decay, nuclear fusion inside stars and neutrino
scattering. It is mediated by three massive vector bosons (W+, W−, and Z0)
and couples to all types of fermions, but its charged bosons only couple to left-
handed fermions and right-handed antifermions. The “handedness” term refers
to the chirality of a particle. Chirality is a fundamental quantum property of
each particle type and should not be confused with helicity4, a frame dependent
quantity for massive particles. The weak interaction is thus a chiral theory, and
the interaction is charged under weak isospin. For example, the left-handed
electron is charged with weak isospin of −1

2 and, therefore, can couple to a
neutrino through an exchange of a W boson, while the positron is right-handed,
carries 0 weak isospin and cannot. Here, an unconventional distinction is made:
the pure eigenstates of the (anti)electron and (anti)positron are not each other’s
antiparticle. Instead, they are considered separate particles altogether and thus
possess different chirality (Section A.1.1). In reality, the physical particles are
linear combinations of the pure weak eigenstates. Contrary to the strong and
electromagnetic forces, weak interactions can change quark flavour5.

The electroweak interaction is the generalised description and unified theory of
electromagnetism and weak interaction. The particles that mediate it are four
massless vector bosons: W1, W2, W3 with symmetry SU(2)L and coupling g, and
B with symmetry U(1)Y and coupling g′.

The observed EW interactions mediated by the massive bosons are due to the
Higgs mechanism [26–28]. It introduces a complex scalar doublet field with a
non-zero vacuum expectation value. The introduction of this field results in a
spontaneous breaking of the electroweak symmetry. Thus, electric charge arises
as a linear combination6 of weak hypercharge (YW ) and the third component of
weak isospin (T3):

Q = T3 + 1
2YW (2.1)

while the physical bosons acquire mass and appear as a linear combination of the

4helicity is the projection of a particle’s spin onto its momentum.
5flavour-changing neutral currents (FCNC) needed to change the flavour of all types of

fermions are still unobserved.
6the linear combination is non-trivial, and any other will result in the Higgs field interacting

with the photon, e.g. the Higgs boson acquiring an electric charge.
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four massless vector bosons (W1, W2, W3 and B):
 γ

Z0

 =
 cos θW sin θW

− sin θW cos θW

 B
W3


W± = 1√

2
(W1 ∓ iW2)

(2.2)

where the θW is a free parameter called the Weinberg angle [24]. Since the axes
representing the particles have been rotated by θW , a mismatch is introduced
between the mass of the Z0 and W± bosons: MW = MZ cos θW . In the low
energy limit, O(E) < 200 GeV, since the weak bosons are no longer massless,
weak influence decreases exponentially with distance and SU(2)L×U(1)Y reduces
to U(1)EM [32].

2.1.2 Strong interaction (QCD)

The strong interaction is responsible for binding quarks together into hadrons,
e.g. mesons, baryons and nucleons (protons and neutrons) into nuclei. It is
charged under the “colour” charge. In contrast to electric charge, colour charge
can have three values for quarks: red, green and blue, and three for antiquarks:
antired, antigreen and antiblue. This does not mean the particles are indeed
coloured in the colloquial sense, a purely visual effect confined to the human
experience of electromagnetic waves in the visible spectrum. Instead, the colour
charge is a fundamental property of quarks, and the name is only chosen for
descriptive purposes – those will become apparent in the following. To form
hadrons quarks need to combine such that the overall colour charge is neutral (0
colour charge). Since there are three colour charge options plus their antistates,
a neutral colour is when a colour is combined with its anticolour or when all
three colours are combined. The latter option is similar to how human vision
perceives the combination of red, green and blue light as neutral white light.
This statement can be more succinctly expressed as:

RR = GG = BB = RGB = RGB = 0 (2.3)

where R, G, B stand for red, green and blue colour charge, R, G, B stand for
antired, antigreen and antiblue colour charge, respectively, while 0 stands for
neutral, zero or white colour charge.
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Thus, the quantum field theory describing the strong force is named Quantum
Chromodynamics, or QCD, (from the Greek word χρω̃µα [khrôma] meaning
colour). The mediator particles are eight massless vector boson fields, called
gluons. The symmetry of QCD is SU(3)c with coupling gs. Gluons have no weak
isospin and no electric charge; they carry the colour charge. Each gluon has one
of the allowed colour configurations based on the Gell-Mann matrices. Explicitly
if:

R =


1
0
0

 , G =


0
1
0

 , B =


0
0
1

 (2.4)

are the definitions of colour for quarks, while the equivalent row vectors are
the definitions of anticolour for antiquarks, then gluons can carry the following
combinations:

gi =
(
R G B

)
λi


R

G

B

 (2.5)

where λi are the Gell-Mann matrices. Unlike the electroweak interaction, the
gauge boson interaction is not suppressed by charge, chirality, mass or flavour,
meaning that the coupling between the bosons and quarks is the same. In fact,
given the size of gs at low energy scales and the fact gluons are charged under the
interaction they mediate means they can self-interact “strongly”. Consequently,
an interesting phenomenon is observed, where the field potential of the strong
interaction does not diminish with distance (r). Instead, it remains proportional
to ∼ r regardless of separation. Consequently, it turns out that when quarks are
separated by a significant distance, the energy put into their separation is enough
to produce a quark-antiquark pair anew. The latter effect is known as quark or
colour confinement [34]. This also means that at low energy scales, perturbation
theory cannot be used to extract any meaningful dynamical quantities about
strong interactions.

2.1.3 Quarks and leptons

The force interactions in the SM are between the fundamental fermions. Fermions
are split into two main kinds: quarks and leptons. Leptons do not interact with
the strong force and thus are not confined like quarks to hadrons.

Quarks are the fundamental fermions that interact with all fundamental forces.
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The six flavours of quark are split into two types. Up-type are the up (u), charm
(c) and top (t) quarks, which have electric charge +2/3 and weak isospin +1/2.
Down-type are the down (d), strange (s) and bottom, also known as beauty,
(b) quarks with electric charge −1/3 and weak isospin −1/2. Quarks cannot be
observed in free unbound colour-doublet states because of colour confinement and
are only found in colour-singlet states – hadrons. Hadrons can be either mesons,
quark-antiquark (qq) states, or baryon states with three or more quarks. Most
of the time, baryons are represented by qqq or qqq states. However, some exotic
hadron states can be qqqq, qqqqq or similar. The meson colour-singlet state is
a linear combination of the colour states:

1√
3

(RR +GG+BB) (2.6)

and similarly for the baryon (qqq):

1√
6

(RGB −RBG+GBR −GRB +BRG−BGR) (2.7)

On the other hand, leptons are fermions not interacting with the strong force and
are split into electrically charged and electrically neutral. The charged leptons
are the electron (e), muon (µ) and tau (τ) with electric charge −1 and weak
isospin −1/2. The neutral leptons are the corresponding neutrinos: the electron
(νe), muon (νµ) and tau (ντ ) neutrino with 0 electric charge and weak isospin
+1/2.

2.1.4 Beyond the Standard Model (BSM) Physics

While the Standard Model has been very successful and accurate at describing
a wide range of observable phenomena in our universe, it is far from a complete
theory of everything and does not encompass all observations. For example,
the Standard Model is currently incompatible with General Relativity, the
most accurate theory describing the gravitational phenomena. Furthermore,
the current framework of SM does not account for the observed amount of
matter-antimatter (baryon) asymmetry in the universe. However, while the SM
does not account for the above-mentioned, there is little evidence to contradict
it. At the time of writing of this thesis, the only observational evidence
directly contradicting the model is that neutrinos oscillate between flavour states,
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indicating that they possess non-zero mass, meaning they flavour eigenstates do
not align with their observable mass eigenstates [35–37].

Consequently, the goal of experiments in particle physics is to subject the
Standard Model to more and more stringent tests to identify other effects that
do not align with it and eventually arrive at a better and more complete theory.

2.2 CP Violation

Modern theoretical models have relied on the principle of symmetries to describe
physical observations. Emmy Noether showed at the beginning of the 20th
century that continuous symmetries lead to conserved quantities and that
conserved quantities indicate symmetries in the system [38, 39]. However,
the Standard Model includes several discrete symmetries, while Noether’s
theorem only applies to continuous symmetries of closed systems. For example,
the symmetry concerning continuous translation in space implies momentum
conservation. However, there is no continuous(-ly differentiable) translation that
would equate to a coordinate reversal (a parity transformation). Hence, Noether’s
theorem does not directly apply to parity symmetry7. Charge conjugation (C ),
parity (P) and time-reversal (T ) symmetries are all discrete symmetries, and they
all have a special place in the Standard Model but are not under the umbrella of
Noether’s theorem.

Explicitly, the C operator converts a particle (ψ) to its antiparticle or vice
versa, ψ → ψ, the P operator inverts the spatial coordinate, r → −r,
and the T operator reverses the direction of time, or in other words, inverts
the sign of the time coordinate, t → −t (Section A.2.1). Thus, the C, P
and T symmetries are represented by an observable being invariant under the
corresponding transformation.

CP symmetry thus implies invariance under both transformations combined:

CP |ψ(r, t)⟩ =
∣∣∣ψ(−r, t)

〉
(2.8)

Electromagnetic and strong interactions are known to respect both C, P and
also their combination CP . In the case of the strong interactions CP symmetry

7Extensions of Noether’s theorem to discrete systems exist (e.g. [40, 41]), but these are
generally not directly applicable to the topic of this thesis.

13



is associated with the strong CP problem. Essentially, the formulation of QCD
theory does not forbid CP violation but actually contains two competing terms,
one for the fermion mass with a chiral phase and another for gluon pseudoscalar
density, both contributing to CP violation [42]. These two competing terms
cannot be cancelled simultaneously since their contributions are phase dependent
inversely, meaning their phase difference is constant:

θ′ + θ → (θ′ − α) + (θ + α) = θ′ + θ = θ̄ (2.9)

where α is the chiral transformation angle needed to cancel the quark mass term,
θ′ and θ are the phases of the quark mass term and the gluon density, respectively,
while θ̄ is the resultant CP -violating phase. However, the strong interaction has
never been observed to violate CP symmetry.

Conversely, the weak interaction and so electroweak interactions do not preserve
it. Charged electroweak interactions do not couple to right-handed particles,
and so they violates P symmetry. They also do not couple to left-handed
antiparticles and thus violates C symmetry. Finally, these interactions seemed to
follow CP symmetry because they involve both left-handed particles and right-
handed antiparticles. However, they were observed to violate CP symmetry in
the K0

L → π+π− decay, which won James Cronin and Val Fitch their Nobel prize
in 1980 [43, 44].

Coincidentally, C and CP violations are needed to satisfy the second of Sakharov’s
conditions [8]. This has implications in finding an explanation for the observed
matter-antimatter asymmetry in the universe. It would allow for certain physical
processes8 to happen with different rates depending on their CP state and thus
provide a mechanism for matter to be treated preferentially.

In the context of this thesis, three types of CP violation will be considered: CP
violation in decay (direct), CP violation in mixing (indirect), CP violation in
interference between mixing and decay.

2.2.1 CP violation in decay

CP violation in decay is a difference in the rates between CP conjugate decays.

8specifically processes violating baryon number conservation.
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For a state, |ψ⟩, decaying to a final state, |f⟩, the respective amplitudes will be:

Af = ⟨f |H |ψ⟩ and Af =
〈
f
∣∣∣H ∣∣∣ψ〉 (2.10)

where H is the Hamiltonian (Section A.2.2). CP violation occurs when:

Af

Af

̸= 1 (2.11)

since the decay rate (probability) is the square of the amplitude.

A total decay amplitude is taken to be the sum of the individual amplitudes
corresponding to all modes (processes) involved. The individual amplitudes are
complex-valued and carry two phases: a strong phase, δ, and a weak phase,
φ. The strong phase is invariant under a CP transformation as it follows from
Section 2.1.2. However, the weak phase is conjugated. A general form of an
amplitude and its CP counterpart can be written as:

Af =
∑

n

|An|eiδneiφn

Af =
∑

n

|An|eiδne−iφn

(2.12)

This puts an interesting constraint on the possible CP -violating processes. For
example, constructing a CP -violating amplitude with just one mode is impossible:

|Af |2 = AfA
∗
f = |A1|2ei(δ1−δ1)ei(φ1−φ1) = |A1|2

|Af |2 = AfA
∗
f = |A1|2ei(δ1−δ1)e−i(φ1−φ1) = |A1|2

(2.13)

Thus, direct CP violation can only occur for decays that have multiple contribut-
ing modes. For example with two modes:

|Af |2 = AfA
∗
f = |A1|2 + |A2|2 + |A1||A2|ei(δ1−δ2)ei(φ1−φ2)

+ |A1||A2|e−i(δ1−δ2)e−i(φ1−φ2)

= |A1|2 + |A2|2 + 2|A1||A2|(cos(∆δ) cos(∆φ) − sin(∆δ) sin(∆φ))
|Af |2 = |A1|2 + |A2|2 + 2|A1||A2|(cos(∆δ) cos(∆φ) + sin(∆δ) sin(∆φ))

(2.14)

where ∆δ = δ1 −δ2 and ∆φ = φ1 −φ2 with further clarifications in Section A.2.3.
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The resulting difference:

|Af |2 − |Af |2 = −4|A1||A2| sin(∆δ) sin(∆φ) (2.15)

contains both strong and weak phases, but is purely existent because of the weak
phase transforming (changing sign) under CP . Otherwise, if the weak phase did
not acquire an extra minus sign (Equation 2.12 and Section A.2.3), the phases
will cancel and the result would lack any phase contributions. In experiments,
this difference can be quantified by the ACP observable, defined as:

ACP =
|Af |2 − |Af |2

|Af |2 + |Af |2
= Γ(ψ → f) − Γ(ψ → f)

Γ(ψ → f) + Γ(ψ → f)
(2.16)

where Γ(ψ → f) is the partial decay width of ψ → f decay.

2.2.2 CP violation in mixing

As for CP violation in mixing, one can look at the process of neutral particle
oscillations. Neutral particle oscillations can occur when a neutral particle has
distinct internal quantum eigenstates which do not coincide with its external
energy (mass) eigenstate. For example, some neutral mesons have this property,
allowing them to transmute or oscillate between their particle and antiparticle
state without breaking any conservation laws.

Consider a meson with two distinct flavour eigenstates, |ψ⟩ and
∣∣∣ψ〉. They cannot

also be CP eigenstates, as the CP operator transforms one into the other. Thus,
the CP eigenstates must be a mixture of the pure flavour states:

|ψ+⟩ = 1√
2

|ψ⟩ − 1√
2

∣∣∣ψ〉 and |ψ−⟩ = 1√
2

|ψ⟩ + 1√
2

∣∣∣ψ〉 (2.17)

where the subscript indicates the CP eigenvalue (+ is even, − is odd):

CP |ψ+⟩ = + |ψ+⟩ and CP |ψ−⟩ = − |ψ−⟩ (2.18)

By the same argument, the flavour eigenstates are transformed by the weak
interactions, and they cannot be weak eigenstates:

|ψ1⟩ = p |ψ⟩ − q
∣∣∣ψ〉 and |ψ2⟩ = p |ψ⟩ + q

∣∣∣ψ〉 (2.19)
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where |ψ1⟩ and |ψ2⟩ are orthogonal superpositions of |ψ⟩ and
∣∣∣ψ〉. Here, p and

q are complex mixing amplitudes, and CP violation in mixing occurs when the
rate of mixing is different in one direction from the other, in other words:

q

p
̸= 1 (2.20)

where the amplitudes do have the same magnitude.

2.2.3 CP violation in mixing and decay

Finally, the third way CP can manifest itself is in combining the above two
processes, i.e., in the interference of mixing and decay. This can happen when
a neutral particle’s distinct flavour eigenstates, |ψ⟩ and

∣∣∣ψ〉, can both decay to
the same final state f . In this scenario, there are two ways for each flavour state
to transition into the final state: a state can oscillate into its anti-state and then
the anti-state can decay to the final state, or it can directly decay into the final
state. CP violation, in this case, is due to the difference in weak phases of the
amplitudes of both possible paths. Let the weak phase of the direct decay be φD,
while the mixing amplitude have a weak phase φM . The difference between the
two paths will be:

ϕ = [φM + (−φD)]path 1 − [φD]path 2 = φM − 2φD (2.21)

Since mixing and decay are independent processes, one can define a total measure
of the CP asymmetry, λ by the product of the respective conditions defined in
Equations 2.11 and 2.20:

λ ≡ q

p

Af

Af

and λ ≡ p

q

Af

Af

(2.22)

As per previous arguments, f can only be a CP eigenstate if λ = λ, meaning
the CP operator does not transform f into some other state. Similarly, if λ ̸= 1,
then CP is violated. Experimentally, this can be observed in the time-dependent
decay rate asymmetry, defined as:

ACP (t) =
dΓ(ψ → f)/dt − dΓ(ψ → f)

/
dt

dΓ(ψ → f)/dt + dΓ(ψ → f)
/

dt
(2.23)
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Curiously, the definition of λ allows CP to be violated here without being broken
individually in decay or mixing. This can happen by λ acquiring phase, arg(λ) ̸=
0, while |λ| = 1.

2.3 CKM Matrix

The weak interaction has only been observed to couple between the same
generation of leptons (e.g. e and νe, but not µ and ντ ). However, it can couple
between different generations of quarks. This process is known as quark mixing.
To date, the only observed CP violation [43, 44] is in quark mixing 9, and the
mixing coupling strengths between quarks are described in the Standard Model
by the Cabibbo-Kobayashi-Maskawa (CKM) matrix [45, 46].

By convention, only the down-type quarks take part in the mixing process. This
is because the up-type quark weak and mass eigenstates are set to overlap, while
the down-type weak eigenstates are disparate from their mass eigenstates. For
example, if d′ is the weak eigenstate of the down quark, it will be the one
interacting with the weak eigenstate, u, of the up quark at the flavour-changing
W± vertex. More generally, the down-type quark weak states are constructed by
a rotation of the down-type mass eigenstates:

d′

s′

b′

 ≡ VCKM


dL

sL

bL

 ≡


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




dL

sL

bL

 (2.24)

where d′, s′, b′ are the weak eigenstates, the elements Vij are numbers representing
corresponding i − j coupling strengths and d, s, b are the corresponding mass
eigenstates. The CKM matrix must be a complex matrix that must also be
unitary (VCKMV

∗
CKM = V ∗

CKMVCKM = I) to preserve probability amplitudes.

In more detail, when transforming from quarks to antiquarks, the CKM matrix
elements in the weak states are replaced with their complex conjugates. If
there were no complex phase, the CKM matrix would be real-valued, and the
weak interactions will be invariant under a CP transformation. However, as per
observations, CP -asymmetry does exist and introducing the complex phase is
the means to break CP symmetry and give rise to CP violation. Thus, the Vij

9other potential sources are the strong interaction and neutrino oscillations but continue to
remain unobserved.
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elements are complex, and the by-element unitarity conditions are as follows:

n∈{d,s,b}∑
V ∗

inVjn = δij and
n∈{u,c,t}∑

V ∗
niVnj = δij (2.25)

These conditions and the fact that some of the complex phases can be absorbed
in the arbitrary phases of individual quark fields limit the number of independent
physical parameters needed to specify the values of VCKM fully. In this case,
the number of free parameters is 4. In the Standard Model, their expression is
convention dependent and frequently being three mixing angles and one complex
CP -violating phase. Another commonly chosen parametrisation is the so-called
Wolfenstein parametrisation which has the benefit of real-valued Vud, Vus, Vcb

and Vtb and a complex phase. The Wolfenstein parametrisation still only uses 4
parameters: λ, A, ρ, η. They are all real and defined in terms of the following:

λ ≡ |Vus|√
|Vud|2 + |Vus|2

Aλ2 ≡ |Vcb|√
|Vud|2 + |Vus|2

Aλ3(ρ+ iη) ≡ V ∗
ub (2.26)

where the complex phase is introduced with the combination of ρ and η

parameters. While it looks strange initially, this parametrisation is motivated
by its explanatory power. Namely, the diagonal elements showing the coupling
strengths between quarks of the same generation are approximately equal to 1 in
magnitude. While the magnitudes of off-diagonal elements responsible for mixing
between first and second generation are 4 to 5 times smaller. Second to third
generation and first to third generation mixing elements are further suppressed
by higher powers of λ2 and λ3 respectively. Neglecting higher-order terms (up to
O(λ3)), the VCKM matrix can be expanded in terms of the small λ parameter:

VCKM ≈


1 − 1

2λ λ Aλ3(ρ− iη)
−λ 1 − 1

2λ Aλ2

Aλ3(1 − ρ− iη) −Aλ2 1

 (2.27)

A common suppression factor is not evident, which makes elements farther from
the diagonal smaller. This is called Cabibbo suppression after Nicola Cabibbo,
who introduced the first of such factors10 for the then-only two generations of
quarks known.

Still, these are all convention dependent parametrisations, while a CP violation
measure must not be. To construct such an invariant measure, the unitarity

10Cabibbo angle, θc
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conditions are used. Let us examine some of the conditions from Equation 2.25.
For example:

VudV
∗

ub + VcdV
∗

cb + VtdV
∗

tb = 0 | : VcdV
∗

cb

=⇒

1 + VudV
∗

ub
VcdV ∗

cb
+ VtdV

∗
tb

VcdV ∗
cb

= 0

(2.28)

Here, the “b–d” condition has been normalised as per convention so that one of
its elements is unit length. This condition is associated with the B0

d meson, while
the B0

s meson is associated with the following:

VusV
∗

ub + VcsV
∗

cb + VtsV
∗

tb = 0 | : VcsV
∗

cb

=⇒

1 + VusV
∗

ub
VcsV ∗

cb
+ VtsV

∗
tb

VcsV ∗
cb

= 0

(2.29)

An observation can be made about the complex phases of these combinations of
CKM elements. It is interesting to note that the phase is of the form:

arg
(
VijV

∗
iβ

VαjV ∗
αβ

)
= arg

(
VijVαβV

∗
iβV

∗
αj

)
(2.30)

The quark indices appear twice for each quark in the expression, once in the
complex element and once for the complex conjugate element. As previously
pointed out, each quark field has absorbed a phase, which cancels out phases
for the combination of four elements in this way. These combinations become
convention independent.

Using these properties, the so-called unitarity triangles can be constructed in the
complex plane. The unit size elements serve as the unit length side oriented in
the direction of the real number line and starting at zero. The complex-valued
elements complete the rest of the sides, summing back to zero and completing the
triangle. The d–b and s–b triangles are shown in Figure 2.2. The coordinates of
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(a) d–b (b) s–b

Figure 2.2 CKM Unitary triangles: (a) d–b unitary triangle constructed from
Equation 2.28, (b) s–b unitary triangle constructed from Equa-
tion 2.29

the vertex solely in the complex plane are defined to be (ρ, η) and (ρs, ηs) for the
d–b and s–b triangles, respectively. The angles of the triangles also have names
per convention, which for the d–b triangle are:

α ≡ ϕ2 ≡ arg
(

− VtdV
∗

tb
VudV ∗

ub

)
β ≡ ϕ1 ≡ arg

(
−VcdV

∗
cb

VtdV ∗
tb

)

γ ≡ ϕ3 ≡ arg
(

−VudV
∗

ub
VcdV ∗

cb

) (2.31)

while for the s–b triangle are:

αs ≡ ϕ2s ≡ arg
(

−VusV
∗

ub
VtsV ∗

tb

)
βs ≡ ϕ1s ≡ arg

(
−VtsV

∗
tb

VcsV ∗
cb

)

γs ≡ ϕ3s ≡ arg
(

− VcsV
∗

cb
VusV ∗

ub

) (2.32)

The βs phase is by this construction quite small. That is important for the CP
violation measurement of the observable phase ϕs, since it is approximately equal
to −2βs in the Standard Model. Thus, even if new unknown physics contributions
are small, their effect could still be significant compared to βs. That makes precise
measurements of ϕs quite a sensitive probe for BSM physics.

2.4 CP violation in the B0
s sector

One of the preferred ways to discover new physics effects is to challenge the
current theoretical models. Specifically, when it comes to CP violation, this is
related to confirming or refuting the CKM unitarity triangles. The currently-
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accounted-for CP violation due to phenomena related to the CKM matrix is too
small to explain the observed matter-antimatter asymmetry.

For example, the observed matter-antimatter asymmetry discussed in Chapter 1,
puts the fraction of antimatter per matter at about f < 10−9. Furthermore,
nucleosynthesis constraints require a baryon number to entropy ratio in the
observed part of the universe ηB/s ∼ (4, 6) 10−11 at a temperature T >

1 GeV [47]. Since there is no known mechanism for matter-antimatter separation
on cosmological scales, it is assumed that the laws of physics governing the
microscopic scales are responsible for providing a process creating the baryonic
excess [8, 47]. This process is called baryogenesis.

The Big Bang theory states that the early Universe was hot and dense with
temperatures ranging from a few eV up to the Planck scal MP l ∼ 1019 GeV [48].
As the Universe cooled down it went through several phase transitions. The
highest temperatures phase transitions are important for grand unified theories
(GUTs) and may have an impact on cosmic inflation. At lower temperatures,
about MW ∼ 100 GeV, the electroweak phase transition occurs late in the
cosmic evolution compared to GUT transitions and is mainly important for
baryogenesis [47, 48]. Sakharov’s condition [8] of processes occurring outside
thermal equilibrium can be satisfied by such a phase transition. That is because
it would occur on the surfaces of expanding bubbles where the boundary sits
around the propagation of the newly-reached non-zero vacuum expectation value
of the Higgs field when MW < M crit

H . These bubble are growing and filling the
space where the Higgs field is still in its pre-existing state.

The contributions of CP violation in baryogenesis has been studied extensively
and is believed to be much smaller than expected. Specifically, to explain the
observed ηB/s as above, the effective asymmetry from CP needs to be ∆CP ≥
10−8 [47, 49, 50]. However, best estimates due to the known sources of CP
violation in the Standard Model put this value at ∆CP ≤ 10−21 [47, 49, 50].
Thus, CKM processes cannot account for at many orders of magnitude difference
with the observed baryon asymmetry.

Figure 2.3 shows the global fit to the (d-b) unitary triangle in the (ρ, η) plane
performed by The CKMFitter Group [51], which combines measurements from
multiple sources (LHCb, BaBar, Belle, etc.). Similarly, Figure 2.4 shows the
global fit of the (s-b) unitary triangle in the (ρs, ηs) plane. It can be clearly seen
that the size of the βs angle is much smaller than that of the β angle.
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Figure 2.3 Global fit to (d-b) CKM unitary triangle in (ρ, η) plane [51]

Thus, the neutral B0
s meson and its B0

s → J/ψϕ decay offer a candidate to improve
upon the currently known sources of CP violation. The decay is associated with
an observable phase, ϕs, due to interference between mixing in the B0

s - B0
s system

and the B0
s → J/ψϕ decay. And the phase, ϕs, is yet to be measured to a high

enough precision to unambiguously confirm or refute the current Standard Model
theoretical predictions.

2.4.1 B0
s- B0

s mixing

The B0
s meson is a neutral meson, a bound state of an b and an s, capable

of the neutral particle oscillations discussed in Section 2.2. The lowest order
diagrams of this oscillation are shown in Figure 2.5. Thus, the B0

s - B0
s oscillations
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can permit CP violation if over time one of the transitions (either B0
s → B0

s or
B0

s → B0
s ) happens with a different frequency, resulting in one of the transitions

being preferred.

The equation governing the time-evolution of the B0
s - B0

s systems is as follows:

iℏ
d
dt(|B(t)⟩) =

(
M − i

2Γ
)

|B(t)⟩ (2.33)

where M and Γ are the mass and decay matrix respectively (Section A.2.4). The
equations is subject to two solutions of the form:

|Bk(t)⟩ = e(−imk−Γ/2)t |Bk(0)⟩ (2.34)
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(a) s-channel (b) t-channel

Figure 2.5 Lowest order B0
s - B0

s mixing diagrams: (a) s-channel, (b) t-chan-
nel [15]

where k denotes the two possible mass eigenstates, normally referred to as the
heavy (‘H’) and the light (‘L’) states. They are mixtures of the flavour eigenstates:

|BL⟩ = p
∣∣∣B0

s

〉
− q

∣∣∣B0
s

〉
(2.35)

|BH⟩ = p
∣∣∣B0

s

〉
+ q

∣∣∣B0
s

〉
(2.36)

where q and q are complex numbers equivalent from the parametrisation in
Equation 2.19. The time evolution of the B0

s - B0
s system is governed by:

∣∣∣B0
s (t)

〉
= g+(t)

∣∣∣B0
s

〉
+ q

p
g−(t)

∣∣∣B0
s

〉
∣∣∣B0

s (t)
〉

= g+(t)
∣∣∣B0

s

〉
+ p

q
g−(t)

∣∣∣B0
s

〉 (2.37)

where |B0
s⟩ = |B0

s (t = 0)⟩ =
1

0

 and
∣∣∣B0

s

〉
=

∣∣∣B0
s (t = 0)

〉
=

1
0

 and the

functions g± are specified in Equation A.20 in Section A.2.4.

As the B0
s - B0

s mixing diagrams are dominated by internal t transitions, the
mixing phase, ϕM , in the system is thus proportional to:

ϕM = arg(M12) ≈ arg([VtsV
∗

tb]2) (2.38)

which is not directly observable but contributes to the ratio q/p as detailed in
Section A.2.4.

2.4.2 b→ccs transitions

The B0
s → J/ψϕ decay is due to a b → ccs transition, which happens mainly

through two decay diagrams, a tree diagram (Figure 2.6a) and a penguin diagram
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(a) tree diagram (b) penguin diagram

Figure 2.6 B0
s → J/ψϕ decay diagrams: (a) lowest order tree diagram, (b)

penguin diagram [15].

(Figure 2.6b). The total amplitude is the sum of the individual tree and penguin
amplitudes:

Accs = VcsV
∗

cb(Atree + Apeng
c ) + VusV

∗
ubA

peng
u + VtsV

∗
tbA

peng
t (2.39)

Using the unitarity relation from Equation 2.29, this can be reduced to:

Accs = VcsV
∗

cb(Atree + Apeng
c − Apeng

t ) + VusV
∗

ub(Apeng
u − Apeng

t ) (2.40)

As per the discussed Wolfenstein parametrisation in Section 2.3, VusV
∗

ub is
suppressed by a quadratic factor of λ2 compared to VcsV

∗
cb. Thus, the amplitude

may be approximately considered to be:

Accs = VcsV
∗

cb(Atree + Apeng
c − Apeng

t ) + O(λ2) (2.41)

Therefore the weak direct decay phase, φD, will approximately be φD ≈
arg(VcsV

∗
cb). Since the J/ψϕ final state is its own charge conjugate, i.e. |f⟩ =

∣∣∣f〉,
the relative phase difference between a B0

s decaying into |f⟩ and B0
s decaying into

the same |f⟩ is:
Af

Af

= η
f

∣∣∣∣∣Af

Af

∣∣∣∣∣ ei(2φD−δn) ∼ ei(2φD−δn) (2.42)

with η
f

= ±1 indicating the CP eigenvalue in the case the final state is a CP

eigenstate and δn is the unobservable phase from Equation 2.12. The total mixing
and decay process results in:

λf = q

p

Af

Af

∼ ei(φM −δn)ei(2φD−δn) = e−i(φM −2φD) (2.43)
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similarly to Equation 2.21. The phase of λf is thus called ϕs:

ϕs = − arg(λf ) = φM − 2φD (2.44)

In the Standard Model this can be expressed with the elements of the CKM
matrix to give:

ϕs = arg([VtsV
∗

tb]2) − 2 arg(VcsV
∗

cb) = 2 arg
[
VtsV

∗
tb

VcsV ∗
cb

]
= −2βs (2.45)

Thus, in the Standard Model ϕs is predicted to be very small: ϕSM
s =

−0.03696+0.0072
−0.0084 rad [52, 53]. Given the size of this prediction, any experimental

deviations from the ϕSM
s value are effectively deviations from zero. This makes

measuring ϕs very sensitive to any new effects. Similarly, the phase difference, ϕ
between mixing and decay matrix elements, M12 and Γ12, can also be affected11.
Specifically, M12 is more sensitive as the mixing occurs through a box diagram,
while the allowed tree-level decay will suppress the possible contributions to Γ12.
The latter can manifest itself in the measured value of ∆Γs = 2|Γ12| cosϕ.

2.4.3 B0
s- B0

s mixing and B0
s → J/ψϕ decay

As per the discussion in Sections 2.2.2 and A.2.4, the flavour states of B0
s - B0

s

system are not CP eigenstates. The B0
s - B0

s mass eigenstates are a mixture of
the flavour eigenstates and the system oscillates between its observable states
BL and BH in time. Also, the final state of the B0

s → J/ψϕ decay cannot be
CP eigenstates, since the decaying B0

s meson has spin zero, while both the J/ψ
and the ϕ are spin-one mesons. Thus, the final state is a combination of three
possible orbital angular momentum configurations. Consequently, any CP related
measurements require observations of the behaviour of the system in time to
ascertain the time-evolution of the CP eigenstate mixture.

The time-dependent amplitude for mixing and decay can be obtained by
combining the mixing amplitudes from Equation 2.37 with the decay amplitudes
of each possible decay. For a system produced as B0

s ( B0
s ) and decaying into the

final state |f⟩ (
∣∣∣f〉), the notation of labelling the decay amplitude as Af (Af ) is

adopted. In the case of the B0
s → J/ψϕ decay, both B0

s and B0
s can decay into

either |f⟩ or
∣∣∣f〉 as the particle content is K±K∓µ±µ∓. Thus, in terms of the

11refer to Section A.2.4
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initial conditions, there are four possibilities to consider:

A(B0
s → f) ∼ g+Af + q

p
g−Af A(B0

s → f) ∼ q

p
(g−Af + p

q
g+Af )

A( B0
s → f) ∼ g+Af + p

q
g−Af A( B0

s → f) ∼ g+Af + p

q
g−Af

(2.46)

where the conditional amplitude of a system produced as B0
s , then decaying at

time t as B0
s with an amplitude Af into state |f⟩ is taken to be ⟨B0

s |B(t)⟩ Af ∼
g+(t)Af . It can be seen that the structure of the individual amplitudes is very
similar and that, for example, the amplitude for B0

s → f can be obtained from the
expression for the amplitude of B0

s → f by swapping g+ for g− and multiplying by
a factor of p

q
. Furthermore, the differential decay rate, dΓ(B0

s →f)
dt

, can be obtained
by squaring the corresponding decay amplitude. Using the following relations
derived from Equation A.20:

|g±|2 = 1
2e

−Γst
[

cosh
(1

2∆Γst
)

± cos(∆mst)
]

g∗
+g+ = 1

2e
−Γst

[
− sinh

(1
2∆Γst

)
+ i sin(∆mst)

] (2.47)

the differential decay rate takes the form:

dΓ(B0
s → f)
dt ∼ 1

2 |Af |2(1 + |λf |2)e−Γst
[
cosh

(1
2∆Γst

)
+ Cf cos(∆mst)

+Df sinh
(1

2∆Γst
)

+ Sf sin(∆mst)
]

(2.48)

where λf is defined as in Equation 2.43, and the parameters Cf , Df and Sf are:

Cf = 1 − |λf |2

1 + |λf |2
Df = −2 Re(λf )

1 + |λf |2
Sf = 2 Im(λf )

1 + |λf |2
(2.49)

2.4.4 Angular distributions of pseudoscalar-to-vector-vec-
tor (P2VV) meson decays

The final state of the B0
s → (J/ψ → µ+µ−)(ϕ → K+K−) decay comprises four

particles, all of which are assumed to be on-shell12. In particular, the kaons
and muons are selected with momenta such that in the frame of reference of the
LHCb detector they are observed to traverse it fully without decaying further.
Consequently, due to energy-momentum conservation and all final state particles

12Section A.3
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Figure 2.7 definitions of the B0
s → J/ψϕ decay angles in the helicity basis: φh –

the angle between the µ+µ− and K+K− decay planes; θK – the angle
between the momentum of the K+ and the opposite direction of the
B0

s momentum in the K+K− centre-of-mass frame; and θµ – the
angle between the momentum of the µ+ and the opposite direction
of the B0

s momentum in the µ+µ− centre-of-mass frame decay angles
in the helicity basis [15].

being on-shell, the kinematics are constrained from a maximum of sixteen degrees
of freedom down to only twelve, which can fully describe them.

Additionally, B0
s has zero spin and negative parity making it a pseudoscalar

meson. While the J/ψ and the ϕ have spin one, i.e., vector mesons. The
decay B0

s → J/ψϕ is thus referred to as a pseudoscalar-to-vector-vector (P2VV)
decay. Here the important point is that this means the decay amplitude of the B0

s

cannot depend on its momentum or the orientations of the J/ψ and ϕ momenta
(Section A.5). Thus, only five degrees of freedom remain. Finally, treating the
J/ψ as an on-shell particle removes another degree of freedom by assuming its
mass is a constant. Thus, the differential decay rate is a function of the four
remaining variables:

dΓ ∼
∑

i

|Ai|2 dm2
J/ψK+ dm2

K+K− d cos θµ dφh (2.50)

where mJ/ψK+ and mK+K− are the invariant masses of the J/ψK+ and K+K−

systems, respectively. The angles θµ and φh are the helicity angles defined in
Figure 2.7 (refer to Section A.5). To fully conform to the helicity formalism to
simplify the expressions needed to accommodate for the angular dependence, a
further change of variables is applied from m2

J/ψK+ and m2
K+K− to mK+K− and

cos θK . This introduces a Jacobian as expected, but given the fact all particles
involved are on-shell, kinematic relations between invariant mass and momenta
can be exploited to arrive at an expression of the form:

dΓ ∼
∑

i

|Ai|2|pJ/ψ ||pK+| dmK+K− d cos θKd cos θµ dφh (2.51)
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where pJ/ψ and pK+ are the three momenta of the J/ψ and K+ respectively,
while cos θK is the third helicity angle defined in Figure 2.7. However, these
momenta are indeed dependent on the K+K− system invariant mass through said
kinematic relations but do not depend on any of the helicity angles. As such,
these can be absorbed into |Ai(mK+K−)|2. Namely, the mK+K− dependent part of
the amplitude. As already mentioned, the B0

s → J/ψϕ decay is a P2VV transition,

Figure 2.8 Relative spin polarisations of the B0
s → J/ψϕ intermediate states and

their corresponding amplitudes: 0 or longitudinal polarisation – A0;
∥ or parallel polarisation – A∥; ⊥ or perpendicular polarisation –
A⊥ [54].

which means there are three possible intermediate angular-momentum states. In
terms of spin-polarisation, one state is when the polarisation vectors of both the
J/ψ and ϕ are parallel to the helicity axis (called the longitudinal polarisation).
Another state is when the polarisation vectors are perpendicular to the helicity
axis but parallel to each other (called parallel polarisation). One more state exists
where the polarisation vectors are perpendicular to the helicity axis and to each
other (called perpendicular polarisation). These are shown in Figure 2.8 with
their shorthand labels: 0, ∥ and ⊥ . The individual amplitudes associated with
each state are then A0, A∥ and A⊥.

Consequently, the J/ψϕ system is not a pure CP state but a mixture of CP
eigenstates, and its behaviour under a CP transformation depends on the overall
orbital angular momentum configuration (Section 2.4.3). Both the J/ψ and
ϕ(1020) are CP -odd. That means that the overall CP state is determined by
the parity of the orbital angular momentum state. There are two CP -even states:
the longitudinal S-wave (L = 0) state and the parallel D-wave (L = 2) state. The
perpendicular state is a P-wave (L = 1) and is CP -odd.

Furthermore, there is one more state: an non-resonant S-wave state of the K+K−

30



system. It shall be labelled by the letter “S” with amplitude AS [55]. Since the
K+K− system has L = 0 in that state, the J/ψK+K− system needs to compensate
by being in a P-wave arrangement. The underlying K+K− system is also odd
under CP in this case.

Looking back at Equation 2.46, it is possible to derive expressions for the B0
s

decaying into each final state through each of the possible intermediate states
described. For example, the B0

s → f amplitude may look like so:

A(B0
s → f) ∼ g+Af + q

p
g−Af = g+

∑
i

Ai + q

p
g−
∑

j

Aj (2.52)

where Ai and Aj are the amplitudes for the B0
s and B0

s decaying through any
intermediate state i, j ∈ (0, ∥,⊥, S). Now let:

Ai = ai × ri(θK , θµ, φh) × qi(mK+K−) (2.53)

the amplitude of each intermediate state will consist of a complex number, ai,
the angular dependence, ri, and the dependence on the K+K− system invariant
mass, qi. Given that in the case of B0

s → J/ψϕ, the B0
s and B0

s both go through
the same intermediate state and the fact that each intermediate state has the
equivalent dependences, respectively, it is easy to see that the total amplitudes
will have the form:

A(B0
s → f) =

∑
i

(g+ + λi
fg−)Ai A( B0

s → f) =
∑

i

p

q
(g− + λi

fg+)Ai (2.54)

where λi
f = q

p
Ai

Ai
as per previous familiar expression, but individually here for

every CP eigenstate. In fact, in this case, λi
f is also equivalently specified in

terms of λi
f = ηi|λi

f |e−iϕsi as the intermediate states are eigenstates of CP . The
individual ϕs

i phase is given by ϕs
i = − arg( 1

ηi
λi

f ). Therefore, there may exist
CP violation dependence according to each intermediate state. However, if CP
violation occurs in the same amount in all such states, then ϕs

i → ϕs.

Finally, the total angular time-dependent differential decay rate can be con-
structed by the same exercise from Section 2.4.3, except this time it contains
each intermediate state and their interference [56]:

d4Γ(t)
dm2

K+K− d cos θK d cos θµ dφh

=
10∑
k

NkC
k
SPhk(t)fk(θK , θµ, φh) (2.55)
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where Nk = |Ai × Aj| for all possible combinations of i, j ∈ (0, ∥,⊥, S), hk(t)
are time-dependent mixing terms of the form found in Equation 2.48, and fk

are angular dependence terms similar to those in Equation 2.53, except here the
dependence on m(K+K−) is factorised in the Ck

SP terms. The exact definition
of all the terms is discussed in detail in Chapter 7. The terms of Equation 2.55
above are fully defined in Table 7.1, while the Ck

SP are defined in Section 7.7.3.

2.5 ϕs measurement and its implications

New physics (NP) beyond the current Standard Model theory can potentially
contribute to significant deviations on the measurements of ϕs from its SM
predicted value.

2.5.1 New physics in B0
s mixing

Due to the nature of the B0
s → J/ψϕ decay and the already discussed properties in

this chapter, one promising place where new physics effects might have an impact
is towards modifying the B0

s - B0
s mixing phase discussed in Equation 2.44, φM [57].

These effects can manifest themselves through new particles contributing to the
B0

s - B0
s mixing diagram in Figure 2.5. Of course, there is still the possibility of

NP presenting itself in the penguin decay diagram from Figure 2.6. However,
such contributions are limited by the fact that the strong force has not yet been
observed to violate CP symmetry as discussed in Section 2.2.

That leaves the search for NP to be concentrated at the mixing phase, φM . The
B0

s - B0
s mixing can be described by the matrix:

Hs
mix = M − i

2Γ ≡

M s
11 M s

12

M s,∗
12 M s

22

− i

2

Γs
11 Γs

12

Γs,∗
12 Γs

22

 (2.56)

as defined in Equation A.9, where the mixing phase is defined as φM ≡ arg(M s
12).

To include possible modifications in a model independent way, one can include
them as a complex scale factor into M s

12:

M s
12 → MSM,s

12 · ∆s = |∆s|MSM,s
12 e−φ∆s (2.57)

where ∆s is the complex scale factor related to the NP effects. The definitions
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Figure 2.9 Constraints on ∆s as calculated by CKMFitter group [58]. The
coloured areas represent regions with 1 − p < 68.3% for the
constraints as labelled. The blue region is from the ϕs constraint
and the orange is from the combined ∆md and ∆ms constraint. The
solid red lines around the SM point represent the boundaries for the
68%, 95% and 99% confidence intervals, respectively.

are equivalent for the B0
d - B0

d mixing as well.

The physical observables |Γq
12|, |M q

12| and φq
M can be determined from the

corresponding mass difference ∆Mq ≈ 2|M q
12| of the BL,H states, their decay

width difference ∆Γq ≈ 2|Γq
12| cosφq and the semileptonic CP asymmetry, defined

as:
aq

SL ≡ Im Γq
12

M q
12

= |Γq
12|

|M q
12|

sinφq = ∆Γq

∆Mq

tanφq (2.58)

where q ∈ (d, s) labels the respective quark flavour [58].

Both ∆s,d can vary significantly from their Standard Model prediction of ∆s,d = 1.
Importantly, the NP phases φ∆s,d do not only affect as,d

SL, but also shift the CP
phases extracted from the mixing-induced CP asymmetries in B0

d → J/ψK∗0 and
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B0
s → J/ψϕ to 2β + φ∆d and 2β − φ∆s , respectively [58]. Figure 2.9 shows the

constraints on the parameter ∆s as calculated by the CKMFitter group [51, 58]
including a parameter ASL measuring a linear combination of ad

SL and as
SL. It can

be seen that the contribution from NP to B0
s - B0

s mixing must be quite small
to remain compatible with the previous measurements of CP violation in this
process.
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Chapter 3

The LHCb Experiment

The LHCb Experiment is dedicated to flavour physics and focuses on precision
measurements of hadrons, heavy quarks and CP violation. It is capable of cutting
edge research such as the recent single-experiment B0

s → µ+µ− [59] observation.
Other prominent analyses include lepton universality tests such as R(D∗) [60]
or R(K∗) [61]. Also, one of its design goals is the precise measurement of
the CP-violating phase ϕs using B0

s → J/ψϕ decays ([5, 14, 15] and the one
discussed in Chapter 6). The latter was performed with data collected by the
LHCb experiment at the Large Hadron Collider during the 2015 and 2016 data-
taking periods. Moreover, the two projects in Chapters 4 and 5 directly deal with
components of the experiment itself.

Thus, this chapter will overview the relevant details of the Large Hadron Collider
and the LHCb experiment.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) Machine [62] is currently the world’s largest
and most powerful particle collider. It is a 27 km long accelerator ring located
100 m underground near the French-Swiss border around Geneva. The LHC
is a proton-proton (pp) and heavy ion collider with a design luminosity of up
to 1×1034 cm−2 s−1 with a centre-of-mass energy

√
s = 14 TeV. During 2011,

2012, 2015-2018 it operated at
√
s = 7 TeV,

√
s = 8 TeV

√
s = and 13 TeV

respectively. It is part of the European Organisation for Nuclear Research
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Figure 3.1 Schematic diagram of CERN’s Accelerator complex. Shown are the
injector chain of the LHC and the experiments’ locations at the
corresponding interaction points [67].

(CERN) and provides four beam crossing (interaction) points, occupied by the
four large particle physics experiments – ALICE [63], ATLAS [64], CMS [65] and
LHCb [66].

The ATLAS and CMS experiments are so-called 4π1 general-purpose particle
physics detectors. Each carries design choices that grant them slight advantages
or disadvantages in specific physics scenarios; however their fields of interest
and operation overlap. They are notably responsible for the Higgs boson
discovery [68]. Their programmes include top quark, t, physics, electroweak and
searches of supersymmetric and other exotic particles.

The ALICE experiment focuses on the physics of quark-gluon plasma and thus
takes most of its data during LHC’s heavy-ion runs – typically only a few
weeks per year. LHCb physics programme aims to search for CP violation
sources beyond the Standard Model (BSM) and evidence for other new physics
phenomena in rare decays.

14π or hermetic detector is a particle detector designed to cover as large a solid angle as
possible around the interaction point.
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The LHC machine relies on a large and complex injector chain, as illustrated
in Figure 3.1. It starts with the proton source – hydrogen gas which is ionised
by a breakdown electric field. Then the protons are sent to the LINAC2 linear
accelerator, where they are accelerated to 50 MeV. This beam of protons then
enters the chain of successively larger and more energetic accelerators – 1.4 GeV
Proton Synchrotron Booster, 28 GeV Proton Synchrotron (PS) and the 450 GeV
Super Proton Synchrotron (SPS). The beam that is finally injected into the LHC
is comprised of bunches (1.2 × 1011 protons each) spaced at least 25 ns apart.
The PS structures the protons in bunches with the maximum number of bunches
possible of 2808, accounting for the gaps due to kicker magnet rise times (across
the injector chain) and the beam dump system. The LHC has eight bending
sections [69]. Each is equipped with superconducting dipole magnets capable
of fields up to 8.33 T. Quadruple, sextuple and octupole magnets are used to
collimate and focus the beam. There are four crossing points where the collisions
happen and thus where the large experiments are placed. The crossing point

Figure 3.2 Instantaneous luminosity over time at ATLAS (blue), CMS (red)
and LHCb (green) during a typical fill in Run 1 [70].

for LHCb is unique as the delivered instantaneous luminosity is kept constant
through a process called “luminosity levelling” [71]. The proximity of the beams
is adjusted opposite to the beam’s intensity to achieve a target luminosity at all
times (Figure 3.2). This is done to keep a small number of collisions per event –
simplifying reconstruction and thus improving precision.
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3.2 LHCb Overview

The Large Hadron Collider Beauty (LHCb) experiment is aimed at precision
measurements of hadrons, specifically those containing the bottom or charm
quarks. The name comes from the bottom (beauty) quark. Moreover, it
is of unique design among the four big experiments at the LHC. It is not
a full cylinder around the beam pipe but instead extends in the forward
direction only. LHCb’s geometry is designed to take advantage of the angular
distributions of bb production at the LHC, as shown in Figure 3.4. Since the
bb pairs are mostly produced in the forward/backward regions of the collision
(high pseudorapidity), the detector is constructed to be a single-arm forward
spectrometer and concentrates its apparatus where it matters most. Furthermore,
the LHC provides the largest bb production cross-section of any previous collider:
σ(pp → bb) = 144 ± 1 ± 21µb at

√
s = 13 TeV [73], six orders of magnitude

higher than that of the B -factories, Belle [74] and BaBar [75]. Just during
2016 data-taking LHCb managed to accept O(109) b hadron events, and around
O(108) of those were decays containing µ+µ− pairs (dimuon) similar to B0

s →
J/ψϕ. However, as mentioned in Section 3.1, events at a hadronic collider are
much “messier” than those observed at previous electron-positron experiments –
particle multiplicity is significantly higher and large pileup is a concern [76, 77].
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Figure 3.4 Left: Distribution of simulated b quark production in polar angles.
LHCb acceptance is marked by the red highlighted region. Right:
Distribution of simulated b quark production in pseudorapidity.
LHCb acceptance is marked by the red square and compared to
general-purpose detectors (ATLAS, CMS) in the yellow square [78].
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To keep the detector occupancy from exceeding what the experiment can handle,
the number of collisions per bunch crossing is limited to approximately 1.5 or
equivalently to instantaneous luminosity of L = 4 × 1032 cm−2 s−1. Figure 3.2
shows the time progression of the luminosity in ATLAS, CMS and LHCb during
a typical LHC fill. LHCb luminosity stays constant for about 14 hours from
the start of a fill. After this point, the beam intensity is low enough that
zero separation cannot overshoot the desired luminosity threshold. Then it
falls together with the other experiments [79]. This is due to the general LHC
luminosity levelling performed by adjusting the beam offset to keep the luminosity
constant for as long as possible and thus ensure maximal integrated luminosity.
LHCb luminosity levelling makes it possible to reconstruct collision events more
efficiently and allows for improved precision.

3.2.1 Coordinate system

LHCb uses a right-handed Cartesian coordinate system. The interaction point is
chosen as the origin. The z-axis is set along the beam pipe (beam 1) and points
towards the end of the detector. The y-axis is extended vertically upwards, while
the x-axis lays horizontally aimed towards the centre of the LHC.

3.3 Tracking and Vertexing

The purpose of the tracking system is to reconstruct the paths charged particles
took after a collision (tracks) by looking at the locations these particles interacted
with the detectors (hits). The system is comprised of a vertex locator (VELO),
a dipole bending magnet and four tracking stations (one before the magnet and
three after it).

3.3.1 Vertex Locator (VELO)

The first subdetector that particles go through is the VErtex LOcator (VELO).
It is responsible for determining the interaction vertex2 with fine spatial
granularity [80]. The required granularity comes from a particular feature of

2location of proton-proton collisions, also-called the primary vertex
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b hadron decays where the decay vertex3 is displaced from the production vertex
on the order of O(1 cm). Therefore, it is crucial to have good vertex resolution
to distinguish secondary vertices and reduce background. Also, given that B0

s -
B0

s mixing frequency is fast, any time-dependent measurements require time
resolution on the order of O(50 fs).

cross section at y=0

x

z

y

x

VELO fully closed
(stable beam)

VELO fully open

view of 
most upstream
VELO station

390 m
rad

60 mrad

15 mrad

1 m

interaction region
 = 5.3 cm

8.4 cm

6 cm

R sensors

 sensors

VETO
stations

Figure 3.5 Schematic diagram of the LHCb VELO station layout, showing the
open and close position, r and ϕ modules and acceptance. [80].

At LHCb, the VELO is equipped with several defining features to provide the
needed performance. It is a movable silicon-strip detector that operates in a
secondary vacuum vessel closely around the beam pipe. On the side facing the
beam, it is separated from the LHC primary vacuum by a thin layer (0.3 mm
in thickness) of corrugated aluminium alloy, called RF-foil (Figure 3.6). The
VELO is designed to be in two parts (halves), each on either side of the beam
pipe. LHCb is quite close to one of the injection sites for the LHC. Thus, the
LHC beam is defocused and spatially spread out during beam injection. At those
times, the VELO halves separate (open) and retract away to protect the modules
from the increased radiation levels. When the beam is refocused again and no

3secondary vertex
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Figure 3.6 Schematic diagram of the LHCb VELO. Left: VELO sensors
and RF foil in the closed position. Right: Detail of r and ϕ
sensors, showing the orientation of silicon microstrips. The diagram
has two successive ϕ sensors overlaid to showcase the stereo angle
design. [80].

longer occupies such a wide area, the VELO closes again to achieve a minimum
distance to the beam of 8 mm.

The detector consists of 42 detector modules split into 21 stations, 6 of which are
located on the opposite side of the interaction vertex in relation to the main body
of LHCb. The modules lie in the perpendicular plane to the z-axis. The modules
perform three functions: hold the sensors in position, connect the electrical
readouts to the sensors and enable cooling while in a vacuum. Each of the detector
modules consists of two semi-circular silicon-strip sensors (Figure 3.6). Sensors
come in two varieties: an r sensor, measuring the radial displacement from the
beam of detector hits, and a ϕ sensor, measuring the azimuthal angle of hits.
The r sensor modules are made up of concentric silicon-strip rings with variable
pitch, decreasing from the outer part at 102µm towards the centre at 38µm.
This is done to follow the decreasing occupancy due to increasing track angle for
particles leaving the interaction region at a wider aperture. Due to the bonding
requirement of the r sensor pads, the sensor is slightly larger than the ϕ sensor.
However, the total sensitive area is still the same between the two types. The ϕ
sensor modules are wedge-shaped and divided further into two regions according
to the silicon strip distribution. The inner region extends from the centre of the ϕ
module up to a radius r = 17.25 mm with a pitch starting at 38µm up to 78µm.
The outside region pitch begins at 39µm up to 97µm at the edge. This is done
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Figure 3.7 Left: The primary vertex resolution, for events with one recon-
structed primary vertex, as a function of track multiplicity. The
superimposed histogram shows the distribution of number of tracks
per reconstructed primary vertex for all events that pass the high
level trigger. Right: The resolution of impact parameter in the x-
direction as a function of the inverse transverse momentum. [4, 70].

to distribute the occupancy and eliminate the need for huge pitch at the edges.
Furthermore, to reduce reconstruction ambiguities arising from a fully symmetric
coordinate system, the inner region strips are skewed from the outward radial
direction by 20◦ in the inner region and by 10◦ in the outer region.

3.3.2 Vertexing Performance

The VELO performance can be expressed as its ability to accurately and precisely
determine primary vertices and correlate tracks to them. To quantify this abstract
concept, LHCb uses performance metrics such as the spatial resolution of vertices
and the impact parameter of tracks.

The primary vertex resolution in data is determined by performing two in-
dependent measurements of its position and comparing the difference. More
precisely, recorded tracks from the same events associated with the same vertex
are randomly split into two sets, and each set is used to reconstruct its position.
Then the difference in position of the two resulting vertices is taken. Finally, the
width of the distribution of vertex position differences is

√
2 times the resolution4.

The resolution strongly depends on the number of tracks recorded in the event
as shown in Figure 3.7 (left).

The impact parameter (IP) is defined as the shortest perpendicular distance
4apparatus resolution, εresolution, and standard deviation, σ, relationship through degrees

of freedom, N : εresolution = σvtx/
√

N
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between the path of a particle and the primary vertex. The IP resolution is due to
three main effects: multiple scattering of particles by the detector material, the
spatial resolution of hits in the detector for reconstructed tracks and the distance
required to extrapolate a track from the PV to its first hit in the detector. Usually,
when quoting IP resolution, it is easier to talk about the resolution of the x and
y projections of the IP, namely IPx IPy, which are the projections of IP onto the
x-z and y-z planes. Their resolution in terms of inverse transverse momentum
(1/pT) is shown in Figure 3.7 (right). This dependence owes itself to multiple
scattering in the detector material and the VELO’s spatial resolution. At high
pT, typical of B meson decays, the resolutions are asymptotic, tending towards
∼ 12µm and generally in the 13–20µm range.

3.3.3 Magnet

Knowing the momentum of particles is an essential piece of the puzzle when
talking about collision event reconstruction. More so, on LHCb, the individual
momentum of charged particles helps uniquely identify them (Section 3.4). All
of this, of course, requires a high precision measurement.

The method to achieve it is based on the Lorentz force:

dp
dt = q(E + v × B) (3.1)

where p is the particle’s momentum, q is the charge, E and B are the electric
and magnetic fields, and v is the particle’s velocity. Using only a magnetic
field and no electric field, one can induce a change of momentum perpendicular
to the velocity and magnetic field. Moreover, the particle’s charge sign will
determine the exact direction the deflection vector will be pointing: +|q|(v × B)
or −|q|(v × B). Generally, given a spatially unbounded uniform magnetic field,
any charged particle traversing it will execute circular motion around a point:

dp
dt = q(v × B) = m0γ|v|2

ρ

(
− r

|r|

)
(3.2)

where m0 is the particle’s rest mass, γ is the Lorentz factor, ρ is the radius
of the motion, and r is a radius vector pointing outwards from the centre of
rotation. For real non-uniform magnetic fields, it is then helpful to define the
magnetic rigidity as the required magnetic bending for a given radius relative to
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the particle momentum:
|B|ρ = |p|

q
(3.3)

Thus, utilising a well-known magnetic field and measuring the deflection particles
experience traversing it, one can determine the momentum and the charge of these
particles. For this purpose, LHCb employs a warm5 dipole bending magnet [81],
illustrated in Figure 3.8. It provides the bending magnetic field needed by
the tracking system to measure charged particle momentum. Given the length

Figure 3.8 Schematic diagram of the LHCb magnet. [81]. The magnetic field
principal component lies along the y-axis.

restrictions6 of the field in the z-direction, the magnetic field strength must be
well suited to deflect particles sufficiently and with good spatial granularity for
the momentum to be resolved with a satisfactory resolution.

The magnet at LHCb provides an integrated field of
∫

Bdl = 4 Tm. The field
strength as a function of position z is shown in Figure 3.9. The field spreads
between the VELO (Section 3.3.1) and the tracking stations (Section 3.3.4).

5not superconducting
6Dependent on real-world factors such as physical magnet size, detector geometry and space

restrictions
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However, since the Hybrid Photon Detectors in the RICH detectors (Section 3.4.3)
are affected by magnetic fields, it is tuned to be negligibly small in the region of
RICH1. The field was measured to a relative precision of O(10−4) prior to data-
taking to ensure it satisfies all the requirements. The magnet itself is comprised of
two saddle-shaped coils attached to a two-part rectangular yoke with slanted poles
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Figure 3.9 Magnetic field of LHCb’s magnet (Figure 3.8) as a function of z in
the plane of (x, y) = (0, 0) for both polarities [81].

forming a wedge-shaped window through the centre matching the acceptance of
the detector. The yoke is composed of twenty-seven layers of laminated low-
carbon steel. Each layer is 100 mm thick, giving the yoke a maximum mass of
25 tonnes. The coils are made of fifteen layers of aluminium conductor each. The
conductors are hollow and have a central channel used for water-cooling. The
current through the coils is I = 5.85 kA.

Finally, due to left-right asymmetries of the detector itself, the magnet’s polarity
is reversed regularly during the operational year to cancel any of the respective
efficiencies introduced. The collected data is thus split evenly between the two
polarities.

3.3.4 Silicon and Straw tube tracking stations (TT, IT
and OT)

The general tracking information is acquired with the Tracker Turicensis, TT, a
silicon strip detector sitting downstream of RICH1 and upstream of the magnet
and the three additional tracking stations, T1-T3, immediately downstream of
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the magnet. The tracking stations consist of the Inner Tracker (IT [82]), a silicon
strip detector located close to the beam pipe with small acceptance, but covering
the high occupancy region, and the Outer Tracker (OT [83]), which is a straw
tube detector with larger acceptance, but sparser resolution.
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Figure 3.10 The first two layers (‘x’ and ‘u’ types) of the Tracker Turicensis,
showing the vertical and +5° rotated orientations [66].

The Tracker Turicensis (TT) and the Inner Tracker (IT) are collectively referred
to as the Silicon Tracker (ST) because they use the same silicon strip sensor
technology. The TT is essential for reconstructing tracks originating outside the
VELO, such as those beginning at the decay vertex of particles, which are longer-
lived than the B, generally K0

S or Λ. Each ST station (the TT and the three IT
stations) consist of four layers of silicon microstrip sensors with a pitch of 183 nm
and 196 nm for the TT and the IT, respectively. The strips in the first and last
layers (‘x’ layers) are oriented vertically, while the middle two layers (‘u’ and ‘v’
layers) are rotated by −5° and +5° from the vertical. The TT has a separation
of ∼ 27 cm between each layer to improve spatial resolution, while the separation
for the IT is only ∼ 4 cm in each station. The sensors are all held in light-tight,
electrically and thermally insulated boxes. The temperature inside is kept below
5°, and nitrogen gas is continuously flushed to prevent condensation.

The TT and IT share their readout, control and monitoring systems. The readout
is done by a hybrid connected by a wire-bonded Kapton™7 ribbon cable to the
silicon sensor. Each layer of the TT is split in half-modules with seven sensors

7the commercial name of a series of polyimide films developed first by DuPont in the late
1960s, with new variants still being produced. The leading valuable quality is that it remains
stable across a wide range of temperatures, from −269 to +400 ◦C [84]

47



2
1.
8
cm

4
1.
4
cm

125.6 cm

19.8 cm

Figure 3.11 Layout of an ‘x’ detection layer in the second IT station [66].

each, above and below the beam pipe, consisting of fourteen sensors per column.
Depending on typical occupancy, the sensors are read out in groups of different
sizes (1, 2, 3 or 4 sensors per group). The IT, covering only the high occupancy
region, has at most two sensors sharing a hybrid.

By having alternate modules displaced in the z-axis, adjacent modules of the
TT are made to overlap by a few mm to avoid gaps in acceptance. Similarly
to the TT, the boxes of the IT are staggered in z and overlap for the same
reason. Furthermore, the TT readout, cooling system and structural supports
are placed on the end of each module (above or below the TT), remaining outside
the detector acceptance. The IT is a bit different in this regard, being the inner
part of the T stations, its readout, cooling system and structural supports are
inevitably inside the acceptance.

The OT is a drift-chamber detector surrounding the IT in the T stations and has
four modules per station. Each of its modules is made of two z-staggered and
overlapping layers of straw tubes. The OT covers the lower occupancy region
not covered by the IT. Similarly to the TT and IT, the tubes in the modules
are arranged as follows: the first and last modules are vertically aligned, while
the second and third are rotated −5° and +5° from the vertical, respectively
(Figure 3.12).

The straw tubes are gas-tight drift chambers made of electrically conductive
material with an internal diameter of 4.9 mm. They are filled with a mixture
of 70 % argon and 30 % carbon dioxide gas. The tube is made of two layers:
the outer, made from polyimide-aluminium laminate, providing structure, gas-
tightness and shielding; the inner, made from carbon-doped polyimide, which
serves as the cathode. The anode is a thin gold-plated tungsten rod running
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Figure 3.12 Arrangement of OT straw tube modules in layers and stations with
part of T2 retracted showing the orientations of individual tubes
(top). Cross-section of a straw tube module (bottom) [83].

through the middle of each tube.

The tubes provide a maximum drift time of 35 ns limiting the spillover to two
bunch crossings. However, given particle time-of-flight through the tubes and
signal propagation and readout, a 75 ns window is read out at a time. Figure 3.13
shows the comparison of measured drift times in three different bunch spacing
runs.
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Figure 3.13 Drift time distribution in module 8, inner most to the beam, for
75, 50, 25 ns bunch crossing spacing. The vertical lines at 64
and 128 TDC counts correspond to 25 and 50 ns, respectively.
The distributions correspond to all hits in a 3000-event run for
each bunch crossing spacing, recorded with an average number
of overlapping events of µ =1.2 (75 ns), 1.4 (50 ns) and 1.2
(25 ns) [83].

3.3.5 Tracking reconstruction

A track at LHCb is an abstract object describing the trajectory8 of a (charged)
particle followed through the detector. Tracks are reconstructed by combining
the hits in the VELO, TT and T stations. They are classified according to where
the tracks have been observed to pass through (Figure 3.14). For example, a
VELO track consists solely of hits within the VELO and does not include any
hits from other subdetectors, while an upstream track has to have hits from the
VELO and the TT associated with it. The primary physics analysis in this thesis
(Chapter 6) deals mainly with tracks of kaons and muons, which are accepted as
long tracks only.

Long tracks need to have associated components in all VELO, TT and T stations.
Their reconstruction starts by identifying hits associated with straight trajectories
inside the VELO. The hits must include at least three of each r and ϕ sensors to

8a trajectory is represented as a collection of states (straight line segments), each combined
with a covariance matrix
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be considered valid VELO tracks. Then two other algorithms, namely “forward
tracking” and “track matching”, add complementary hits from the TT and T
stations.

Given a VELO track, “forward tracking” tries to combine it with a hit in any T
station. Once a suitable candidate is found, an overall trajectory is established.
That allows to search and add further hits from all T stations belonging to the
same trajectory. Before the algorithm has finished, it checks if the constructed
object satisfies specific quality metrics (cuts), and if so, the object is saved as a
valid track.

The algorithm of “track matching” takes a set of VELO tracks and a set of track
segments reconstructed from hits in the T stations and tries to match elements
of each. It extrapolates tracks from each set through the magnet and determines
compatibility based on parameters such as trajectory position, gradient and
number of hits. The final result is also a set of tracks (duplicate combinations are
removed) where compatible hits from the TT are added to improve the measured
momentum.

VELO track

upstream track

T-track

long track

downstream track

VELO
TT

T-stations

Figure 3.14 LHCb track types [4].

After track creation algorithms have finished, the final step is to improve track
qualities by fitting each track with a Kalman filter [85]. Most of the improvements
during this procedure are due to including corrections for multiple scattering in
the detector material and ionisation energy losses. The fit quality is evaluated
based on the χ2/ndf § metric and assigned as the overall track quality.

§χ2/ndf: χ2 per degree of freedom
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Apart from valid tracks, produced are also so-called “ghost” tracks. These are
tracks that get created by the algorithms but do not correspond to any actual
particle trajectories. Generally, these are due to wrongly matching the VELO and
T station tracks together. The rate of “ghost” tracks is between 6.5 % to 20 % in
minimally biased events. To constrain the problem and filter out “ghost” tracks
more efficiently, a pre-trained neural network is used to assign a number to each
track signifying its probability of being a “ghost” one. The network’s input is the
track’s fit result, kinematics, the difference between measured and expected hits.
Later algorithms and analyses themselves can decide to accept only tracks that
have been assigned a probability of being a “ghost” below a certain threshold.

3.3.6 Tracking performance

Quantifying how well track reconstruction algorithms perform is done with a few
metrics collectively called tracking performance. Practically, it determines the
efficiency associated with track creation, reconstruction and assignment (tracking
efficiency) and resolution on measured track kinematics (track momentum
resolution).

At LHCb, the efficiency is measured using a “tag-and-probe” method using a
plentiful and reliable event signature – the J/ψ → µ+µ− decay [70]. The J/ψ
(mother) is reconstructed from two daughter muons. One of the muons (the ‘tag’)
is fully reconstructed. It needs to pass strict cuts for track quality, kinematics,
etc., while the other (the ‘probe’) need only be partially reconstructed and have
an associated signature in the muon subdetectors. Then muon pairs of tag and
probe particles must pass an invariant mass cut to be in the range of the J/ψ
mass. Finally, the tracking efficiency is calculated as the ratio of probe muons
which can be matched to actual fully reconstructed muon tracks divided by the
total number of probe muons included in the J/ψ events.

Figure 3.15 shows the estimated tracking efficiency distribution comparing the
years 2011, 2012, and 2015. Predominantly the efficiency is above 96 % and also
improved significantly during the Run 2 data-taking. However, it is clear that
track multiplicity is a major factor given it contributes to the amount of ghost
tracks. That is understandable as the hit and thus track separation decreases
with more tracks, resulting in hit association and it becomes increasingly more
difficult to maintain the same ghost track rate.
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Figure 3.15 Track efficiency in terms of momentum (top left), pseudorapidity
(top right), track multiplicity (bottom left) and number of primary
vertices in 2011, 2012 and 2015 data [4, 70].

The momentum resolution on tracks is also measured using the same decay
type. However, in this case, it is determined using the resulting invariant mass
resolution of the J/ψ because the momentum resolution on the muons dominates
the J/ψ mass resolution. Given the process is a two-body decay, it is safe to
assume that the momentum of the muons will be similar and that their mass can
be ignored9, giving an expression for the momentum resolution (δp/p) like so:

(
δp

p

)2

= 2
(
σm

m

)2
− 2

(
pσθ

mcθ

)2

where m is the invariant mass, σm is the Gaussian width of the invariant mass
fit, θ is the opening angle of the muon pair, and σθ is the error on the opening
taken from the track fit of the muon tracks. On Figure 3.16 are shown the
relative momentum resolution and the relative mass resolution. The relative
mass resolution is determined from an invariant mass fit performed separately on
six µ+µ− resonances – J/ψ , ψ(2S), Υ(1S), Υ(2S), Υ(3S) and Z0.

Furthermore, to compare the absolute mass resolution between Run 1 and Run 2,

9m(µ) << p(µ) at LHCb
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equivalent samples of J/ψ → µ+µ− events from 2012 and 2016 data-taking periods
are used [4]. In this case, the J/ψ originates from a b hadron decay. Its invariant
mass distribution is modelled using a Crystal Ball function [86–88], where the
resolution is estimated using a weighted mean of the standard deviations of the
two Gaussian components. The resolution for the 2012 sample is 12.4 MeV/c2,
while for the 2016 sample, it is 12.7 MeV/c2. The difference comes from a slightly
higher momentum spectrum in 2016 due to the higher beam energy in Run 2
and a slight degradation in the performance due to a simplified description of the
detector geometry throughout Run 2 [4].
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Figure 3.16 Left: Relative track momentum resolution in terms of muon track
momentum in J/ψ → µ+µ− decays. Right: Relative invariant mass
resolution estimated from several µ+µ− resonances in terms of total
invariant mass. The solid blue line is a power-law function fit to
the data [70].

3.4 Particle Identification

Particle identification (PID) at LHCb is performed with the Ring-imaging
Čherenkov (RICH), the calorimeters, and the muon systems. The RICH system
employs Ring-imaging Čherenkov detectors to differentiate charged long-lived
hadrons (namely kaons, pions and protons) from other particles and identify
them. The calorimetry system is responsible for identifying and measuring the
energy of photons, electrons and hadrons. The muon system identifies and
measures the momentum of muons.
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3.4.1 RICH system

B meson decays have access to a plethora of modes and final states. Conse-
quently, many topologically similar decays can only be distinguished by precisely
determining the final state particles. For example, the reconstruction of B0

s →
J/ψ(ϕ → K+K−) decay, which is used to constrain the ϕs phase, can be polluted
by Λ0

b → J/ψpK and B0
d → J/ψK+π− as misidentified backgrounds. As well,

albeit more rarely it can also be reconstructed from B0
s → J/ψπ+π− when both

kaons are misidentified. Therefore, distinguishing the decay modes puts direct
requirements on adequately identifying the final states correctly.

3.4.2 Čherenkov effect

Charged particles traversing a dielectric medium of refractive index n with speed
greater than the local speed of light c/n polarise it faster than the local phase
velocity. Thus the electromagnetic field cannot respond in time (Figure 3.17).
The resulting spontaneous emission of photons forming a wavefront with a cone’s
shape along the charged particle’s direction (Figure 3.18) is called the Čherenkov
effect [21, 89].
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Figure 3.17 Čherenkov emission due to a charged particle in a dielectric. (a):
As v < c/n, the symmetric structure of the induced dipoles results
in no net dipole. (b): When v > c/n, a lack of causal connection
between induced dipoles creates a net dipole. As the charged particle
leaves, the medium returns to equilibrium through spontaneous
emission of photons – called the Čherenkov effect.

The nature of emission is such that knowing just the refractive index n and

55



measuring the angle of the cone vertex θc
∗ determines the speed of the charged

particle. More precisely10:

cos θc = 1
nβ

=⇒ β = 1
n cos θc

(3.4)

where β = v/c. The threshold for this effect is when v = c/n exactly, which results
in the photons being emitted directly along the particle’s path (i.e. θc = 0), while
below this speed, the effect does not occur.

vt

ct/n

(a) v < c/n

θc

vt

ct/n

(b) v > c/n

Figure 3.18 Propagation of a charged particle in a medium with refractive index,
n, and its connection to Čherenkov angle. (a): The particle moves
with a locally subluminal velocity, and thus the generated waves
are coherent. (b): The particle moves with locally superluminal
velocity, and the generated waves are interfering constructively,
forming a wavefront propagating at the Čherenkov angle, θc [90].

The spectrum and intensity of photons is given by the Frank-Tamm formula [91]:

dNγ

dE =
(
α

ℏc

)
Z2L sin 2θc (3.5)

where Nγ is the number of photons in a small energy range ∆E ∈ (E,E+dE), α
is the fine structure constant, Z is the charge of the particle, and L is the average

∗known as the Čherenkov angle[21, 89]
10ignoring terms of order O(n2) and higher, see Section B.1.1
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path length of the particle (usually the width of the medium).

3.4.3 Ring-imaging Čherenkov (RICH) detectors

The Čherenkov effect can be a powerful tool. However, to be helpful, a way to
easily measure the θc angle is needed. Typically, the associated practical issues are
related to the fact that a 3-dimensional shape needs to be reconstructed, which
means photon detectors need to be placed in all possible propagation directions
and have excellent time resolution – cone structure is time-dependent. One can
imagine all this becoming increasingly complicated when trying to handle not just
one but multiple particles traversing the medium. Thus, a “naïve” Čherenkov
detector will indeed be very complex and suffer from poor resolution.
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Figure 3.19 Left: Side-view diagram of RICH1 with Čherenkov light paths.
Right: Top-view diagram of RICH2. [21]

Consequently, the Ring-imaging Čherenkov detector was invented [92]. The
concept of this type of detector is to remove the timing aspect of the measurement
altogether. The main idea is to collect the emitted light and focus it optically,
causing the optical image to become a section of the Čherenkov light cone where
the focus plane intersects it inside the medium. Instead of a 3-dimensional cone,
only a 2-dimensional circle (ring, hence the name) needs to be reconstructed.
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The ring radius is related to the Čherenkov angle, which in turn determines β∗.
This method replaces accurate timing with accurate and precise optics, while the
multiplicity problem becomes a pattern-finding issue.

Moreover, integrating Equation 3.5 over the energy bandwidth (photon spectral
linewidth) assuming constant β gives the number of emitted photons:

N =
(
α

ℏc

)
Z2L sin2 θc

∫ E+∆E

E
dE (3.6)

Of course, in real detectors, the number of detected photons will differ, modified
by the detector response N0:

N0 =
(
α

ℏc

) ∫ E+∆E

E
Q(E)T (E)R(E)dE (3.7)

whereQ, T and R are the quantum, transmission and mirror reflection efficiencies,
respectively, all dependent on energy E. Finally, this gives the number of detected
photons as:

N = N0Z
2L sin2 θc (3.8)

= N0Z
2L[1 − cos2 θc] (3.9)

= N0Z
2L[1 − (1/nβ)2] (3.10)

by substituting from Equation 3.4. Overall, this is significant because one must
appropriately select the Čherenkov medium (radiator) used based on the expected
particle momenta to maximise detector efficiency.

At LHCb, the RICH system consists of two subdetectors, RICH1 and RICH2,
with two different radiators to fully cover the momentum acceptance [21]. Both
subdetectors use spherical mirrors11 to focus the light and a different set of flat
mirrors to direct it onto an array of photon detectors (photon detector plane)
located outside the acceptance. The overall geometry is shown in Figure 3.19,
and their position in the overall LHCb experiment is shown in Figure 3.3. RICH1
and RICH2 both consist of a gas enclosure containing the gas radiators – C4F10

with L = 85 cm, n = 1.0014 and CF4 with L = 167 cm, n = 1.0005 for RICH1
and RICH2 respectively. During Run 1, there was also a layer of silica aerogel [93]
inside RICH1. It was used to cover the lower end of the momentum spectrum,
but it was removed before Run 2 because it was severely degraded by particle

∗See Section B.1.2
11See Section B.1.3
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radiation and was polluting the gas radiator.

The angular coverage of RICH1 is 25-250 mrad in the vertical plane and 25-
300 mrad in the horizontal. By design, it is targeting the low-momentum
spectrum of 2-60 GeV/c. RICH2’s angular coverage is 15-100 mrad and 15-
120 mrad in the vertical and horizontal planes, respectively and targets the
momentum range of 15-100 GeV/c.

Figure 3.20 Hybrid photon detector (HPD) schematic diagram (left) and
photograph (right). [21]

The photon detectors of choice to detect the Čherenkov light are the Hybrid
Photon Detectors (HPDs). Figure 3.20 shows a schematic diagram and an image
of an HPD. An HPD is a vacuum photon detector combining a photocathode, an
accelerating high-voltage electric field (commonly referred to by “high voltage”
or “HV”) and a silicon pixel sensor at the anode end. In principle, a Čherenkov
photon hits the photocathode and gets converted to an electron, which in turn
is accelerated by the HV (typically ∼ 20 kV) towards the reverse-biased silicon
sensor. The electron generates electron-hole pairs as it loses energy inside the
silicon and the reverse-bias voltage (commonly referred to by “low voltage” or
“LV”) creates a small current to fill them, which is used to identify the signal.

In more detail, the front part of an HPD is made of a single-piece optical
quartz window in the shape of a section of a sphere. Quartz is chosen for its
light transmission properties – it is transparent for wavelengths that satisfy the
quantum efficiency requirements of the photocathode, namely between 200 nm
and 600 nm [94, 95]. The spherical shape is chosen mainly for structural integrity
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considerations, given the need for keeping a good quality vacuum. The inside
wall of the quartz windows is coated with a thin multi-alkali layer serving as the
photocathode. The tube’s HV potential is shaped in such a way as to demagnify
the incoming photoelectrons by a factor of five12, effectively “focusing” them onto
the silicon sensor. On average, a photoelectron produces an electron-hole pair for
each 3.6 eV of energy it deposits into the sensor. With an HV of −20 kV this
means each hit generates about 5000 electron-hole pairs.

The silicon sensor is 300µm thick and divided into 8192×8192 pixels, each with
a size of 62.5×62.5µm. The sensor is reverse-biased to ∼ 80 V and bonded to a
binary readout chip. The readout chip keeps track of all the accumulated charge
above a preset threshold that accumulates in a specific short time interval within
the detector trigger time window and converts that to a binary signal hit. The
readout has two modes of operation – a complete, granular, but slow readout of
each pixel in the sensor and a faster mode that combines 8×8 neighbouring pixels
by logical OR to form a lattice of 1024×1024 pixels (also-called “super”-pixels)
of 500×500µm in size. LHCb uses the fast readout mode. The demagnification
is fivefold, which results in an effective spatial resolution of 2.5×2.5 mm at the
photocathode.

The HPDs are all housed in columns supplying data connection, power and
cooling. The columns, in turn, are enclosed in iron boxes to reduce the effects of
external stray magnetic fields, such as the one generated by LHCb’s bending
magnet, which would otherwise interfere with the paths of photoelectrons.
Moreover, each HPD is also protected by an individual magnetic shield of mu-
metal13. All of this allows the correct operation of HPDs in fields as strong as
50 mT.

3.4.4 RICH system performance

Typically, a single event in the LHCb detector contains hundreds of particles
that pass through the RICH subdetectors. These particles create multiple
overlapping Čherenkov rings in the image planes, which complicates their
reconstruction greatly. Sifting through the rings is done by the pattern matching
and reconstruction algorithms in the HLT and later in the Offline Reconstruction

12demagnification is accomplished by way of shaping the electric field with extra electrodes
inside the HPD body

13mu-metal is a nickel-iron alloy with high magnetic susceptibility
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computer farm. Since the most abundant particle in pp collisions are pions,
once a track and a ring have been associated, the particle is assumed to be
pion [96]. Then a likelihood minimisation procedure constructs several competing
likelihood hypotheses for each particle type: e, µ, π, K and p [96]. Each
hypothesis is constructed by first assuming the mass of the particle type of
interest and then recalculating the likelihoods using information from the two
RICH detectors combined with the rest of the subdetectors of LHCb. This
process allows distinguishing between particle types based on the logarithm of
the likelihood difference between the desired type and the other probable type.
For example, in the case of a kaon, the logarithm of the likelihood difference
between a particle being a kaon or being a pion or proton is calculated, e.g.
∆ log L(K − π/p).
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Figure 3.21 Kaon identification efficiency (K → K) and pion-as-kaon misiden-
tification rate (π → K) as a function of track momentum in two
different boundary conditions on ∆ log L(K − π): > 0 (red) and
> 5 (black). [4]

Thus, the RICH system is graded on its likelihood hypothesis separation
capabilities. Its performance when it comes to PID is measured using control
samples of data. Data is selected using only kinematic properties in decay
channels, which are easier to identify and contain the particle types of interest
only. Namely, the channels used are K0

S → π+π−, Λ → pπ−, D∗+ → (D0 →
K−π+)π+ and J/ψ → µ+µ−. The kaon, pion and proton identification and
misidentification rates are estimated using the latter decays. Figure 3.21 shows
the kaon identification efficiency, and the pion-to-kaon misidentification rate is
shown for a range of track momenta and two PID log-likelihood requirements.
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3.4.5 Calorimeters

The calorimetry system aims to distinguish between electrons, photons and
hadrons, and provide energy and position measurements [97]. The system also
provides crucial information for the transverse energy measurements used in the
hardware trigger (L0 in Section 3.5.1) decisions.

When it comes to the detector layout, LHCb has assumed the conventional
approach of using an electromagnetic calorimeter (ECAL) followed by a hadronic
calorimeter (HCAL). The ECAL is supplemented by an additional set of two
specialised detectors: the Scintillating Pad Detector (SPD) and the Preshower
detector (PS). They are placed in front of the ECAL. Their purpose is to reduce
the background contribution from the large number of pions that would otherwise
dominate the hardware electron trigger by improving the electron identification
as well as help the reconstruction of B decays containing a γ or a π0. This feat is
accomplished by ensuring different particle types leave different signatures across
all subdetectors. As shown in Figure 3.22, the SPD identifies charged particles
and distinguishes e− from γ/π0, while the PS identifies electromagnetic particles
helping to separate hadrons14.

Figure 3.22 Particle shower (light grey area) signature of electrons (e−),
hadrons (h) and photons (γ) in SPD, PS, ECAL and HCAL [98].

All the subdetectors in the calorimeter system share a working principle –
wavelength-shifting15 (WLS) fibres transfer scintillation light to photomultipliers
(PMTs). The fibres from the SPD and PS are read out by MaPMTs, while
individual phototubes read out the ECAL and HCAL fibres.

14Hadron showers have a longer shower profile.
15a wavelength shifting material is such that it can absorb higher frequency photons and

re-emit lower frequency photons. This is normally used to shift scintillation light into the
frequency range of a receiving photomultiplier.
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Figure 3.23 segmentation of (a) SPD,PS, ECAL, and (b) HCAL [97].

The thickness of the ECAL is 25 radiation lengths on top of the 2.5 of the SPD
and PS, which allows it to contain high energy electromagnetic showers. The
HCAL, on the other hand, is only 5.6 interaction lengths as it is space-limited.
The calorimeter system has an angular acceptance between 25-250 mrad vertically
and 25-300 mrad horizontally to match that of RICH1.

Figure 3.24 Schematic of SPD/ ps inner (left) and outer (right) module [97].

The particle flux and thus the hit density decreases with the distance from
the beam pipe16. To ensure the calorimeter provides roughly constant angular
resolution, the subdetectors are variably segmented in the x-y plane with channel
density increasing closer to the beam (as shown in Figure 3.23). Furthermore,
the SPD, PS and ECAL channel size is scaled in such a way as to achieve almost
projective symmetry with origin the interaction point. For example, the channels
of the PS are roughly the size of the projection of the SPD channels in the x-y
plane when looking from the interaction vertex. This means the segmentation of
the SPD and PS in θ and ϕ matches that of the ECAL.

The SPD and PS are two almost identical planes of 15 mm-thick scintillator pads
with a 12 mm-thick lead sheet sandwiched between them. Each scintillator pad

16hit density is about two orders of magnitude lower at the edge of the calorimeter compared
to the innermost part closest to the beam
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has a groove that houses a helicoidal WLS fibre accepting the light generated in
the scintillator, shifting its frequency down and directing it to an MaPMT for
readout (Figure 3.24).

Figure 3.25 Inner ECAL module [97].

The ECAL is a series of modules consisting of layers of 2 mm-thick lead and
4 mm-thick scintillator tiles wrapped in TYVEK™17 paper for light-tightness.
WLS fibres are threaded through the scintillating tiles and are also read by a
PTM. Figure 3.25 shows an ECAL module schematic diagram. The modules
closest to the beam are segmented into nine cells, the middle region has modules
segmented into four cells, and the farthest modules are not segmented. All the
fibres running through each cell are bundled together and fed to one PMT per
cell.

Figure 3.26 HCAL module schematic [97].

17commercial name of a synthetic material made from non-woven high-density polyethylene
fibres, trademarked and produced by DuPont, which is opaque among other valuable qualities.
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The HCAL design is quite different from other calorimeters. It is made from
layers of iron and scintillating tiles, but they are oriented parallel to the beam
pipe. The scintillating tiles layer contains the tiles with 10-mm-long sections
of the iron layer protruding in-between so that the combined length of the iron
protrusion and the tile is the same as the hadron interaction length in steel. The
tiles and protrusions form a periodic structure with 20 mm thickness and 216
periods – a module. The scintillating light is taken up by WLS fibres and shown
onto PMTs. A module is shown in Figure 3.26. It can be seen how fibres are
bundled together to form cells. The cell segmentation is shown on Figure 3.23b.
The inner region (closest to beam pipe) is made of square cells with a side of
131.3 mm, while the outer region cells have a side of 262.6 mm.

The energy resolution of the ECAL and HCAL modules was determined with
data from a test beam. The parametrisation σE/E = a/

√
E ⊕ b ⊕ c/E (E in

GeV) is used, where a, b and c stand for the stochastic, constant and noise terms,
respectively.18 Depending on the type of module and test beam conditions, the
stochastic and constant terms were measured to be a = (9±0.5) % and b ≈ 0.8 %
for ECAL and a = (69 ± 5) % and b = (9 ± 2) % for HCAL with noise term
isolated by fit to data [66].

3.4.6 Muon chambers

Detecting muon particles is essential as they are present in the final state of
many B meson decays and, of course, the head channels of LHCb: B0

s → J/ψϕ
and B0

s → µ+µ−. Furthermore, muons are a crucial part of flavour tagging using
semileptonic B decays. Also, the muon system, together with the calorimeters, is
part of the L0 trigger (Section 3.5.1). The muon subdetector (MUON) system [99]
is illustrated in Figure 3.27. It has five distinct stations (M1-M5). The first
station (M1) is located upstream of the calorimeter to improve the transverse
momentum measurement used in the trigger. M2-M5 are located downstream of
the HCAL and are interspersed with 80-cm-thick iron absorbers. This is about
20 times the interaction length and set a minimum required momentum for muon
to traverse the whole of LHCb to about 6 GeV.

The MUON detectors are segmented similarly to the calorimeters so that the
channel occupancy is relatively constant. Each MUON station is split into

18⊕ is used to denote the direct sum between relative error functions.
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Figure 3.27 Schematic diagram of (a) muon system side view and (b) station
segmentation [99].

four regions. Each region is made up of muon-detecting chambers split into
groups of pads. The pad density changes between regions, where the innermost
region has the highest pad density and the outermost the lowest, as shown
in Figure 3.27b. Furthermore, stations vary their average pad density as per
performance requirements. For example, M1 has half the horizontal pad density
of M2 and M3, while M4 and M5 have half that of M1. The first three
stations require higher spatial resolution to provide better transverse momentum
resolution (about 20 %) for muon tracks. This is because transverse momentum
is determined from the slope of the track in the horizontal plane, knowing the
kick of the magnet and assuming the particle originated at the interaction point.
At the same time, the last two stations are only used for muon identification and
do not require good momentum resolution. The detecting technology is mainly
Multi-Wire Proportional Chambers (MWPCs) for all pads except for the inner
region of M1, where particle flux exceeds safety limits for ageing. There, triple
Gas Electron Multipliers (triple-GEMs) are used.
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3.5 Trigger, Reconstruction and Data Process-
ing

LHCb has several mechanisms to ensure it can collect valuable data, accurately
record and distil helpful information, and present it in a meaningful way for
later analysis. The trigger system is responsible for operating at the high
interaction frequencies of the LHC, selecting events for detailed detector readout
and later processing. The reconstruction algorithms are responsible for processing
the raw data from the full detector readout and converting it into meaningful
individual measurements and the overall structure of the observed events. The
data processing includes the final steps in preparing the data and presenting the
information in an accessible way for analysis. The overall LHCb data flow is
shown in Figure 3.28.

3.5.1 Trigger (L0 and HLT)

The LHCb trigger is designed to operate at the full LHC bunch crossing rate
of 40 MHz. This is, of course, taking into account that not all bunch crossing
interactions are visible to the detector and that LHCb employs luminosity
levelling (Section 3.1). In essence, at

√
s = 13 TeV and Run 2 average luminosity

of L = 0.4 nb−1 s−1, the frequency of visible events is around 11 MHz. An event
is considered visible to LHCb only if there are at least two charged particle
tracks with enough hits in the VELO and tracking stations for the algorithms to
cope with their reconstruction. The frequency of these events will be limited by
some significant factors, such as the existence of “abort gaps”19 and many beam
interactions resulting in elastic or diffractive scatters.

The maximum design rate at which LHCb detectors can be fully read out is
around 1.1 MHz [4, 103]. Also, luminosity levelling keeps the maximum number of
visible events per bunch crossing allowed on average at µ = 0.4. However, during
Run 2, that was increased to µ = 1.1 to collect larger integrated luminosity, which
only allowed the detector to be read out at a maximum rate of 1 MHz due to the
increased data rate.

Thus, a system of field-programmable gate arrays (FPGAs) with a fixed latency

19normally about 3µs to accommodate the abort-kicker-magnet rise time [101]
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Figure 3.29 Algorithm workflow (a) and individual trigger component rates (b)
for the LHCb L0 and HLT triggers during Run 2 [4, 102].

of 4µs, called the L0, is used to limit the number of events triggering full detector
readout based on specific criteria. This system represents the hardware trigger
(L0) of LHCb and is a crucial step in data-taking, making it at all possible to
have detailed measurements of interaction events.

Once L0 makes a decision to select (triggers on) an event, all subdetectors are
read out. The information is stored in a small data buffer, and the next stage of
the trigger is invoked. This stage is the flexible software trigger, called the High
Level Trigger (HLT), which does not operate under a fixed frequency, but makes
more complex decisions asynchronously. Its purpose is to reduce further the event
rate that will be written to permanent storage. Given operating conditions of the
LHC (bunch spacing ∈ (25, 50) ns, number of bunches ∈ (1260, 2250)) and
the LHCb settings (µ ∈ (1.1, 2.0)), the data rate at 1 MHz can be between 40
and 70 GB/s [104]. Back of the envelope calculation shows this will result in an
unmanageable amount of 1.8 EB over the course of a data-taking year. The HLT
uses clever algorithms to reduce that rate to a manageable data rate of about
0.6 GB/s.

The criteria (or conditions) required to be satisfied to incur a trigger is called
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a “trigger line”. Trigger lines are used in both L0 and HLT to specify sets
of conditions corresponding to distinct types of interesting events. Once the
conditions of a trigger line are met, it is said the event passed that trigger line,
and its related information is passed along the next stage of processing or storage.

Figure 3.29 shows the overall design of the trigger and an overview of its internal
structure and rates. Given that the average rate of bb pairs produced and
contained inside the acceptance of LHCb is around 100 kHz, that only about
15 % of them have all the decay products also within the acceptance, and that
most of the relevant physical processes have branching fractions below 10−3, it is
clear that the triggers have to be very efficient at selecting the small fraction of
interesting events while rejecting as much of background as possible.

The L0 trigger is thus divided into two independent parts – the muon and
calorimeter trigger systems. They both send data into a joint decision unit
which ultimately decides whether to pass the event to the next stage (HLT).
The decision time is limited to 2µs out of the 4µs due to cable lengths and
particle flight time. The unit allows for prescaling and condition overlap. To

L0 decision ET/pT threshold SPD
multiplicity

2015 2016 2017 threshold
Hadron > 3.60 GeV > 3.70 GeV > 3.46 GeV < 450
Photon > 2.70 GeV > 2.78 GeV > 2.47 GeV < 450
Electron > 2.70 GeV > 2.40 GeV > 2.11 GeV < 450
Muon > 2.80 GeV > 1.80 GeV > 1.35 GeV < 450
Muon high pT > 6.00 GeV > 6.00 GeV > 6.00 GeV none
Dimuon pT1 × pT2 > 1.69 GeV2 > 2.25 GeV2 > 1.69 GeV2 < 900

Table 3.1 The L0 thresholds for the different trigger lines used to take the
majority of the data for each indicated year [4].

make such quick decisions, the architecture of the trigger takes advantage of the
fact that normally b decay products exhibit high transverse energy, ET, and
momentum, pT. From the point of view of the trigger, the detector components
are segmented into clusters of 2×2 cells in the ECAL and HCAL. The calorimeter
trigger decision is based on the deposited transverse energy into a cluster, defined
as:

ET =
4∑

i=0
Ei sin θi (3.11)

where Ei is the energy deposited in cell i, while θi is the angle between the
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Figure 3.30 SPD multiplicity for events containing B+ → D0π+ [4].

z-axis and the line between the centre of that cell and the interaction point.
Furthermore, information from the SPD and PS is used to differentiate between
electron, photon and hadron associated clusters. This includes the signatures
shown in Figure 3.22 as well as ET thresholds listed in Table 3.1.

The muon trigger searches for muon tracks in the muon stations. The search is
done by looking for straight tracks through all muon detector stations associated
with originating at the interaction point. The two muons with the highest pT are
selected. The decision to trigger is based on either of two conditions: the highest
pT muon has pT above a specific (L0Muon) threshold or the product pT1 × pT2 for
the two muons is above another (L0DiMuon) threshold. The specific requirements
are also listed in Table 3.1.

The per-event SPD multiplicity requirements are included in most L0 trigger lines
to reduce the reconstruction complexity and improve reconstruction time in the
later stages of the trigger. While the use of SPD requirements selects simpler
and faster-to-reconstruct events, it does not result in a significant loss of absolute
signal efficiency compared to using only energy and momentum thresholds [4].
That is due to the fact L0 signal-background discrimination deteriorates rapidly
with event complexity except for the dimuon and electroweak trigger lines [4].
Thus, the high-pT L0Muon trigger line does not have an SPD requirement to
remove systematic uncertainties from the determination of its efficiency.

The following step of the HLT is split into two subsequent parts – the HLT1
and HLT2. HLT1 is responsible for partial event reconstruction and the precise
reconstruction of the primary vertex, while HLT2 is the full event reconstruction.
The HLT algorithms run on machines in the Event Filter Farm (EFF). The EFF
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contains around 170020 computing nodes with about 27000 physical computing
cores. In total, the EFF can accommodate around ≈ 50000 simultaneously
running single-threaded processes since its physical cores employ simultaneous
multithreading (SMT) technology called hyper-threading, which allow them to
execute tasks requiring different computational units side by side. The HLT
software is implemented in the Moore [19] application, which is written in the
same framework (Gaudi [105]) as the one used for the Offline Reconstruction of
events for physics analyses. This combined with the increased capacity of the EFF
and the improvements in the software itself allows the Offline Reconstruction steps
to be performed in the HLT during Run 2. The Offline Reconstruction is done
with a package called Brunel [19], also written using the Gaudi framework.

The HLT1 step uses information passed by the L0 decision unit about which
trigger lines have been passed and uses this information to decide which
algorithms to run to refine reconstructed charged particle tracks and vertices
appearing in the tracking stations and VELO. Tracks that have traversed
the complete LHCb tracking system (long tracks) are kept only when their
reconstructed pT is larger than 500 MeV/c. The trigger timing constraints do
not allow most of the PID algorithms to be run. The only exception is muon
identification because of its clean signatures. Some of the HLT1 lines are
specifically crafted such that their output (a specifically selected subset of events)
serves as the input to the alignment and calibration tasks 21. The primary vertex
is reconstructed using VELO tracks only. This is because, first and foremost,
the full set of VELO tracks is available in HLT1. Moreover, the full momentum
information on long tracks is only available later in the HLT. However, neglecting
that information does not introduce degradation in resolution and provides an
early consistent PV position.

The HLT2 step takes care of charged particle track reconstruction, the recon-
struction of neutral particles and PID information. The complete information
from the tracking subdetectors is used to perform additional pattern recognition
procedures, not possible in HLT1 due to time constraints. This results in
finding high-quality long and downstream tracks and the most precise momentum
estimate achievable. Similarly, the most precise algorithms for neutral particle
clusters are also executed in HLT2. On top of that, after the HLT1 step for muon
PID, further information is added from the RICH and calorimeters.

20800 of the total 1700 computing nodes were added for Run 2, almost doubling the capacity.
21see Section B.2.1
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3.5.2 Reconstruction

While full reconstruction is possible in the HLT and most of the tracks,
clusters and PID information are fully reconstructed, some more complicated
reconstruction steps can take quite a long time and require further processing
during the Offline Reconstruction step. These include complex multi-body decay
topologies, vertex, track and cluster likelihood fits which converge too slowly to
be processed in the HLT, and full event reconstruction checks done using all the
detector information anew. The events used in the analyses presented in this
thesis have been fully reconstructed within the HLT as the reconstruction quality
does not suffer from any ill effects [4, 106].

The reconstructed data is saved to files suitable for analysis, but they are
rarely accessed directly (Section 3.5.4). Data are filtered further into pre-defined
selections called Stripping. The Stripping selections are grouped into streams
by similarity to save disk space and speed up access. So, only relevant streams of
events will be processed in the analysis steps compared to processing all events
each time for any analysis.

3.5.3 Simulation

Event simulation at LHCb is done with two pieces of software – Gauss [107]
and Boole [19]. Gauss is the fundamental physics simulating application that
generates the initial particles and simulates their traversal of LHCb. Then,
Boole simulates the detector’s response and converts that information into the
same format as if it comes from the LHCb detector readout.

Gauss runs in three consecutive steps – event generation, decay and detector
response simulation. The first step is accomplished by a dedicated event
generator, Pythia 8 [108], which provides a generic user interface. Pythia
is used to generate high-energy-physics events like those having sets of outgoing
particles produced in the pp collisions at the LHC. The generator focuses on
particle collisions with

√
s ≥ 10 GeV. Below those energies the abundance

of hadronic resonances conflicts with some of the approximations needed to
make Pythia work so well at higher energies. Thus, once produced at the
interaction point, the decay of initial particles (B mesons) is simulated with
EvtGen [109]. EvtGen was adapted by the LHCb collaboration to simulate
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B mesons originating from pp collisions from its original version designed by
BaBar collaboration for e+e− → Υ → B B collisions. The output of EvtGen
is commonly referred to as “generator-level” events. The detector response uses
the Geant4 [110] package to simulate the physical interactions between detector
components and the propagating particles. This step essentially generates hits in
the sensors.

Finally, a digitisation step is needed, which converts the simulated hits from
the previous step into the same output as the readout electronics. This is
accomplished by the Boole application, which tries to reproduce the subdetector
response, the readout and the L0 trigger hardware. It also considers beam bunch
spacing and electronic readout effects, such as channel noise, cross-talk, and non-
functioning (dead) channels. Then the HLT step is performed with the Moore
application equivalently to actual data-taking.

The reconstruction is also equivalent to that of real data, apart from one more
procedure called “truth-matching”. Brunel tries to associate reconstructed
tracks with the “generator-level” particles that created them. To associate a track
with a generator-level particle, the fraction of reconstructed clusters used to build
it coming from the particle must be larger than a pre-set threshold. Otherwise,
the track is labelled a “ghost” track. If more than one track is associated with
the same generator-level particle, those are labelled “clone” tracks.

3.5.4 Analysis

The DaVinci [111] application is used to prepare the data and simulation samples
in a meaningful way for further analysis. It allows access to information in a
transparent and uniform format, handy for analysts at the LHCb Collaboration.
DaVinci software builds from the perspective of an event selection. Essentially,
a search is defined for a specific entity (e.g. a set of processes, topologies or even
bare particles), which DaVinci uses to loop over all relevant input events. It
gets all relevant information and can calculate quantities not readily available to
check if all aspects of the selection are satisfied and if so, the event is accepted.
As it is also written in the Gaudi framework, it can, for example, assign new PID
hypotheses, and run constrained vertex fitting to realign PVs or decay vertices
based on custom user conditions. It can also (re-)run flavour tagging algorithms,
calculate particle decay angles and rescale or smear track momentum based on
new user-supplied calibration.
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3.5.5 Distributed computing (Dirac and the Grid)

The Worldwide LHC Computing Grid (WLCG) was created in 2002 [112] to
facilitate all the computing power and accommodate the computational, storage,
access, and processing needs of CERN and its users. It is a global collaboration
of computing centres that links a large number of computers and storage systems
in over 170 centres across 41 countries. This means it is organised as a
distributed computing platform, where resources and computing time are shared,
and infrastructure is interconnected seamlessly with ease-of-access in mind. The
computer centres are arranged in “tiers” where each tier provides a different
service. Services range from long-term storage and supercomputing sites through
local processing clusters to user access terminals. The Grid, as it is commonly
referred to, is capable of providing near-real-time access to LHC data from
virtually any point on the globe.

This way of structuring the computing infrastructure allows for several advan-
tages, such as data duplication (fast access and redundancy), eliminating single
points of failure, spreading the computing load over several time zones thus
ensuring round-the-clock monitoring and expert support and, of course, spreading
the overall costs as per the availability.
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Chapter 4

The LHCb Upgrade of the High
Level Trigger (HLT)

The LHCb detector, including all of its subdetectors, will be upgraded to cope
with an increases luminosity from L = 4 × 1032 cm−2 s−1 to a higher L = 2 ×
1033 cm−2 s−1 during the Long Shutdown 2 (LS2) [20]. One fundamental change
will be removing the hardware trigger system (L0) altogether and replacing it
with a fully software-based trigger. The new trigger will run in a large computer
farm and perform a full detector readout at 40 MHz rather than 1 MHz. These
changes put incredible demands on the computing resources available and shift
focus on the type of algorithms that could handle the incoming data.

4.1 Introduction

The purpose of the L0 trigger is to reduce the data flow to a manageable level for
the HLT to handle. The HLT itself does the same, reducing a data flow of about
70 GBps (incoming at 1 MHz) to about a hundredth of that 0.6 GBps (outgoing at
110 kHz) [102]. After removing the hardware trigger, the software-based trigger
will have to perform a similar reduction of data flow. However, its incoming
rate will be about 40 MHz rather than the current 1 MHz. Coupled with the the
fivefold luminosity increase and the reduced time for triggering (by a factor of
40), the new trigger will have to make use of novel ideas to cope with operating
in real-time conditions1.

1Real-time systems guarantee a response within specified time constraints.
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Simply increasing the computing resources available linearly will not compensate
for the increase in computational demand. This imbalance is partly due
to algorithm execution performance not scaling linearly with the number of
computational units. For example, most algorithms in the original Gaudi
framework are not fully parallelised and are executed sequentially [17]. Increasing
the number of CPU2 cores available will, thus, have limited effect on the time
it takes such an algorithm to complete. Another reason is that some algorithms
depend on the result of others which cannot be trivially parallelised.

There are other such considerations, but one final important for this work is
data parallelisation [17]. It is hard to put data in multiple places and process
it in parallel for different purposes because of the amount of data, the real-time
requirements and the latency of data I/O3.

4.2 LHCb HLT Upgrade

The most considerable inefficiencies in the trigger at LHCb come from the L0
decision, especially for hadronic decays [19]. One of the main objectives of the
LHCb Upgrade is to remove this bottleneck and implement a readout system
that can resolve the inelastic collision rate at the LHC of 30 MHz [19]. Such a
system placed before the trigger will allow the software-based trigger to process
all available information fully.

4.2.1 LHCb HLT Upgrade requirements

As per the physics focus of LHCb, the main objective of the software trigger is
to select beauty and charm particles decaying into a large variety of final states
with the highest possible efficiency and purity. The new software-based trigger
should, thus, optimise the physics related metrics as this is the leading goal of the
system. A good strategy is to aim the decisions and selections made to adhere
as much as possible to the ones applied in the current offline analyses. That will
result in maximising trigger efficiencies and minimising systematic uncertainties
[19].

2central processing unit (CPU) is the part of the computer that executes the instructions
needed to run an algorithm.

3I/O stands for input/output operations related to reading, writing or transfer of data.
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Event Rate 40 MHz
Input Rate 30 MHz
Instantaneous luminosity 2 × 1033 cm−2 s−1

Pile-up 7.6
Maximum processing time per event 4 ms
CPU nodes < 4000

Table 4.1 Boundaries and requirements for fully online software trigger [19].

Some of the operational boundaries and performance requirements of the fully
online software trigger are listed in Table 4.1. The design of LHCb’s new data
centre, the Event Filter Farm (EFF), will limit the maximum number of CPU
nodes because of its power, cooling and space constraints. Similarly, the input
rate is bounded by the maximum number of proton bunches able to fit in the
machine per beam, i.e. 2808, due to gaps associated with the rise time of the
PS/SPS/LHC injection kickers and the LHC dump kicker [19]. Finally, the
maximum processing time is estimated by the data rate, which is about [19,
113]: 1/40 MHz/4000 nodes/40 threads per node = 4 ms.

4.2.2 Core Software

The core software design and architecture will have to adapt to support the
advances of modern computing hardware and cope with the increased demands.
Specifically, even though the hardware (CPUs) has continued to raise the number
of computational units inside it, the single-threading performance has not followed
suit in being ever-growing [17]. Instead, the additional computational power
goes into extra computational threads to allow CPUs to perform more and more
operations in parallel.

Given that most of the LHCb core software is implemented in the Gaudi [105]
framework, this framework must evolve as to allow for the new HLT software to
succeed. The specific details of this redesign are explained fully in the LHCb
Upgrade Software and Computing Technical Design Report [17]. However, the
crucial notes relevant for this work are encapsulated in the following key points.
The Gaudi framework, and thus the HLT by extension, suffer from pivotal
limitations, such as poor handling of computationally blocking operations due
to other dependent operations, e.g. memory/disk/network I/O. Offloading heavy
calculations to dedicated processors, such as general-purpose graphical processing
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units (GPGPUs), is also not readily available.

Thus, the redesign of Gaudi is planned to address these limitations by concen-
trating the efforts on allowing it to take advantage of simultaneous multithreading
as much as possible. The redesign also comes with the switch to create a
computational queue where required processes/algorithms will be put on and
scheduled. Then a multithreading scheduler algorithm will be responsible for
assigning the tasks in the queue as efficiently as possible without being limited
by the previous sequential model. The hope is to modernise the framework to
allow for data parallelisation, inter and intra-event concurrency [17]. Finally,
this will eventually allow for intra-task concurrency. In that sense, operations
that previously prevented the continuity of computations because of latency or
unfulfilled dependencies will only affect individual computation threads. These
will be delegated to the queue, which will prioritise processing operations that
can continue unobstructed. That way, required computations can be completed
just in time (JIT).

4.2.3 HLT

There has been much work to improve upon the points raised in Section 4.2.2 by
various proponents, including implementing real-time reconstruction operated in
HLT2 during Run 2 [4]. Further work towards real-time calibration and alignment
of the LHCb detector during operation has also been done [114]. Many of these
approaches rely on saving only a subset of raw data collected from the detector
itself. In contrast, most stored data are the trigger and reconstruction processing
results like particles, tracks, algorithm and selection responses, and further higher-
level information.

This approach is effective in significantly reducing the amount of data to be stored
and processed during the initial trigger stages. However, it may prove dangerous
when the raw data is required to re-process events for algorithmic improvements
or in case of faults or bugs in the trigger software. As such, it has its advantages
and disadvantages.

This chapter discusses an alternative approach, which relies on machine learning
(ML) algorithms, to expand the trigger capabilities and reduce its latency.
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4.2.4 Machine learning algorithms

Machine learning algorithms are becoming increasingly important for various
purposes, specifically at LHCb for data set filtering, event selection, data and
simulation corrections, and more (examples in Chapter 6). The power of ML is
multipronged. Firstly, ML algorithms are primarily implemented nowadays by
artificial neural networks (ANN or NN for short). The prevalent implementation
of ANNs adheres to algorithmic and data parallelisation — meaning CPUs can
process the data in chunks and in parallel. At the same time, the processing itself
is typically achieved by taking advantage of parallelisable computing operations,
such as matrix multiplication. These are very important for designing the new
software trigger, as discussed in the previous sections.

Moreover, ML algorithms are much more flexible than standard algorithms to
identify interesting event topologies and differentiate signal distributions from
background noise. It has been shown that even some of the simplest ML
algorithms can sufficiently approximate essentially any function [115]. This
principle would enable the software trigger to be more capable of filtering events
and allow for greater freedom of physics search space.

Furthermore, ML algorithms can potentially allow for significant improvements
over the efficiency losses at the trigger. ML algorithms can be finely tuned to
balance efficient event filtering and trigger evaluation time by combining the
flexibility and execution latency reduction over sequential algorithms.

4.2.5 Machine learning algorithms at LHCb

More than 600 unique event signatures are being searched for in parallel in real-
time at LHCb [1]. Each of these comes with its own set of requirements and
inputs. However, only a few take advantage of any ML algorithms.

The specific reasons for this are unclear, but it is not for the lack of available
tools. A large ecosystem of ML frameworks is open to any analyst to create
various types of ML classifiers and other types of MVA algorithms. TMVA [116],
Neurobayes [117] have been available for a long time. More recent examples
include Scikit-Learn [118] and Keras [119], as well as TensorFlow [120] and
PyTorch [121], just to name a few.
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Furthermore, it has been shown in many LHC analyses that ML classifiers can
account for differences in training variables between signal and background events
while also preserving the intrinsic correlations adequately. An example of this is
also the analysis presented in Chapters 6 and 7. Despite that fact, most searches
of exciting and increasingly challenging to filter signatures are performed without
ML.

Quite often, the reason for this is that the creation and training of a preferred
ML algorithm is a task that requires a conceptually different set of skills than
the task to translate this same algorithm into a Gaudi-compliant algorithm, the
C++/Python framework used at the LHCb trigger [4, 105].

Another more relevant to the trigger performance reason is that methods designed
for fast evaluation, such as Bonsai Boosted Decision Trees (BBDTs) [122], do not
quite meet the speed requirements of the full software trigger. In particular,
BBDTs try to improve upon the general BDT performance by discretising the
input variables. Input variables are not considered continuous but made discrete.
Thus, they only allow for a limited number of tree nodes to be learned. However,
that decision reduces BBDT granularity and does nothing to address the issue of
scaling. Increasing the number of input variables grows the BBDT exponentially
causing it to use too much memory and making its traversal impractical.

4.3 NNDrone

A novel framework that supports modern machine learning algorithms of various
architectures is needed to address the issues mentioned above. It should provide
suitable tools for the use and deployment of ML at the future fully software-based
real-time trigger of LHCb. As described below, such a framework was developed,
deployed, and assessed at the current HLT2 environment. This new framework
allows analysts to train a drone neural network that can learn the critical features
directly from a target ML model of any given package of preference, be it Scikit-
Learn or Keras. The resultant drone network and its parameters are fed into a
C++ algorithm that can run at any HEP production environment. Thus is also
suitable for LHCb’s future software trigger. The framework and the drone neural
network that it produces and the configurable Gaudi compatible algorithms are
collectively combined under a common toolkit called NNDrone [1].
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The idea behind this is simple but powerful. Usually, complex ML architectures
are left as one of the final steps of the selection process. They come after all of the
L0, HLT, offline reconstruction, analyst defined selection in DaVinci and other
manual analysis specific steps. And there are good reasons for this. ML classifiers
require relatively clean samples of events with the signal and background items
clearly labelled. They are also cumbersome to train, test, validate, and are prone
to unexpected biases and variances. One might say that an ML algorithm is only
as good as its training and testing samples4. However, once arrived at a suitable
classifier that passes all relevant metrics and scrutinies about efficiency, accuracy,
precision, and minimal biases and variance, there are few reasons not to apply it
everywhere. As already mentioned, these are primarily about the complexity of
software implementation and the latency in execution performance. The proposed
idea is to relieve these last two remaining hurdles and enable powerful analyst-
trained fine-tuned machine-learning to be transferred to the earliest possible
stages of event filtering to improve selection efficiency and overall data quality.

4.3.1 Drone neural network training

The principle behind creating and training a drone neural network that can
successfully approximate a given model relies on the fact that it is possible and
practical for the drone to find the same minimum of the loss function as in the
original model [123]. The procedure starts with a simple feed-forward neural
network [124] that initially has very few layers and few hyperparameters in each
layer. The input and the output layers are, of course, adapted to suit the input
and output spaces of the model being approximated, respectively. Then the
training proceeds by probing the original model extensively in the parameter
space where the accuracy of the drone response is desired. Subsequently, the
hyperparameter space is iteratively expanded until the desired accuracy and
performance are reached. In other words the drone can sufficiently mimic the
responses of the original model. As mentioned briefly, a neural network’s ability
with a continuous, bounded, non-constant activation function to approximate
arbitrary functions to an arbitrary degree has been known for a while [115](1991).

A simple feed-forward network is initiated with only one hidden layer to
demonstrate the concept. Drones (drone neural networks) are usually initiated
with the smallest possible complexity. The weights initialisation is of no

4not discussing unsupervised algorithms
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consequence, and the N (0, 1)5 is sampled to get the starting weights. The hidden
layer is chosen to start with at least one more neuron than the output layer
dimensions. The output layer is one-dimensional in this specific case, so the
hidden layer must have at least two neurons. If it only has one, then it will be
equivalent to the output layer. It is arbitrarily set to 5 neurons.

The activation function is chosen to be a sigmoid, f(x) = 1/ exp(−x), which is
defined everywhere on the real number line, has an S shape around zero, and its
domain is between −1 and 1 to adhere to Reference [115].

Then the drone model is made to approximate an arbitrary input model. The
drone has the same number of input variables and the same number of outputs.
The training of the drone is using a supervised-learning approach, but not in the
usual sense. Typically, the drone is given the same inputs labelled with the same
desired outputs. However, in this case, a different strategy is placed. The drone
is given the output of the original model for each input data point. Thus, the
drone is set to mimic the original model and its responses while being punished
for deviating. The loss function, L, looks like so:

L =
∑

i

[F (x⃗i) −G(x⃗i)]2 (4.1)

where F (x⃗i) and G(x⃗i) are the outputs of the original and drone models on
data point i of the mini-batch, respectively. The training is done using standard
stochastic-gradient descent in batches.

In this case, the difference and the advantage is per-event equivalence between
the drone and the original model, not just measured performance. In contrast,
the original model might include complexity beyond its training data, which
transcends into a better model overall: not just defined on the current dataset,
but also perform well on future unseen data. This knowledge will not be captured
by repeating the drone training with the same data but will be preserved if the
drone successfully mimics the original model response.

Furthermore, another feature of this approach is that the drone never sees the
original labels of the dataset. Instead, the drone extracts the properties of the
original classifier directly. In a sense, the drone is empirically learning from other
networks. Also, based on that, it is maybe capable of combining this empirical
knowledge as well.

5N (0, 1) stands for the normal distribution with mean µ = 0 and variance σ2 = 1
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4.3.2 Drone mutation and morphing during learning

It is important to remember that one of the main goals is to keep the evaluation
latency of the model as low as possible. As mentioned briefly, drone networks’
implementation takes advantage of parallelisation and does not suffer from
branching penalties at the CPU level6. However, it is still vital to keep the
hyperparameter space small and only add additional degrees of freedom when
absolutely necessary. At the same time, the initial size of the drone network will
seldom be enough to accommodate accurately approximating the original model.

For this reason, it is required to grow the drone until it can accurately reproduce
the original model’s response but keep a delicate balance with the number of
hyperparameters and layer complexity to achieve low latency. The procedure
to do this is, thus, called drone mutation or drone morphing. Essentially, the
drone starts small. It is trained against the original model until no significant
improvement in accuracy is observed. Then if the approximation is not as precise
as needed, the drone is mutated by adding a new neuron to the hidden layer.
This approach increases the learning capabilities of the drone to better match
the original model.

Furthermore, the specific target CPU architecture may be considered by limiting
the size a hidden layer can grow to before it becomes more latency-favourable to
add a further hidden layer than to add more neurons to the current one. The
following conditions are required to be met for a drone mutation to be triggered
during the jth epoch [1]:

δj ≡ |Lj − Lj−1| /Lj < κ (Condition 1) (4.2)
σj ≡ m(1 − e−b(t̂+n))δjLj

Lj < L̂ − σj (Condition 2) (4.3)

where κ is the required threshold to be reached, σ is the required minimum
improvement of the loss function, and L̂ is the value of the loss function when the
hidden layer was last mutated. The required improvement starts from a minimum
at n, increases with epoch number after the previous mutation, labelled by t̂,
with steepness b until a maximum at m. The precise values of the parameters
κ, n, m, b are not of particular importance. Instead, the topology described by

6Branching occurs when particular instructions, like an if-statement, cause the CPU to
deviate from or split the default instruction sequence.

85



Equations 4.2 and 4.3 is crucial. The relative loss function improvement, δj, can
never realistically be greater than one. The limit, κ, at which no significant
improvement is deemed to occur is acceptably set at 0.02 (smaller than 2σ
standard deviations). The descent in loss space, L̂ − Lj, is additionally required
to be significantly large, minimising the chance of getting stuck in isolated local
minima. The function, σj, is chosen to increase this requirement with each epoch
for two reasons. Firstly, it is bounded and can approach its asymptote arbitrarily
fast. Moreover, it scales δj such that the loss descent must be significant before
a mutation is triggered. Since δj is expected to decrease with epoch number, the
minimum and maximum values of σj are chosen as such [1]:

σj(t̂ = 0) ≡ min(σj) ≡ 2.5δjLj =⇒ 5σ std.dev. (4.4)
σj(t̂ = ∞) ≡ min(σj) ≡ 25δjLj =⇒ 50σ std.dev. (4.5)

The steepness, b, is chosen such that the σj transition from its minimum to its
maximum takes on average 50 epochs. This choice ensures a change cannot be
triggered immediately after a previous one and the learning can still proceed if
more freedom is required. Furthermore, it allows the network to stabilise after a
significant change following mutation or escape any shallow local minimum.

When the conditions in Equations 4.2 and 4.3 are met, the model is updated to
extend the weights matrices and bias vectors to accommodate the new hidden
layer architecture. The associated neurons are initialised with zero weight to
ensure the loss function value continuity between epochs.

4.3.3 High energy physics applications

Demonstrating the functionality and usefulness of the drone networks is best
served with concrete examples. Initially, it is prudent to have the drone
performance compared against an existing valid model. Moreover, it is best to
evaluate the drone in multiple separate situations. Two disparate datasets and
corresponding models are, thus, constructed for this purpose.

Firstly, a classifier between a desired (signal) B meson decay mode and a similar
decay mode obscuring the signal one, called the background. Considered are the
B0

s → (J/ψ → µ+µ−)(ϕ → K+K−) mode as the signal and the D0 → π+π−π+π−

as the background. The other classifier is dedicated to separating different kinds
of jets identified during reconstruction.

86



For the B0
s → J/ψϕ classifier, two simulated data samples of 10 000 events each

are generated with the RapidSim [125] package. Then a classifier based on the
Keras [119, 126] framework is trained to distinguish between the signal and
background. The Keras model is based on a one-dimensional, locally connected
convolutional applied at the input. Locally connected convolutional layers do not
share the weights between different filters, meaning each filter can easily learn
features (or correlations between separate variables) of different types. This
choice is necessary because there is no reason to expect the same feature will
be presented between different combinations of inputs. A global pooling layer
follows to downsample the convolutional layer and improve local translational
invariance of features in the first hidden layer. Translational invariance means
that the neural network will still be able to identify the features even if the
input is translated. While local translational invariance means that subtle local
changes to parts of the input will not prevent the neural network to still work as
expected. Finally, a few dense (fully-connected) layers are put in place to reduce
the dimensionality to the desired output. The output is a single probability a
given input is either signal or not. The exact implementation looks like [1]:

1 #!/ bin/ environment python
2 ...
3 classifier = Sequential ()
4 classifier .add(
5 LocallyConnected1D (
6 filters = 90,
7 kernel_size = 2,
8 activation = ’sigmoid ’,
9 input_shape = (len( sigTrain [0]) ,1)

10 )
11 )
12 classifier .add( GlobalMaxPooling1D ())
13 classifier .add( Dense (30 , activation = ’sigmoid ’))
14 classifier .add( Dense (1, activation = ’sigmoid ’))
15 classifier . compile (
16 optimizer = ’adam ’,
17 loss = ’binary_crossentropy ’,
18 metrics = [’accuracy ’]
19 )

Listing 4.1 B0
s → (J/ψ → µ+µ−)(ϕ → K+K−) Keras classifier implementation

The training variables are related to the kinematic properties of the signal and
background. The inputs to the network include transverse momentum of the
B0

s , pT(B0
s ), its pseudorapidity, η(B0

s ), the minimum and maximum of the final
state particles transverse momentum and pseudorapidity, min pT(µ±,K±,π+π−),
min η(µ±,K±,π+π−), max pT(µ±,K±,π+π−), and max η(µ±,K±,π+π−). The
background, of course, only has pions as final state particles, so all combinations
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of pion pT and η are injected too. Furthermore, the locally connected layer
combined with the pooling layer also takes care of any combinatorial differences.
Input distributions for signal and background are shown in Figure 4.1.
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Figure 4.1 Input distributions for simulated signal (blue) and background (red)
events used to train the B0

s → J/ψϕ Keras classifier [1].

The simulated samples are split into training and testing sets to train the B0
s →

J/ψϕ classifier. The training and testing sets contain half of each simulated
sample for signal and background with the corresponding labels. The testing
sample is then used to evaluate the model for overtraining and variance.
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The jet separation classifier, on the other hand, uses a different data sample.
Events are simulated using the Pythia [127] event generator to produce pp
collisions at a centre-of-mass energy of

√
s = 14 TeV. The resulting jets are

reconstructed using the Rivet [128] analysis framework and then identified using
the FastJet [129] package using the KT algorithm [130]. The exact definitions
of the KT variable and the jet reconstruction algorithms can be found in
References [131] and [132], respectively. Apart from a requirement of minimum jet
pT > 20 GeV/c, all other parameters are the default given Rivet version 2.5.4 [1].
The signal and background samples are taken from Rivet analyses examples
MC_WJETS and MC_QCD corresponding to qg → Wq and gg → gg, respectively.
The background rejection of the latter types of jets is of particular interest in
many analyses [133].

The classifier to separate the jets is constructed in a similar way to the one for
B0

s → J/ψϕ decay [1]:
1 #!/ bin/ environment python
2 ...
3 classifier = Sequential ()
4 classifier .add( LocallyConnected1D ( filters = 32, kernel_size = 2,
5 activation = ’relu ’, input_shape = sig_data [0]. shape ))
6 classifier .add( MaxPooling1D ( pool_size = 3, strides = 1))
7 classifier .add( Dropout (0.25))
8 classifier .add( Conv1D ( filters = 32, kernel_size = 3,
9 activation = ’relu ’))

10 classifier .add( MaxPooling1D ( pool_size = 2, strides = 2))
11 classifier .add( Dropout (0.25))
12 classifier .add( Conv1D ( filters = 32, kernel_size = 2,
13 activation = ’relu ’))
14 classifier .add( MaxPooling1D ( pool_size = 2, strides = 2))
15 classifier .add( Dropout (0.5))
16 classifier .add( Flatten ())
17 classifier .add( Dense (50 , activation = ’relu ’))
18 classifier .add( Dense (1, activation = ’sigmoid ’))
19 classifier . compile ( optimizer = ’adam ’,
20 loss = ’binary_crossentropy ’, metrics = [’accuracy ’])
21 earlystop = EarlyStopping ( patience = 3)
22 model .fit(setTrain , labels , batch_size = batchSize ,
23 epochs = epochNum , validation_data = (setTest , labels ),
24 callbacks = [ earlystop ])

Listing 4.2 Jet separation Keras classifier implementation

The training variables are chosen based on measured quantities on each jet.
There are a total of 17 input variables to the classifier. These include azimuthal
angle, ϕ, pseudorapidity, η, of the jet, the spread of neutral and hadronic
contributions to the jet in ϕ and η, and the average and energy-weighted kinematic
variables [1]. The comparison of the signal and background distributions are
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shown in Figures 4.2, 4.3 and 4.4. The training is performed equivalently as for the
B0

s decay classifier. Finally, two drones, one for each of the B0
s → J/ψϕ and jet

separation models, are trained following the procedures outlined in Sections 4.3.1
and 4.3.2. Each drone is trained against its corresponding original model for 1500
epochs using a stochastic gradient descent method with a learning rate of 0.05 [1].
The threshold value, κ (Equation 4.2), is chosen to be 0.02, while the nuisance
parameters7 b and m are set to 0.04 and 50, respectively [1].

The drone loss and the loss convergence as functions of epoch are shown in
Figure 4.5 and Figure 4.6, respectively. The latter shows the difference between
the current loss and the loss of the previous epoch. Furthermore, the epochs which
trigger a drone mutation are clearly labelled. While the drone mutation, and thus
hyperparameter extension, was triggered only ten times for the jet separation
model vs thirty-eight times for the B0

s → J/ψϕ model, the total parameters in the
final drones are 121 and 286, respectively. This variance in mutation occurrence
is mainly because of input space differences.

In conclusion, the training algorithm shows it can adequately adapt the drone
network regardless of input dimensionality and is more in tune with maintaining
performance and accuracy than mutation. Moreover, it can be seen in Figure 4.6
that additional hyperparameters do indeed allow the drone to learn faster
after mutation. This indicates the network architecture is suitable for the
approximation of the input model. The performance of the drones is compared to
the original classifiers in Figure 4.7. In both examples, the drone is able to produce
the desired accuracy using smaller hyperparameter space and by extension
potentially less computing resources. Thus, the neural network architecture and
mutation training algorithm show promise towards being directly pertinent to a
wide class of high-energy-physics applications.

7Section C.3
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Figure 4.2 Input distributions for simulated signal (blue) and background (red)
events used to train the Keras jet-separation classifier [1].
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Figure 4.3 Input distributions for simulated signal (blue) and background (red)
events used to train the Keras jet-separation classifier [1].

92



C
an

di
da

te
s

/(
10

00
G

eV
2 )

(a) K2
T [ GeV2 ]

C
an

di
da

te
s

/(
1.

4G
eV
/c

2 )

(b) jet m [ GeV/c2 ]
C

an
di

da
te

s
/(

90
G

eV
/c

)

(c) jet p [ GeV/c ]

Figure 4.4 Input distributions for simulated signal (blue) and background (red)
events used to train the Keras jet-separation classifier [1].

Figure 4.5 Drone loss as a function of training epoch for the B0
s → J/ψϕ decay

(left) and jet separation (right). [1]
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Figure 4.6 Drone loss convergence as a function of training epoch for the B0
s →

J/ψϕ decay (left) and jet separation (right). The green triangles
show the epochs at which the drone was mutated. [1]

Figure 4.7 Signal efficiency vs background rejection comparison between the
drone (blue) and original model (red) for the B0

s → J/ψϕ (left) and
jet separation (right). [1]
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4.3.4 Transferability to low latency environments

For the framework to fulfil its purpose, the trained drones must be portable.
This means there should be an easy way to store the hyperparameters and the
relevant neural network structure. For this purpose, the JSON format was selected
as storage and mediator. Firstly, JSON is human-readable. It is also natively
supported and easily accessible in Python, the preferred programming language
interface for many analysts. Furthermore, an already available C++ framework,
lwtnn [134], makes it easily pluggable into modern high-performance, low-latency
production environments.

original model drone
B0

s → J/ψϕ 4111 121
jet separation 7081 286

Table 4.2 Hyperparameter number comparison between original classifier and
drone [1].

Thus, a tool is provided to export a trained drone and save it to a JSON file
that preserves all the information needed to reconstruct the drone elsewhere:
input and output structure, layers, layer types, activation, hyperparameters,
architecture, etc. Moreover, a separate tool is provided implemented using the
Gaudi framework directly as part of LHCb core software. It can read in the
information about the drone stored in the JSON file and then reconstruct it as
a C++ class object based on the Keras model [1]. This tool also comes with a
flexible class member structure that implements various layer types, activation
and loss functions, allowing virtually any drone architecture to be reproduced.
Furthermore, it can be just as easily put forth as a low-latency trigger algorithm
or a high-precision later-stage reconstruction and analysis tool.

original model drone
B0

s → J/ψϕ 3.87 × 10−4 s 4.8 × 10−5 s
jet separation 4.79 × 10−4 s 6.2 × 10−5 s

Table 4.3 Processing time comparison between original classifier and drone [1].

Considering the identical performance of the drone and original classifier (Fig-
ure 4.7), it might be interesting to see if the goal of reducing latency has been
achieved. For this, the drones are tested against the original classifiers using
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a modern desktop workstation using an Intel Core i7-4770 processor. The
results are shown in Table 4.2. The evaluation time is reduced by order of
magnitude without compromising accuracy.

4.3.5 NNDrone at LHCb

A further test of performance is done using the LHCb HLT2 algorithms. A pre-
trained drone is deployed at HLT2 in search of B0

s → γγ decays and compete
with pre-existing such algorithms [135]. Three separate trigger lines are created
for each type of γ reconstruction possibility:

• Hlt2RadiativeB2GammaGamma for B0
s → γγ without converted electrons

• Hlt2RadiativeB2GammaGammaLL for B0
s → γ(γ → e+e−) with converted

electrons as a long track

• Hlt2RadiativeB2GammaGammaDD for B0
s → γ(γ → e+e−) with converted

electrons as a downstream track

If both photons are detected as converted electrons of either type, they can be
identified by logical combinations of the above trigger lines.

The old trigger lines are removed and replaced with the new ones based on the
tool discussed in Section 4.3.4. Then a test is performed to judge the inclusive and
exclusive rates in terms of event yields per second (Hz). The results are shown in
Table 4.4. Moreover, the execution time of the trigger lines is reduced compared

*** Line Incl. [ kHz ] Excl. [ kHz ]
049 Hlt2RadiativeB2GammaGamma 0.01 0.01
022 Hlt2RadiativeB2GammaGammaLL 0.02 0.02
008 Hlt2RadiativeB2GammaGammaDD 0.05 0.05

Table 4.4 Statistics from Moore test on HLT2 [136]. Uncertainties are not
quotes as values are indicative.

to using the new algorithms from 3.665 s to 0.011 s [136], and the selection yields
are increased due to improved signal efficiency (to ≈ 75 % [136]).
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4.3.6 Results

It has been demonstrated in the previous sections that for the case of high energy
physics, particularly LHCb, the NNDrone toolkit can accurately approximate and
learn the features of a neural network with a different structure and improve
upon its execution performance [1]. Furthermore, the proposed method allows
the drone networks to learn without accessing the original training data.

It is also shown that the equivalence of the drone to the original model allows
an analyst to treat both similarly and apply the drone network easily in any
environment, be it as a toy model or in the high-performance production
environment of the LHCb trigger.
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Chapter 5

The LHCb Upgrade of the Ring-
imaging Čherenkov (RICH) sys-
tem

As already briefly mentioned, particle identification (PID) is crucial for many
physics analyses undertaken at LHCb. PID is specifically necessary for flavour-
physics studies and their success. At LHCb, the hadron identification, especially
differentiating between kaons and pions, is provided by the Ring-imaging
Čherenkov (RICH) system (Section 3.4.1). It is pivotal for isolating different
charmless b hadron decays and helping LHCb achieve the first observation of
CP violation in the B0

s system [137]. PID is also mandatory in flavour-tagging,
which is necessary for time-dependent CP violation studies [20], such as the one
described in Chapters 6 and 7.

Chapter 4 briefly mentioned the LHCb upgrade and its transition to entirely
remove the L0 hardware trigger and increase the full detector readout frequency
to 40 MHz. However, the RICH system during Run 1 and Run 2 at LHCb
was equipped with hybrid photon detectors (HPDs), which have a fixed 1MHz
readout rate in the electronics encapsulated within their tube. Thus, the RICH
subdetector readout will have to be upgraded, and its photon detectors would
have to be replaced entirely.
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5.1 Introduction

The LHCb RICH detector will be upgraded during the LHCb Upgrade 1a
to satisfy the new operating requirements [2]. The HPDs will be replaced
with Multi Anode Photomultiplier Tubes (MaPMTs) with external readout
electronics [20]. The entire upstream RICH detector (RICH 1) will be equipped
with the Hamamatsu1 R13742 MaPMT (64 channels, a custom modification of the
R11265 sensor) [138]. The central high-occupancy area of the downstream RICH
detector (RICH 2) will also be equipped with the R13742 MaPMT. However,
the Hamamatsu R13743 (64 channels, a custom modification of the R12699
sensor) [138] will accommodate the low occupancy regions as they require lower
granularity. As a result, some 3100 units of R13742 and 450 units of R13743 will
be used in the upgraded RICH system (including spares). The Photon Detector
Quality Assurance (PDQA) programme was created to ensure the operation
qualities of the new MaPMTs. It extended over two years, between 2016 and
2018, with the main aim of characterising the MaPMT units. Its purpose is to
assure minimum specifications, gather initial calibration variables, and pre-select
tubes with similar characteristics to be grouped inside the RICH detectors to
optimise their performance [2].

5.2 Photon Detector Quality Assurance

The LHCb RICH PDQA programme focused on the properties of MaPMT,
such as PMT gain, dark-count rate, PMT channel cross-talk, PMT signal
photoelectron thresholds and other such relevant properties. As such, it had
high requirements for reliable and reproducible testing. Also, testing consistency
and speed were key considerations since the programme had a tight schedule and
time constraints. About 4000 units needed to be tested in two years. So, to
complete it in time, at minimum 4000/(365 × 2) ≈ 5 MaPMTs need to be tested
each day, excluding test failures, holidays, defective or missing units and other
factors, like human error. As such, it was determined that significantly more units
need to be tested per day. Not only that, but the campaign ran in two sites: in
Edinburgh, UK, and Padova, Italy [2]. Finally, it also required automating the
testing procedures to standardise the tests and minimise the human factor.

1Hamamatsu Photonics: http://www.hamamatsu.com
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5.2.1 Custom test bench

For the above reasons, a custom test bench was created to characterise the
MaPMTs. It used a custom readout chain based on the MAROC32 [139]
platform, developed by Omega Microelectronics3. It is capable of integrating
and discriminating the charge pulses of 64 MaPMT channels in parallel. As
such, it suits the MaPMTs exactly. Using the data collected by the MAROC3,
the signal spectra of the MaPMTs can be obtained using a multiplexed charge
measurement. This method allows the extraction of qualities such as MaPMT
gain, loss in efficiency, and dark-count rate and quantifies the single-photon
detection capability of each of the MaPMT channels [2, 140]. Information from
the MAROC3 DAQ chip is extracted via a custom digital readout board based
on the Chimaera Reconfigurable Functional Unit [141, 142] specification. The
Chimaera-based board is equipped with a configurable FPGA4 and a configurable
clock, also used as a common trigger for device synchronisation. This digital
readout board is attached to the MAROC3 and translates data to a PC over the
network using a custom data format, all instrumented using the FPGA’s custom

Figure 5.1 PDQA test box with fully integrated front-end readout, data acquisi-
tion, cooling and environment monitoring. [2]

firmware.
2MAROC3: Multi-Anode ReadOut Chip version 3
3omega.in2p3.fr
4Field-programmable gate array
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Moreover, a custom test box was created to contain the electronics and provide
a standardised setup between different testing labs. The test box comprises two
compartments, separated by a light-tight wall [2]. The back compartment houses
the front-end electronics and the digital readout. The front chamber contains
the mounting points, the voltage divider chain, and the mounted MaPMTs
themselves. The test box is equipped with a cooling system because temperature
fluctuations affect the operation of MaPMTs [138]. The temperature inside the
box is kept stable at around 25 ◦C by forced-air cooling, which is compatible
with the expected conditions in the final detector [2]. The test box is shown in
Figure 5.1.

The test is conducted by illuminating a mirror, placed at the back of the front
compartment of the test box, by using optical fibre and a pulsed LED as a light
source. The light is reflected from the mirror onto the array of MaPMTs to
increase the illumination uniformity. The actual light source consists of two
separate pulsed LEDs (470 nm wavelength) coupled with two separate optical
fibres conducting the light pulses to two oppositely-mounted ends in the test
box’s front compartment [2]. The light pulse duration is set at 10 ns, such that it
is much faster than the common system clock, ensuring photon propagation and
detection within the clock cycle. The fibres have a numerical aperture of ≈ 11◦

and, thus, generate a cone of light on the flat mirror inside the test box. The
relevant geometry ensures the photocathode plane of the mounted MaPMTs is
provided with uniform illumination.

Furthermore, a separate control unit, called slow control, is created using a
customised Aria-G25 FPGA5. It provides and orchestrates the high voltage (HV)
supplied to the MaPMTs voltage divider. It also delivers and adjusts the low
voltage (LV) to the readout electronics and a separate LV line modifying the light
intensity of the LEDs. The slow control monitors these parameters, including the
temperature and humidity sensors in the test box. However, the power supplies
driving the slow control and other relevant components are controlled by the
central system described in Section 5.2.3.

5https://www.acmesystems.it/aria
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5.2.2 Goals

The test setup is designed to test 16 × R13742 or 4 × R13743 sensors in parallel
depending on the exact test box configuration in the front compartment [2]. The
PDQA procedure aims to verify the specification provided by Hamamatsu for
each MaPMT [140]:

• average gain: > 106 e

• dark-count rate: < 16 kHz

• gain uniformity (gain variation between lowest and highest):

– 1 : 4 for R13742

– 1 : 3 for R13743

• peak-to-valley ratio: ≤ 3 channels with a ratio < 3 : 1 for single photons

The gain is defined as the converted charge response in the PMT to a signal
photon arriving at the anode of the channel. The dark-count rate is defined
as the frequency of responses a PMT channel produces while active in a non-
illuminated environment — essentially, a measure of background noise due to
spontaneous excitations of the anode. Gain uniformity measures the spread of
gain values of all channels in a PMT. Finally, the peak-to-valley ratio is a measure
of the separation between the channel response to signal photons and its response
to background excitations. This is clearly visible in Figure 5.2, the dark-count
excitations have a defined response value in the highest peak to the left, while the
single-photon response peak is separated to the right, producing typically higher
converted charge. The ratio between the height of the single-photon peak and the
height of the valley is measured to represent how well a particular PMT channel
can separate background from signal.

Furthermore, long periods of operation in the LHCb environment will degrade
the MaPMT performance over the years [2]. This ageing will result in a gradual
loss of gain. One strategy to compensate for this is to increase the supplied HV
to counteract the gain-loss systematically. Therefore, an essential part of PDQA
testing is to study the gain response for MaPMTs as a function of HV. This study
will also determine the minimum required HV needed to achieve single-photon
detection.
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Finally, the PDQA test protocol is set to be executed in the following order [2]:

• MaPMTs are mounted in the test box in the late afternoon

• test box is closed, and MaPMTs are left to settle in the dark at nominal
HV= 1000 V overnight

• a burn-in test is performed at maximum HV= 1100 V

• data collection at different HV values starting from HV= 1100 V down to
HV= 850 V in steps of 50 V

The burn-in test lasts about an hour. This test is necessary to make sure PMTs
will continue to operate normally as their HV is varied to account for gain
losses. There is also a settling period for each new HV setting to counteract
any excitation fluctuations in the anode. A dark-count rate measurement is
performed at regular intervals during the overnight settling of MaPMTs, each
HV setting, and one after the whole procedure. This is done to ensure the
continued performance of the MaPMTs is stable and different operating modes
do not introduce more noise in PMT channels. Temperature and humidity are
recorded every 5 seconds. That relates PMT response to operating conditions.
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Figure 5.2 Single-channel response of a R13742 PMT [143]. Showing the ana-
log-to-digital conversion (ADC) response of the PMT. The highest
peak to the left is the dark-count rate, the broad peak immediately to
the right (red solid line) is the single-photon response. The single-
photon response includes an ad-hoc model describing the charge loss
at the dynode (lower bump in the broad peak). The size and depth
of the valley between the dark-count and single-photon peaks is an
indication of the separation of signal and background response. This
is measured as the peak-to-valley ratio in the PDQA procedure. The
green solid line models the double-photon response. The dashed lines
model the cross-talk between neighbouring channels of the PMT.

105



5.2.3 System automation

The number of units to be validated, the number of measurements, their
complexity and tight time constraints necessitate very slim margins for error.
To achieve this and to be able to run tests continuously over twenty-four hours
day after day, a high level of automation was required.

Control software was developed to carry out the PDQA programme testing
procedure with a requirement of minimal manual intervention [2]. It also included
a robust system for handling data acquisition, MaPMT spectra fitting, speeding
up results interpretation and measurement validation [2].

The full PDQA test station consists of the test box (Section 5.2.1), LED driver,
slow control, power supplies and a workstation computer [2]. The control software
needs to be able to operate the test station fully and autonomously for long
periods to satisfy the requirements for reliability, reproducibility, and consistency.
Furthermore, the software should monitor the environment, and dependent on
conditions, prepare and perform each test independently. Thus, it should make
simple decisions and take appropriate steps to complete the testing procedure
without human operator intervention. Following this train of thought, there is an
additional requirement that the system as a whole should be able to cope with
most error conditions, then try to recover as best as possible and continue normal
operation.

The required logical structure becomes quite intricate and quickly becomes
impractical to implement, considering the total complexity of such a problem,
the separate devices involved, their configuration and control, and their mutual
interaction. A possible solution to this problem is to simplify the space of
possibilities by making the correct assumptions and factoring out what is possible
into smaller manageable components.

5.2.4 Microservices

For example, conventional monolithic type software (Figure 5.3) suffer from trying
to take care of everything altogether as a single entity. They have a singular
clear hierarchy that controls execution, logic and control [2]. However, that
requires that the same application has the full information about the whole
system, its operation and possible things that can go wrong. For complex systems
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coupled with their operation in an environment where multiple things can happen
simultaneously, monolithic applications quickly become overwhelmingly difficult
to construct and operate. They tend to leave an increasing number of mishandled
edge cases in their logic and undefined behaviour situations. The most crucial
concern for the problem is that monolithic applications cannot easily recover their
state from a fatal fault6 nor continue the testing procedure afterwards [2].

Figure 5.3 Model representation of microservices architecture compared to a
monolithic architecture. [2]

For this reason, more modern approaches exist in the overall architecture and
design of software that aim to tackle these problems. Specifically, it was chosen
to accept the paradigms of the so-called Microservices [144] architecture. This
architecture splits the monolithic software application into smaller independent
and mostly autonomous units, called microservices. These have minimal
responsibilities compared to the single application in the monolithic case. Each
microservice executes a task, has its logic structure, but all microservices are
connected over the same communication protocol (Figure 5.3) [2]. In a sense, a
microservice provides only a single service that the rest of the units can utilise.

6A fatal fault is an error that causes a program to abort its execution and return control
to the computer’s operating system.
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Other units can poll the state of the service in question, request its start or
termination, get updates or results.

For example, a service can be given the responsibility of controlling the high
voltage supply. Thus, it should know everything there is to know about the HV,
but nothing else. Other microservices can talk to it and it should respond. It
should provide information such as the status of the HV (on or off), the target HV
value, or accommodate requests for changing HV. Also, given no new instructions,
if the HV is not at the correct requested state, it should emit a warning when a
service that depends on it asks about the HV. Moreover, the HV service should
know how to operate the HV driver and deal with any possible faults as best it
can. This whole setup limits the scope of possibilities and dramatically simplifies
the implementation and operation of such applications.

5.2.5 Finite state machine

The power and simplicity of the microservices architecture can be alluring.
However, there remains the problem of cooperation and achieving a common goal.
To facilitate the execution of more complicated actions, still, some hierarchy must
exist between the services to organise them [2].

Continuing the last example, this could be another service that knows nothing
about operating the HV. Instead, it understands the conditions under which the
HV must be set at a specific value and switched on or off. Thus, it follows its
internal logic and polls its relevant dependent services for information until the
its logic conditions are met. At this point, it asks the HV-controlling service to
execute a particular task. Thus, it only needs to know how to communicate with
other services, not operate the HV module itself [2].

Taking this concept further, a structure akin to a network of units can be built,
capable of executing very complicated tasks while keeping the complexity of
its building blocks low [2]. Additionally, this inherently grants multithreaded
capabilities and simultaneous operation of multiple concurrent tasks as part of
the design without any extra effort needed [2]. Ultimately, it addresses one of
the main concerns about continued uninterrupted operation and recovery of the
system. Individual units do not store all the information about the whole system
and can, thus, fail, abort or be restarted as required by the rest of the units. In
such cases, they can safely and fully recover relevant data from other units and

108



the environment.

Figure 5.4 Structure of the finite state machine automating the PDQA testing
procedure. [2]

The complete control software refines this concept by combining these premises
into a finite state machine (FSM) with a graphical user interface (GUI) where each
logical state is operated by a microservice [2]. The schematic diagram of how this
works is shown in Figure 5.4. Then the logical-state microservices depend on other
microservices to accomplish a specific task. The GUI itself is also implemented
as several microservices such that it can remain responsive and accept input
from or display information to the user without delay. This dramatically reduces
perceived latency and means that the required tasks can be configured as the user
expects reducing the likelihood of mistakes.

Moreover, the FSM can transition to executing the configured procedure if and
when it has all the required details and not before. Thus, tasks can be performed
safely and consistently. Furthermore, failure and recovery are guided and handled
using the states of the FSM with a clear conditional structure based on state and
dependencies. Finally, to make it all work together, an application programming
interface (API) is designed and deployed that all microservices share and can use
to communicate freely. This API can also be used to add more units, plug in
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external software or gather statistics about the system.

The exact implementation of the control software uses the C++ [145] language
for the lower-level and high-performance units, LabVIEW [146] for the GUI,
Root [147] for data analysis and XML [148] for human-readable settings and
logs [2].
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Figure 5.5 Comparison of the R13742 (1 in) PMT gain (measured at 1 kV)
between the Hamamatsu datasheet values and the result from the
PDQA testing procedure. [2, 140]

5.2.6 Results

The PDQA Automation [149] software was deployed in two labs and four testing
stations in total and performed as expected [2].

Each station operated with minimal human intervention, limited to mounting the
MaPMT units and starting the procedure [2]. The control system handled the
PDQA testing procedure entirely. It performed the tests, data acquisition, spectra
fit and basic analysis, allowing streamlined and standardised results. These
enabled accepting or rejecting units based on comparison with the contractual
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Figure 5.6 Comparison of the R13743 (2 in) PMT gain (measured at 1 kV)
between the Hamamatsu datasheet values and the result from the
PDQA testing procedure. [2, 140]

specifications with Hamamatsu.

A selection of the results for measured gains of the R13742 and R13743 MaPMT
variants are shown in Figures 5.5 and 5.6, responsively. The measured average
gain is compared to the value provided by Hamamatsu [2]. The majority of
the difference between Hamamatsu and PDQA measured gain is due to the
different test setup. At the factory, Hamamatsu subjects PMTs to a uniform high
illumination and then measures produced current as an estimate of average PMT
gain. These operating conditions are strictly different from the single-photon
operation expected at LHCb and applied in these tests. In the Hamamatsu
validation procedure the dynode chain is constantly excited while here long
periods of darkness leave the PMT channels to settle. This difference also
results in some PMTs presenting a major difference in average gain between the
two environments due to dynode chain material qualities uniquely suited to one
situation or the other. The other relevant metrics described in Section 5.2.2 were
fully measured and validated against the manufacturer’s provided data. More
details can be found in Reference [140].
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There is broad agreement between the gain listed by the manufacturer and that
measured in the labs, even considering the different environments of measurement.
Furthermore, the results from the two separate testing facilities are consistent
with each other. Finally, the requirement for average MaPMT gain to be above
106 e is satisfied.
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Chapter 6

Simulation and event selection of
B0

s → J/ψϕ decays with LHC Run 2
data

6.1 Introduction

To be able to conduct the time-dependent angular analysis of the B0
s → J/ψϕ

decay mode and extract the value of ϕs, the LHCb dataset need to be properly
selected for signal events. At its point of publication, the presented analysis
culminated in the most precise determination of the CP -violating phase, ϕs. Some
of the key ingredients in achieving that is taking advantage of several significant
improvements in dataset distillation procedures, including a novel approach in
machine-learning data selection techniques, data-driven corrections to simulated
samples and the management of systematic effects using control samples are
discussed.

6.2 Data and simulation samples

The analysis discussed in this chapter uses data collected by the LHCb Collab-
oration using the LHCb detector with the help of the computing facilities and
software as described in Chapter 3. Furthermore, simulation samples are created
using the software discussed in Section 3.5.3 to match the desired processes in
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question. These are taken through equivalent processing steps, as would the
actual collision data, to evaluate any effects on the quality of the data introduced
by the detector hardware and software.

6.2.1 Dataset

The analysis uses collision data collected at the LHCb experiment at the LHC
during Run 2. The dataset corresponds to a total integrated luminosity of∫

L dt = 1.9 fb−1. The collision data for the first
∫

L dt = 0.3 fb−1 were gathered
during 2015, while the larger set

∫
L dt = 1.6 fb−1 during 2016, all at a centre-of-

mass energy of
√
s = 13 TeV.

For the 2015 data, the software was configured using Stripping version 24r1,
while the 2016 sample was processed using Stripping version 28r1. The version
number, XXrY, signifies the major release by the XX part and the minor “fixes
and improvements” release by the Y part. However, specifically relating to the
decay channels discussed, both Stripping v24r1 and Stripping v28r1 provide
completely equivalent event selection and differ primarily in unrelated areas, such
as underlying implementation details, independent selections and accommodating
external software.

The selection is provided by applying the constraints included in a pre-
configured ruleset, a Stripping line, to the DIMUON stream, which comprises
only data corresponding to events involving a pair of muons associated to-
gether, a dimuon pair (as discussed in Section 3.5.1). The Stripping lines
StrippingBetaSBs2JpsiPhiDetached, StrippingBetaSBd2JpsiKstDetached
and StrippingBetaSBu2JpsiKDetached are used to select events related to
B0

s → J/ψϕ, B0
d → J/ψK∗0 and B+ → J/ψK+ decays respectively. The latter

two are control samples related to decay time and angular corrections discussed
further in Sections 7.3 and 7.5.

6.2.2 Simulation samples

At LHCb, simulations of pp collisions are created using the Pythia event
generator combined with LHCb-specific configuration inside the Gauss appli-
cation [150]. The EvtGen package simulates hadron decays while the radiative
decays are handled by the Photos package [151]. As discussed in Section 3.5.1,
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the simulation samples go through all the steps that real data does. The difference
here is that the Stripping algorithms can flag correlations or disparities between
the true1 and reconstructed quantities. The simulation configurations themselves
are also developed and released in versions. The simulation samples discussed
here use version Sim09b, where SimXXy is labelled with XX for the major release
and y for the minor release.

Simulated samples can be split into several categories depending on their
application. Simulated signal samples mimic how the detector and its software
systems would observe and record real B0

s → J/ψϕ signals. This is useful in
correctly selecting relevant data for analysis and evaluating specific parameters,
such as angular acceptance.

On the other hand, simulated background samples emulate how unwanted data
related to other topologically very similar processes can pollute the analysis
sample by appearing as B0

s → J/ψϕ events. Such samples can also be
used to constrain specific parameters which are more or less similar between
different decay modes, but the B0

s → J/ψϕ mode is not ideally suited for their
determination. One such example is the decay-time detector acceptance and
resolution. The Stripping configuration used to collect the best quality signal
events also introduces a bias specific to decay time. In this case, a similar
but separate decay is used to determine the decay-time observation parameters
as they are primarily due to equivalent detector effects between similar decays
(Sections 7.3 and 7.4).

Simulated control samples are also employed in the analysis. As the name would
imply, they are mainly used for validation and cross-checking. However, there
is another critically important use when it comes to this analysis. As discussed
in Chapter 2, it is needed to know the flavour of the B0

s meson at creation to
perform the ϕs measurement. Given that the J/ψϕ final state is its own charge
conjugate, the algorithms responsible for establishing the B0

s flavour need to be
calibrated further to the specific features of the decay in question (Section 7.6).

A breakdown of all simulated samples used is shown in Table 6.1. It is generally
accepted to refer to the simulation samples as Monte Carlo (MC) samples pointing
to the namesake method by which they are generated.

1the true quantities here refer to the values generated by the simulation software
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Decay mode Options Year Number
of events

Signal modes
B0

s → J/ψϕ dG=0,DecProdCut,S24 2015 4 M
B0

s → J/ψϕ dG=0,DecProdCut,S26 2016 25 M
B0

s → J/ψϕ DecProdCut,S24 2015 4 M
B0

s → J/ψϕ DecProdCut,S26 2016 20 M
B0

s → J/ψϕ DecProdCut,S28 2016 10 M
B0

s → J/ψK+K− DecProdCut,S26 2016 7 M
B0

s → J/ψK+K− DecProdCut,S28 2016 20 M
Background modes

Λ0
b → J/ψpK− DecProdCut,S24 2015 15 M

Λ0
b → J/ψpK− DecProdCut,S26 2016 10 M

Inclusive J/ψ DecProdCut,S24 2015 2 M
Inclusive J/ψ DecProdCut,S26 2016 43 M

Control modes
B0

d → J/ψK∗0 DecProdCut,S24 2015 10 M
B0

d → J/ψK∗0 DecProdCut,S26 2016 15 M
B+ → J/ψK+ DecProdCut,S24 2015 10 M
B+ → J/ψK+ DecProdCut,S26 2016 14 M
B+

c → B0
s (→ J/ψϕ)π+ BcVegPy,DecProdCut,S20 2012 2 M

Inclusive J/ψ DecProdCut,S24 2015 2 M
Inclusive J/ψ DecProdCut,S26 2016 43 M

Table 6.1 List of Monte-Carlo simulation samples used in the analysis. The
“Options” field specifies relevant details for each sample: dG=0 means
the MC was generated assuming ∆Γs = 0; DecProdCut means that a
generated event is only valid/saved if all of its decay products appear
in the acceptance of the detector; SXX labels the major version of
Stripping used; BcVegPy means that the generator was configured
for hadronic production of B+

c (gg → B+
c

[∗]bc)

6.2.3 Momenta corrections

The data and the simulation samples are processed using the same version of
the DaVinci software package, namely DaVinci version v44r4. The DaVinci
package simplifies many tasks related to selecting specific data based on certain
criteria, applying initial corrections to said data and even running custom
procedures on the samples.

One such correction is on the track momentum. To improve the track fitting
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Parameter Value
∆ms 17.8 ps−1

∆Γs 0.08543 ps−1

Γs 0.6614 ps−1

ϕs −0.03 rad
|A0(0)|2 0.5242
|A∥(0)|2 0.2256
|A⊥(0)|2 0.2500
δ∥ − δ0 3.26 rad
δ⊥ − δ0 3.08 rad

Table 6.2 Decay model parameters for Sim09b Monte-Carlo simulation samples
used in the analysis.

procedures discussed in Section 3.5, each data-taking year, LHCb uses about a
third of its data to produce momentum calibration constants which are applied
to the momentum scaling algorithms in DaVinci [152, 153]. The momentum of
reconstructed tracks is scaled depending on the corresponding data-taking period
and specific track calibration constants. The procedure has the flexibility of
adequately updating the track momentum to the latest, most accurate estimate
possible after reconstruction and prior to data analysis. This has the effect of
improving both invariant mass resolution and particle identification efficiency.
For this analysis, momentum scaling also helps improve the angular resolution.

]c -1 [GeV
T

p1/
0 0.5 1 1.5 2 2.5 3

m
]

µ
 r

es
ol

ut
io

n 
[

x
IP

0
10
20
30
40
50
60
70
80
90

100

2012 data
Simulation

LHCb

Figure 6.1 Left: The momentum resolution as a function of momentum for data
and simulation before corrections. Right: The resolution of impact
parameter in the x-direction as a function of the inverse transverse
momentum compared to simulation. [70, 154]

Furthermore, simulated events usually do not perfectly reproduce the correct
distribution for momentum resolution, as shown in Figure 6.1. This is because
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simulated particles “interact” with a simulated detector, which is by definition
better calibrated than the real one. The LHCb detector must be aligned and cali-
brated at the start of every run to account for many physical effects: subdetector
relative spatial displacement, thermal expansion, air pressure variations, etc. The
simulated detector is a much simpler approximation, and thus, other methods are
employed to improve relative differences with data.

In this case, a technique called “momentum smearing” is applied. In simulated
events, the reconstructed track momenta are “smeared” by introducing an
effective Gaussian resolution factor into the track fit. The input to the track
reconstruction algorithms are convolved with the resolution function, and thus,
the result is more realistic. The parameters of this smearing factor are fitted to
match comparable data and simulation samples. Similarly to momentum scaling,
this correction can also be applied on-demand to take advantage of the latest
improvements.

All samples of data and simulation in this analysis have momentum scaling and
momentum smearing applied, respectively.

6.3 Event selection

The theoretical model of the B0
s → J/ψϕ decay discussed in Chapter 2 can only

describe a pure sample of data containing events only resulting from the decay
in question. However, no experiment could ever hope to achieve such data purity
due to the nature of particle colliders, specifically in this case of pp colliders. As
such, the data sample collected at LHCb contains both signal and background
decay candidates.

This section aims to detail the techniques used to remove as much of the data
related to background processes (referred to as background henceforth) while at
the same time keeping as much of the data associated with the signal decay mode
(referred to as signal hereafter).

Since the amount of signal and background in the data sample is unknown,
estimates have uncertainties associated with each. The theoretical model is fit
to a sample where the background distribution is statistically subtracted from
the total distribution. Thus, it is imperative to reduce the background content
in the full distribution as much as possible to reduce the effects of inflating
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the statistical uncertainties of the fit and hence the estimates of the physical
parameters themselves. The theoretical background allowing this procedure is
explained in Sections C.1 and C.2.

As such, this section will discuss the selections applied to the samples during
the different processing stages. Firstly, online selections such as hardware (L0)
and software (HLT) trigger selections are outlined, then offline selections such as
the Stripping and later-applied more specific DaVinci algorithms are detailed.
Finally, the analysis specific selection steps which are applied lastly are also
included.

6.3.1 Trigger selection

At LHCb, as described in Section 3.5.1, collision events are first required to pass a
trigger [155]. The hardware L0 trigger configuration is as listed in Table 3.1, and
events are required to have passed at least one of the trigger lines configured. The
trigger comprises two stages: a hardware trigger (L0) based only on information
from the calorimeters and muon system, followed by a software stage, which does
a full event reconstruction.

L0 selection
The combination of L0 triggers must be considered before any other selection of
candidate events corresponding to a B0

s → J/ψϕ decay. Previous work on the
topic has identified the following condition gives a good signal-to-background
ratio: (L0HadronDecision || L0MuonDecision), i.e. requiring the event to
pass the hardware trigger selecting muons or hadrons with large transverse
momentum [15].

However, with the increased collision energy in Run 2, the production cross-
section of b–hadrons also increased by a factor of 2† [73]. This means the L0
conditions should be adapted to the new energy.

Particularly, it can be helpful to look at the distributions of relevant trigger
lines’ responses in data and compare them to those in signal MC simulation. For
example, in Figure 6.2, a comparison is made between the distributions of the L0
triggers selecting single muons or pairs of muons (dimuons). Simulation shows a

†The ratio of total production cross-section of b–hadrons at
√

s = 7 GeV and
√

s = 13 GeV
integrated over the acceptance of LHCb is 2.00 ± 0.02 ± 0.26 [73].
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Figure 6.2 The distribution of L0MuonDecision (left) and L0DiMuonDecision
(right) trigger line in data and signal MC.

Figure 6.3 The distribution of L0 decision for Global trigger line in data and
MC. The condition is satisfied when any of the L0 individual triggers
has fired for the event.

significant number of signal events that do not trigger either category.

Thus, using either of the triggers separately will have the effect of removing a large
percentage of signal candidate events, which is undesirable. The L0MuonDecision
is only 78.97 ± 0.03 % efficient on signal MC. The combination of the triggers
is not much of an improvement as the efficiency of L0DiMuonDecision is just
58.06 ± 0.03 %, and it also rejects signal events that triggered other L0 lines but
not the muon one, such as the hadron line.

Therefore, it was chosen to preserve as much of the signal events at the cost
of background retention at this early selection stage to give a chance to more
advanced techniques in later stages explained in the following sections. As such,
the events are only required to pass any of the L0 triggers (pass L0Global).

The trigger selection, as outlined above, results in signal efficiency of 86.8±0.03 %,
which is a 7 % increase in signal yield in 2016 and about 13 % in 2015 with respect
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to only using the information from the muon system. The difference in signal yield
between the years here is due to the L0 thresholds in 2015 limiting the ingress of
events as per Table 3.1.

HLT1 selection
Most of the HLT1 triggers have very low efficiency. For example, the trigger line
Hlt1MuonsJpsi2MuMuDecision is only suitable for calibration purposes and feeds
into Hlt1CalibMuonAlignJpsiDecision.

From the dimuon variants, only the HighMass mass variant requires the dimuon
combination invariant mass to be: m(µ+µ−) > 2700 MeV. Since the dimuon
signal is relatively sharp around the J/ψ resonance mass, using this trigger is a
chance to to significantly reduce the combinatorial background. Furthermore, the
Hlt1DiMuonHighMassDecision trigger also has an almost uniform efficiency as a
function of B0

s decay time and, thus, will later be referred to as unbiased [5].

That leaves only four remaining trigger lines to consider, all of which are
Track based, i.e. they deal with the quality of the reconstructed particle tracks.
Including Hlt1TrackMVA and Hlt1TrackMuonMVA results in a very small signal
gain: only ≈ 0.4 ± 0.08 %. Since all the Track triggers already include
requirements for track qualities supplied from some form of an MVA (for example,
TRACK_GhostProb < 0.2 [156, 157]), the additional requirement here does not
provide significant extra discrimination power.

Therefore, the final HLT1 trigger criteria are selected to be the logical OR of the
Hlt1DiMuonHighMassDecision applied to the J/ψ , the Hlt1TrackMuonDecision
applied to all muon candidates in the event and Hlt1TwoTrackMVADecision
applied to the dimuon pair part of the reconstructed B0

s candidate. The latter
is kept as being the only two-track trigger available. These are selected for in a
TOS configuration (Section B.3.1) to ensure the trigger decision was driven by the
signal candidate itself.

However, it is necessary to note that the thresholds on Hlt1TrackMuonDecision
and Hlt1TwoTrackMVADecision triggers changed between 2015 and 2016 data-
taking. Also, Hlt1TrackMuonDecision looks at individual muon tracks, requires
at least one muon with a pT > 1 GeV/c and large IP significance2, while
Hlt1TwoTrackMVADecision uses an MVA response with a dependence on the

2the difference between the IP from a fit with and without the track in question
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Used triggers
L0Global (B0

s )
Hlt1DiMuonHighMassDecision TOS (J/ψ)
Hlt1TrackMuonDecision TOS (B0

s )
Hlt1TwoTrackMVADecision TOS (B0

s )
Hlt2DiMuonDetachedJPsiDecision TOS (J/ψ)

Table 6.3 The analysis-relevant triggers.

distance of the decay vertex from the PV. All of these introduce a non-trivial
dependence in the selection efficiency on the B0

s decay time [5]. As such, any
trigger combination that includes them will later be referred to as biased.

HLT2 selection
Most of the relevant lines in HLT2 are combinations of several HLT1 trigger
decisions. So, the only trigger line left to work with is the specifically developed
Hlt2DiMuonDetachedJPsiDecision for the B0

s → J/ψϕ decay mode. The triggers
used in the selection are listed in Table 6.3. The total trigger efficiency estimated
on simulation is 84.5 ± 0.01 %. The result is visualised in the trigger distribution
comparison for the J/ψ responses between collision data and signal MC simulation
in Figure 6.4. The data distributions are almost identical to the signal MC
distributions after the full trigger selection.

Even though the trigger selection is kept quite minimalist and the conditions are
chosen with care to not introduce any undesirable effects onto the uniformity
of the data, there are some caveats. The two HLT1 track trigger lines and the
HLT2 line introduce a decay time acceptance effect for decay times on the order of
τ(B0

s ) < 6 ps because of some biasing requirements included in them. Specifically,
the HLT1 lines require the χ2

IP to be greater than 35‡, while the HLT2 line requires
that the J/ψ has a flight distance significance greater than 3. The latter is also
referred to as the decay length significance and is the estimated decay length
divided by its estimated error. This is done to discard events with uncertain
decay length, but in this case, suppresses particles that decay promptly. The
effects and the procedure to correct for the above is discussed in Section 7.4.

‡χ2
IP is the χ2 of the impact parameter or the smallest perpendicular distance of a track to

a vertex
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The final trigger decision selection is:

(L0Global B0
s ) ∩ (Hlt2DiMuonDetachedJPsiDecision TOS J/ψ)∩

[(Hlt1DiMuonHighMassDecision TOS J/ψ)∪
(Hlt1TrackMuonDecisionTOS B0

s )∪
(Hlt1TwoTrackMVADecision TOS B0

s )
]

(6.1)

It is essentially the intersection of two sets of events. One is triggering the
L0Global line in L0, and the Hlt2DiMuonDetachedJPsiDecision line on J/ψ
candidates reconstructed in HLT2 as part of the signal decay mode. The other
set comprises the union between events triggering Hlt1DiMuonHighMassDecision
on J/ψ candidates reconstructed as part of the signal and events triggering
Hlt1TrackMuonDecision and Hlt1TwoTrackMVADecision on any of the candi-
dates taking part in the reconstruction of the B0

s candidate in HLT1.

Figure 6.4 Comparison of the distributions of J/ψ trigger response between
collision data and signal MC simulation sample for just the L0
requirement satisfied (top left), the L0 and HLT1 requirements com-
bined (top right) and L0, HLT1 and HLT2 requirements combined
(bottom).
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6.3.2 Stripping selection

The later stages of collision data processing are also automated similarly to the
trigger. As described in Section 3.5.2, the offline reconstruction step is not as
limited in processing time as the trigger and can take much longer to process
the incoming events. That gives it the advantage to apply slower but potentially
more precise and accurate algorithms because of the reduced number of time-
saving assumptions and approximations employed.

The offline reconstruction data flow of LHCb splits the data into streams for later
ease of access. To filter the incoming events from the trigger and select them
correctly into the appropriate stream, specialised Stripping lines are applied to
each event. If the event passes the conditions in a specific line, the event gets
added to the stream with which the line is associated. Then when analyses want
to retrieve data for a particular process or decay mode, they can select the relevant
stream and even specify the Stripping line of interest, which significantly reduces
the computational requirements and time needed to select the appropriate data.

Based on previous experience [15], the LHCb working group focusing on B decays
to charmonium states has designed the appropriate Stripping lines to select
event candidates related to the analyses of the B0

s → J/ψϕ decay. There are four
crucial lines used in this analysis:

• StrippingBetaSBs2JpsiPhiDetachedLine: selects B0
s → J/ψϕ candidates

with a J/ψ vertex spatially detached from the primary vertex

• StrippingBetaSBs2JpsiPhiPrescaledLine: selects B0
s → J/ψϕ candi-

dates without spatial requirements on J/ψ vertex

• StrippingBetaSBd2JpsiKstDetachedLine: selects B0
d → J/ψK∗0 candi-

dates with a J/ψ vertex spatially detached from the primary vertex

• StrippingBetaSBu2JpsiKDetachedLine: selects B+ → J/ψK+ candidates
with a J/ψ vertex spatially detached from the primary vertex

The detached-J/ψ condition selects events that have been reconstructed as coming
from a B0

s meson decay displaced from the vertex by a distance d > 0.0598 mm.
For a decaying particle, like a B0

s meson, this is equivalent to a time-of-flight or
a lifetime exceeding τ(B0

s ) > 0.2 ps. The distance ensures that the J/ψ decay
vertex is far enough away from the primary vertex to reduce the reconstruction
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combinatorial possibilities significantly. As a result the algorithms arrive at a J/ψ
reconstruction with a higher statistical significance. The selection criteria used
by the BetaSBs2JpsiPhiDetached line are listed in Table 6.4.

Entity Variable Criteria
all tracks

χ2/ndf < 4
J/ψ →µ+µ−

∆ ln Lµπ(µ±) > 0
pT(µ±) > 500 MeV/c

m(µ+µ−) ∈ [3017, 3077] MeV/c2

χ2
DOCA < 20

χ2
vtx/ndf < 16

ϕ→K+K−

∆ ln LKπ(K±) > 0
pT(ϕ) > 500 MeV/c

m(K+K−) ∈ [980, 1060] MeV/c2

χ2
DOCA < 30

χ2
vtx/ndf < 25

B0
s → J/ψϕ

m(J/ψK+K−) ∈ [5150, 5550] MeV/c2

χ2
vtx/ndf < 20

τ > 0.2 ps

Table 6.4 Criteria used to select B0
s → J/ψϕ decay candidate events during

Stripping processing.

The pre-scaled line uses the same selection criteria apart from the displaced
J/ψ vertex requirement. That means it eliminates the decay time bias but
makes it quite tricky for the trigger and reconstruction algorithms to isolate
genuine J/ψ candidates from all the combinatorial background near the collision
vertex. Essentially, it becomes almost impossible to distinguish between two
random muons originating from the collision vertex and two muons coming from
a decaying J/ψ that was promptly created at the collision vertex. For this
reason, the pre-scaled line gets its name — from the artificially applied pre-scale
randomly choosing which events get saved and which are discarded based on a
fixed average save rate. For the line in question, only 10 % of all events passing
the BetaSBs2JpsiPhiPrescaled line get saved, or in other words, the prescale is
0.1.
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Because if it fewer requirements, the pre-scaled line is suited for decay time
resolution studies. Since there are less conditions which can bias the decay time
estimation, the reconstructed events also span a larger decay time interval.

After the automated steps described above, both the collision data and simulation
passing the relevant Stripping selection are processed and retrieved for later
analysis using DaVinci version 44r1. Initially, the analysis was using a previous
version of the DaVinci framework. However, after discovering the TISTOS bug
(Section C.4), it shifted to a more recent version, which resolved these issues.
Furthermore, it was revealed internally that the versions of VELO track fitting
algorithms were different between data and simulation (Section C.5). That
impacted the resolution of the tracks in data significantly. At the time, there
existed no newer version of DaVinci, which corrected the issue. Thus, close
collaboration with the internal VELO experts resulted in appropriate adjustments
to the relevant code to have the data and simulation VELO tracks re-fitted with
the latest version and correct for the resolution discrepancy.

6.4 Corrections to simulated samples

Simulation samples are essential to the success of the analysis. They are used in
numerous places, from evaluating the detector response through estimating the
impact of the reconstruction software, all the way to the analysis specific tasks. In
particular, the latter category includes improving the final event selection, which
relies on multivariate methods (Section 6.5 and 6.5.1), determination of angular
efficiency (Section 7.5) and the decay time acceptance (Section 7.4). Simulation
is also required to study the effects of different backgrounds polluting the data
sample (Section 7.2.2 and 7.8.1) might have on the measurement. The final fit to
data cannot be performed without accurate estimates of the above.

Consequently, it is imperative that the simulation reproduces the data distri-
butions as closely as possible. Therefore, several steps are taken to correct the
simulation samples where deficiencies are identified and reduce or even eliminate
any disagreement between data and MC. The following sections describe in detail
the procedures applied.

Furthermore, to improve on the angular resolution, a PV-constraint is introduced
into the selection and the reconstruction step is re-done including it. That is
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because angular resolution is dependent on the momentum resolution, and the
final-state-particle momentum resolution improves with constraining the PV for
all daughter particles. So the final selection uses the decay time of the PV-
constrained B0

s candidates.

Figure 6.5 Boundary effect of trigger cut on B0
s decay time. Comparing

the distribution of reconstructed τ(B0
s ) near the trigger cut-off

(left) and the final selection cut (right). Candidates reconstructed
using kinematic information only are shown in yellow, while those
reconstructed including a PV constraint are shown in black dots.

However, due to the fact that the Stripping step selects B0
s → J/ψϕ candidates

based on a fit using kinematic information only (DecayTreeFit [85]), the PV-
constrained decay-time distribution is affected for values near the selection cut-off
of τ(B0

s ) > 0.2 ps. Figure 6.5 shows that there is a boundary effect introduced
when considering Stripping-selected B0

s → J/ψϕ candidates later reconstructed
using a PV constraint. Thus, to eliminate the boundary effect, it was decided
to consider only candidates with decay times far away from those values for
which the boundary effect is apparent. Figure 6.5 shows that a selection cut of
τ(B0

s ) > 0.3 ps is enough to achieve this.

It is also important to note that the most considerable impact from the MC
corrections is evident in the multivariate algorithm (MVA) training, the selection
and the fit of the B0

s invariant mass distribution. And since the decay-time-
acceptance control channel shows similar data-simulation differences as the B0

s →
J/ψϕ decay mode, it is not necessary to re-design the corrections. The same
procedures can be applied to these control channel samples as well. That approach
has the added benefit of avoiding the introduction of new systematic effects.
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6.4.1 Corrections of particle PID

The simulation samples cannot be expected to reproduce the data distributions
as already discussed. That is especially applicable for particle PID as its
estimation depends on multiple measurements and their combined interplay.
PID is estimated using several methods represented in several different variables
constituting the result of each technique.

For example, there are two Boolean variables labelled HasRich and IsMuon. The
first is the result of information from the RICH subsystem, and the second is
produced by data from the MUON stations [158, 159]. The HasRich variable
is constructed by associating a track with the pattern matching algorithms that
identify RICH rings. The IsMuon is mainly used to distinguish other charged
tracks from charged muon tracks because pions and kaons can decay in flight
to muons and leave traces in the MUON stations. However, the pion and kaon
signatures differ from muon signatures by the number of stations with hits and
the respective track momentum. Based on these metrics, IsMuon is set to true
for tracks matching a predefined muon signature.

There are also more advanced methods, such as the Delta Log-Likelihood (DLL),
i.e. a function-based approach relying on the difference between the likelihood
estimations of whether a given track is compatible with a muon hypothesis or
not:

DLLp = ln(Lp) − ln(Lnon−p) = ln
(

Lp

Lnon−p

)
(6.2)

where p is a placeholder for the particle whose DLL is being calculated (e.g. µ),
Lp/non−p is the likelihood a given track is compatible with the particle hypothesis
or the non-particle hypothesis given the experimental parameters. For a muon,
that would look like:

DLLµ = ln(Lµ) − ln(Lother) = ln
( Lµ

Lother

)
(6.3)

However, in the end, a further iteration is preferred in practical use:

PIDp = DLLp − DLLπ = ∆ ln Lpπ (6.4)

where p ̸= π, is a particle hypothesis different from the pion hypothesis. In the
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case for a µ that is:

PIDµ = DLLµ − DLLπ = ∆ ln Lµπ (6.5)

Finally, more sophisticated methods are concerned with a broader view of each
event and its associated tracks. These employ the response of dedicated pre-
trained artificial neural networks and assign that as the probability that a given
track is from a kaon (ProbNNk), pion (ProbNNpi), electron (ProbNNe), muon
(ProbNNmu) or proton (ProbNNp) [70]. The neural networks are trained using
several input variables containing information from the RICH subdetectors, the
tracking system, muon detectors and the calorimeters.

Requirement
Type K µ

other HasRich HasRich
IsMuon

pT > 500.0 pT > 500.0
χ2

track/ndf < 25.0 χ2
track/ndf < 25.0

PID ∆ ln LKπ > 0.0 ∆ ln Lµπ > 0.0

Table 6.5 PIDCalib efficiency conditions per resampled track type.

Thus, any individual differences between data and simulation in any of the
associated variables and any differences in the way these correlate with each other
will affect the resulting PID response. To combat these discrepancies between
data and simulation, LHCb has developed a package with the goal to “correct” the
presumably incorrect PID variables in simulation. The PIDCalib [160] package
is used to construct PDFs correlating the individual ProbNN responses for tracks
in data with associated variables external to the ProbNN algorithms themselves
but still correlated as part of the event. The PDFs are then used to resample the
PID variables in simulation based on the corresponding external variables there.

Essentially, PIDCalib applies an explicit re-weighting of the PID distributions
in simulation [160]:

(. . . ) which requires no information from the signal data, but simply
a simulated signal sample with no PID selection applied. Using a
subset of the variables η, p, pT, and the track multiplicity in the
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event, the calibration sample is split into regions, and in each region
a distribution of the PID variable in question is constructed. Using
the same subset of variables, each track in the signal simulation is
matched to one of the regions defined for the calibration sample.
The distribution of the PID variable from the matched region is
then used as a PDF to randomly draw a new PID value. In this
way, the efficiency of the selection can then be extracted from the
signal simulation itself. This procedure has the effect of improving
the agreement of the PID distributions between simulation and data.
However, it only preserves the correlations of the sampled variables
(up to three in the present implementation in PIDCalib) and breaks
any others, the effects of which have to be carefully evaluated on a
case-by-case basis.

Since the strategy is to use these variables in a later MVA training and selection,
it is desirable to have them better represent the correlations present in data
between the kinematic and multiplicity variables. Given the statistical nature of
MVAs, it is much more important to preserve dataset correlations if the choice is
between those or individual values.

It is beneficial to resample the contributions in simulation while controlling the
efficiency of the reweighting to preserve the correlations best. For this purpose,
the distributions of p, pT and the track multiplicity are selected to construct
a partitioning scheme for the calibration data of PIDCalib, such that the
resampling efficiency, εeff

P ID, is kept high for the corresponding track selection
criteria. The overall resampling efficiency is the effective efficiency of the PID
resampling of the ProbNN variables in simulation depending on the partitioning
scheme of the calibration data and the PID related cuts of the data sample, whose
distributions the signal simulation aims to reproduce.

Given a scheme, the overall effective PID efficiency takes the form:

εeff
P ID =

∑
i εiNi∑
i Ni

(6.6)

where εi is the efficiency in each segment of the partition:

εi = N ′
i

Ni

(6.7)

whereNi is the number of calibration events in the ith partition segment before the
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Track type Low momentum (p < 200 GeV) High momentum (p ≥ 200 GeV)
e± B+ → (J/ψ → e+e−)K+

µ± B+ → (J/ψ → µ+µ−)K+ J/ψ → µ+µ−

π± K0
S → π+π− D∗+ → (D0 → K−π+)π+

K± D+
s → (ϕ → K+K−)π+ D∗+ → (D0 → K−π+)π+

p, p Λ → pπ− Λ → pπ−, Λ+
c → pK−π+

Table 6.6 The decay modes used to select the calibration samples for PIDCalib
in Run 2 [161].

PID requirements are applied, and N ′
i is their number after the PID requirements

are applied. The equivalence εeff
P ID ≡ N ′/N for the calibration samples is valid

in general. However, for events containing multiple tracks, the individual εi are
calculated by the ensemble probability:

εi =
 n∏

j

εj
i

 1
n

(6.8)

where n is the number of tracks in the event.

The PIDCalib calibration samples are produced for each charged particle track
of interest and provide reweighting for each ProbNN variable. A list of decay modes
in data used to collect the calibration samples for each track type is shown in
Table 6.6. The relevant PIDs for this analysis are for µ (ProbNNmu) and K tracks
(ProbNNk, ProbNNpi and ProbNNp). Kaons require the different treatment of
ProbNNpi and ProbNNp since these variables will later be used to estimate peaking
backgrounds in data and their statistical subtraction (Section 7.2.2).

The selection criteria used for charged tracks in B0
s → J/ψϕ as discussed in

Section 6.3.2 (Table 6.4) are highlighted in Table 6.5, with the track and PID
requirements separated. These are used in an iterative procedure that tries to
come up with a calibration data partitioning which maximises εeff

P ID.

The procedure utilises a tool that takes the desired variables (p, pT and
track multiplicity), applies the tracking selection requirements and then tries
to produces an isometric partitioning scheme: each partition having the same
number of events. This has two effects. Firstly, it makes sure it keeps statistical
power relatively high and even across partition segments by avoiding to create
slices with very few events for the sake of efficiency. Secondly, this results in an
even coverage of the whole distribution space of reweighting variables.
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Figure 6.6 Projections of the binning scheme used to construct the distribution
to resample ProbNNmu(µ) response in simulation. Left axis shows
binning scheme efficiency, right axis shows B0

s → J/ψϕ candidates
in data and simulation (normalised to data). Showing the projection
in pT(µ) (a), the projection in p(µ) (b), and the projection in
Ntrack(µ)(c) [160].

The tool takes a desired initial number of segments (bins) and creates a scheme.
It starts by defining the boundaries of each bin in each variable. Then the content
in each bin is evaluated and compared by the number of contained events and
efficiency after PID cuts. The bin boundaries are then adjusted to improve upon
both the efficiency and equalising the bin event content. If that is not possible,
a new bin is created or removed depending on the particular case.

The iterative procedure varies the initial conditions regarding the number of bins,
PID cuts and extremal limits of the variables. The latter has the requirement that
the resulting distribution is a superset of the equivalent distribution in simulation.

3Gradient Boosted (GB) reweighting, where the event weights are produced by a gradient
boosted decision tree.
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Figure 6.7 Projections of the binning scheme used to construct the distribution
to resample ProbNNk(K) response in simulation. Left axis shows
binning scheme efficiency, right axis shows B0

s → J/ψϕ candidates
in data and simulation (normalised to data). Showing the projection
in pT(K) (a), the projection in p(K) (b), and the projection in
Ntrack(K)(c) [160].

The procedure culminates in creating two separate partitioning schemes in p, pT

and track multiplicity: one for muon tracks and one for kaon tracks. Effectively,
these can be viewed as a PDF, F = F (p, pT, nTracks), where the value of F
specifies the distribution of ProbNN responses for all tracks in the calibration
sample with corresponding p, pT and track multiplicity from the particular
partitioning bin. For muons, F is essentially a function F : R3 → R1, where
the image is a series of distributions of ProbNNmu. For kaons, on the other hand,
three separate sub-schemes F i : R3 → R1, i ∈ [1, 2, 3], had to be created, each
having the image being a series of ProbNNk, ProbNNpi or ProbNNp. That ensures
the correlations between the binning variables and between the resulting ProbNN
responses are preserved for all types.
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(a) No PIDCalib, No GB weighting (b) PIDCalib without GB weighting

(c) PIDCalib with GB weighting

Figure 6.8 Corrections to simulation PID response for K+ showing before any
corrections (a), after PID resampling (b), and after PID resampling
combined with GB reweighting3 to signal distributions in data
(b) [160, 162].

The projections of the resulting F for muons (ProbNNmu) and kaons (ProbNNk)
in each of the variables are shown in Figure 6.6 and Figure 6.7, respectively,
accompanied by the efficiency per bin integrated over the other two dimensions.
The final resampling efficiencies are:

• εP ID
eff (µ) = 0.975 ± 0.003

• εP ID
eff (K) = 0.932 ± 0.004

where the kaon efficiency is the result of the sub-partitioning efficiencies combined
further using the ensemble rule from Equation 6.8 with n = 3 for the number of
sub-schemes.

Afterwards, the distributions of ProbNN in the simulation are resampled using
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their corresponding F scheme. A track from the simulation is taken with its p,
pT and associated track multiplicity. These are used to select the particular bin in
F and the respective ProbNN distribution is randomly sampled to produce a new
ProbNN value for the simulation track. The procedure results for ProbNNmu and
ProbNNk on the muon and the kaon tracks, respectively, are shown in Figure 6.10b
and Figure 6.8b. For comparison, the same are shown before the procedure in
Figure 6.10a and Figure 6.8a, respectively.
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Figure 6.9 Distribution of m(J/ψK+K−) after the Stripping and trigger
selection in 2016 data. The solid blue line shows the total fit with
the signal and combinatorial background described by the pink and
green lines, respectively.

The pull distributions compare simulation against sWeight-ed data4. For this
purpose, the data sample is processed in the following way:

• all requirements discussed in Section 6.3.1 and Section 6.3.2 are applied

4
sWeight-ed data is data that is weighted using the sPlot method described in Section C.2
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• the data are required further to include only events with an invariant mass
of the B0

s candidate m(B0
s ) ∈ (5320, 5420) MeV/c2

• the resulting sample is fit with a double Gaussian PDF for the signal and
an exponential function for the background

The resulting sPlot for the invariant mass of the J/ψK+K− combination is shown
on Figure 6.9.

6.4.2 Reweighting of simulation kinematic, event and
selection variables

(a) No PIDCalib, No GB weighting (b) PIDCalib without GB weighting

(c) PIDCalib with GB weighting

Figure 6.10 Corrections to simulation PID response for µ+ showing before
any corrections (a), after PID resampling (b), and after PID
resampling combined with GB reweighting5 to signal distributions
in data (b) [160, 162].
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Having a closer look at the results of the PIDCalib resampling, one might
suppose there was little to no effect or that the procedure might have even had
a negative contribution to the data-simulation agreement. However, the pull
distributions are reduced overall after the resampling is applied. But it is also
apparent that the results are not entirely satisfactory. A clue might be found by
looking at the superimposed distributions of the partitioning variables in data and
simulation (Figure 6.6 and Figure 6.7). These clearly show that the kinematic
and multiplicity distributions do not agree very well from the start. A further
correction is needed to address this discrepancy in the form of another reweighting
of the relevant variables in the simulation.

Figure 6.11 Distributions of track multiplicity between sWeight-ed normalisa-
tion sample (black) and simulation (yellow).

The typical approach is to split the distribution on a per-variable basis into
multiple bins and then define a weight per bin to compensate for the discrepancy
between data and simulation. In simple cases and low dimensionality, this may
be enough and can be viewed as histogram division. However, the MVA will use
a multitude of variables and try to take advantage of their intrinsic correlations.
That means the binning approach will not suffice. The reason for that is that
when many variables are used, the multidimensional binning has a higher and
higher chance of leaving bin regions empty with each additional dimension due
to the limited statistics of the samples. In practice, only one to two variables can
successfully be reweighted, and the choice of which ones is complex and hides
risks of introducing disagreement in other variables. Furthermore, the sample
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size needed to estimate a density grows exponentially with each variable added
for reweighting, because of the increase in dimensionality and each bin’s volume
growth.

For this purpose, Gradient Boosted (GB) Reweighting is applied to solve this
problem [162]. It uses an MVA approach, namely Boosted Decision Trees
(BDTs), to find the optimal regions for reweighting. It is essential to distinguish
these types of regions from the “rectangular” bins of the above-mentioned usual
method. BDTs can split the multidimensional distribution into regions based on
conditions. These regions are defined based on expressions (functions) of one
or more dimensions. Thus, the distribution is split according to its statistical
properties, and the region’s volume is no longer required to increase with the
number of dimensions. Essentially, the significance of each region split is
evaluated as part of the algorithm, and thus each variable takes part only in its
relevant condition. That ensures the splitting is problem-specific and optimised.

Initially, the sample is split into a few vast regions using randomly generated
conditions. The regions are passed to a decision tree which assigns a leaf node
to each region. A process is then started to optimise the split conditions and
the number of leaves (regions). That is achieved through a loss function and
a multidimensional stochastic gradient descent. In this specific case, the loss
function is χ2 statistic on the difference between the data and simulation. The
loss function is quantitatively estimating the χ2 difference between the simulation
(original) and data (target) distributions in total and in each region. It can be
used to select regions more significant than others for the reweighting by looking
at where its value is large. These regions’ weights are adjusted in the appropriate
direction towards an agreement with data by small increments. That is the
basis of the BDT’s learning algorithm. Moreover, to speed up the procedure and
ensure the correct minimum is reached, the BDT utilises gradient boosting on its
gradient descent to minimise the loss function [163].
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(a) B0
s DecayTreeFit χ2 (b) B0

s pseudorapidity

(c) B0
s impact parameter χ2 (d) B0

s transverse momentum

(e) B0
s decay vertex χ2/ndf (f) number of long tracks

Figure 6.12 Distributions of kinematic, event and selection variables for the
sWeight-ed normalisation sample (black) and simulation before
(yellow) and after (blue) the gradient boosted reweighting correc-
tions are applied [162].
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(a) K+K− transverse momentum (b) J/ψ transverse momentum

(c) J/ψ decay vertex χ2/ndf (d) µ+ transverse momentum

(e) K+ track χ2/ndf (f) µ+ track χ2/ndf

Figure 6.13 Distributions of kinematic, event and selection variables for the
sWeight-ed normalisation sample (black) and simulation before
(yellow) and after (blue) the gradient boosted reweighting correc-
tions are applied [162].
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Moreover, the benefits of this procedure do not end with simply the optimisation
of region splitting. As the distribution is handled based on its properties
and reweighted to match the reference based on variable-specific conditions,
internal correlations are automatically handled. The result is a genuinely
multidimensional reweighting of the distribution in question. It not only agrees
to the reference in its 1-D variable projections but also agrees as multidimensional
distribution.

The reweighting procedure is performed starting with the preparation of a
normalisation sample from data. It is prepared as described in the previous
Section 6.4.1. Namely, data is selected using only the requirements discussed in
Section 6.3.1 and Section 6.3.2 and includes only events with an invariant mass of
the B0

s candidate m(B0
s ) ∈ (5320, 5420) MeV/c2. This sample is then sWeight-ed

through an sPlot fit to the invariant mass of the J/ψK+K− combination. The fit is
shown in Figure 6.9. As discussed in Section C.2, this technique allows extracting
the shape of the signal distribution present in data by statistically subtracting
the background distribution.

However, it has its limitations. Specifically, the accuracy and precision of the
signal and background models are crucial for a successful sPlot fit. The approach
is also limited by only being a fit to a 1-D projection of the multidimensional
distribution in invariant mass. Nevertheless, it is sufficient for the reweighting
procedure as the most relevant distinction of interest is the approximate shape
of the signal present in the data. Attempting to come up with more accurate
and precise models of signal or background distributions in data at this stage
will be detrimental to the final goal as the background population in data is
overwhelmingly larger by two orders of magnitude.

With the normalisation sample ready, the variables for reweighting were chosen
to be:

• µ± track χ2/ndf

• K± track χ2/ndf

• B0
s transverse momentum, pT (B0

s )

• B0
s pseudorapidity, η(B0

s )

• number of long tracks in the event, nLongTracks
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The latter was chosen instead of whole event track multiplicity, nTracks, due
to significantly different distributions between data and simulation and limited
statistics for high multiplicity in MC (Figure 6.11). The final set of variables
was chosen after considering several different options and conducting several
trials. The main aim was to reach the broadest possible agreement between
the multidimensional distributions with the fewest variables, explicitly targeting
the variables later used to train the MVA (Section 6.5).

The reweighting is performed using data collected during 2016 for creating the
normalisation sample and S26 simulation sample for the same year with 20 M
events in total. The resulting reweighting BDT is then applied to both 2015
and 2016 simulation samples. That is done to avoid the limiting factor of
low statistics (event yields in other samples). Figures 6.12 and 6.13 show the
various projections of the normalisation sample and the simulation before and
after reweighting. It can be seen that distributions of the simulation after the
GB reweighting procedure are in good agreement with those in the sWeight-ed
data control sample, while they did not agree beforehand. Furthermore, the
multidimensional distributions agree in many more variables than those employed
during the reweighting procedure, confirming the initial premise.

GB reweighting shrinks the effective simulation sample size by 30.46 %. It is
trained on the B0

s → J/ψϕ signal simulation sample, which contains 20 M events.
That means that the effective size of the sample after reweighting is about 20(1−
0.3046) = 13.91 M events. To quantify the effect of this reduction, one can refer to
the way the simulation sample is later used in the MVA training and the resulting
model. The MVA selection performance is estimated using a fit to the J/ψK+K−

invariant mass spectrum. The relevant metrics are signal yield, background yield
and the mean and standard deviation of the fit.

Thus, it can be estimated what effect this reduction in sample size would have
on the accuracy of the fit. In the simple case where the signal is only modelled
with a double Gaussian PDF and the background as an exponential, the standard
deviation, σ, is taken as:

σ =
√
fσ2

1 + (1 − f)σ2
2 (6.9)

where f and (1−f) are the fraction coefficients of the two Gaussian PDFs resulting
in the total double Gaussian PDF. The signal population standard deviation of
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the mean scales with the effective sample size:

σj =

√∑n
i (xi − µ)
√
n

(6.10)

where σj is the standard deviation of the mean, µ, of the jth Gaussian component
and n is the effective sample size. That essentially means σj can be affected by
the reduction of the sample size used to estimate it. Since the signal simulation
sample trains the MVA to identify its distribution in data, the reduction in
effective sample size will increase the uncertainty associated with its size.

However, since the reweighting procedure improves upon reproducing the data
distributions, this effect should only be statistical rather than biasing the MVA
selection in any way. In that case, given the initial and final sample size is 20 M
and 13.91 M events, respectively, the relative error introduced is around 0.05 %.
It is important to note that the threshold for the relative error exceeding 0.5 %
is when the simulation sample size shrinks by 89 %.

6.5 Multivariate selection

After the initial loose trigger and Stripping selections, the data still contains
large amounts of combinatorial background contributions. To keep as much signal
as possible, the selection discussed in the previous sections has barely removed any
unwanted backgrounds, as shown by the signal-to-background ratio of S/B = 0.05
in Figure 6.9.

The strategy to improve upon this is to utilise multivariate algorithms (MVAs)
to select the signal events and discard the backgrounds. As already discussed
in Section 6.4.2, MVAs can provide much better performance in signal retention
and background rejection than simple “rectangular” cuts. These can efficiently
remove combinatorial backgrounds and further remove polluting data that could
appear signal-like in terms of particle content and properties but disagree with
the overall signal signature in a combined multidimensional model.

Several MVA algorithms are initially trained and compared based on several
metrics to select the most appropriate that fits the purpose. The TMVA [116]
software package, provided by the Root analysis framework, is used to prepare,
configure, train and test the MVA algorithms.
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6.5.1 MVA training and optimisation

Figure 6.14 Background rejection versus signal efficiency of the different MVAs
trained to select B0

s → J/ψϕ events. On the left, the final selection
cut is shown for visual aid. On the right, the higher signal efficiency
region of the classifiers is shown to display their differences. The
naming scheme of the individual MVA algorithms is explained in
Section 6.5.1.

A few competing MVA algorithms are chosen to compare. Two primary types are
compared: boosted decision trees (BDTs) and artificial neural networks (ANNs
or NNs for short). The BDTs and NNs are split further based on their specific
underlying configuration. In particular, BDTG is a label used to specify a BDT
that utilises a gradient boosting algorithm to improve its learning rate. Also, all
the NNs used here are of the multilayer perceptron (MLP) type. These are a
class of the so-called feed-forward neural networks that consist of one, but more
frequently, more than one layer of neurons (linear functions with multiple inputs
and one output).

Five configurations of such algorithms are prepared. Three BDTs and two MLPs.
They are as follows:

• BDT — BDT with 850 nodes with a maximum depth of 3 and the
AdaBoost[164] learning algorithm

• BDTG and BDTG3 — BDT with 1000 nodes with a maximum depth of 3
and 6, respectively, and the gradient boosting learning algorithm

• MLP — MLP with a minimum of 5 hidden layers with tanh activation,
stochastic gradient descent learning algorithm and no regularisation

• MLPBNN — MLP with a minimum of 5 hidden layers with tanh activation,
BFGS[165, 166] learning algorithm and Bayesian regularisation
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Both the AdaBoost and gradient boosted BDTs take advantage of essentially the
same technique of using “weak” prediction models (decision trees) and combine
them in an ensemble to form a much better overall classifier. The standard
gradient boosting is achieved by iteratively adjusting the decisions of each tiny
decision tree by following the slope from misclassified to correctly classified
data. That is a sort of regression to minimise some loss function. However,
the AdaBoost algorithm is a bit more efficient in the sense that it gives larger
weights to wrongly labelled events before passing it on to the decision tree down
the chain and thus improves the learning rate.

The MLPs compared here are all using a similar overall structure, however, with
notable differences. The most simple MLP with stochastic gradient descent
without regularisation is compared to a more advanced neural network and
learning algorithm. Both use a sigmoid activation function on all layers as
those are known to be good approximators of non-linear functions[115]. That
makes each neuron exhibit the behaviour as a kind of switch, either being
active or inactive, as sigmoid functions have a characteristic S-shape and their
values are within ∈ (0, 1) or ∈ (−1, 1). However, the more advanced MLPBNN
uses the Broyden-Fletcher-Goldfarb-Shanno [167–170] (BFGS) algorithm to
improve the learning rate by adjusting the gradient using further information
about the curvature supplied by the Hessian. That results in faster convergence
and decreases the probability of arriving at shallow or local minima as well as
multidimensional saddles.

On top of that, a Bayesian regularisation [171] is applied. It assigns significance to
each weight in the neurons in all layers and prevents weight biases from occurring.
For example, a huge individual weight in a neuron with many inputs may bias it
so that when the backpropagation adjustments become small around a minimum,
the particular neuron can no longer learn properly.

Plotting the signal efficiency (retention) versus the background rejection for
various thresholds of the MVA response defines a curve that illustrates its
performance. This curve is shown in Figure 6.14. That is equivalent to the
more widely used term of a receiver operating characteristic (ROC) curve, where
the background rejection is replaced by the false positive rate, or in other words,
the background retention. Both can be viewed as a reflection of each other since
the background rejection and retention sum up to 1 by definition. Thus, the term
will be used interchangeably and distinction will be made only when necessary.
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Before applying training and applying the MVAs, the following selection require-
ments are made. The J/ψK+K− invariant mass distribution is restricted to the
range 5200 MeV/c2 < m(J/ψK+K−) < 5550 MeV/c2 and the K+K− invariant mass
distribution is restricted to the range 990 MeV/c2 < m(K+K−) < 1050 MeV/c2.
Moreover, as in the Run 1 analysis[15], the uncertainty on decay time, returned
by the DecayTreeFit (DTF) used to determine the decay time, is required to
be smaller than 0.15 ps to remove events with a very poor determination of the
decay time. The MVA training is performed using 2016 samples only. Namely,
the 2016 corrected simulated sample is used as the signal sample while 2016
data candidates with 5450 MeV/c2 < m(J/ψK+K−) < 5550 MeV/c2 are used for
the background sample. Special care was taken to avoid variables that could
affect angular or decay time efficiencies, like impact parameter χ2

IP of final state
particles, the direction angle of the B0

s (DIRA) or transverse momentum of final
state particles. Ten variables were distilled to train the MVAs after trying several
others and gradually excluding each for specific reasons:

• the maximum of the kaon track χ2
track/ndf

• the maximum of the muon track χ2
track/ndf

• the minimum of the logarithm of the kaons ProbNNk

• the minimum of the logarithm of the muons ProbNNmu

• the logarithm of the J/ψ decay vertex χ2
vtx/ndf

• the ϕ transverse momentum, pT(ϕ)

• the B0
s transverse momentum, pT(B0

s )

• the B0
s decay vertex χ2

vtx/ndf

• the logarithm of the B0
s impact parameter χ2

IP

• the logarithm of the B0
s DecayTreeFit χ2

DTF

The latter uses a DTF in which the J/ψ mass is constrained to the known
value [172], and there is also a constraint on the position of the PV.

Initially the variables included the minimum transverse momentum of either the
muon or kaon candidates and the minimum of the track ghost probabilities
assigned by the tracking algorithms. However, it was discovered that using
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the momenta of any final-state particle as a discriminating variable was biasing
the angular spectrum of the resulting distribution. Furthermore, the track
ghost probability was introducing inconsistency between validation epochs. The
latter effect was possibly due to the the ghost probability distributions’ highly
non-linear and discontinuous structure, making it more probable for an MVA
to converge into isolated local minima. Figure 6.5.1 shows the results of the

Rank Variable Importance
1 the logarithm of the B0

s DecayTreeFit χ2
DTF 1.499 × 10−1

2 the minimum of the logarithm of the kaons ProbNNk 1.499 × 10−1

3 the B0
s decay vertex χ2

vtx/ndf 1.094 × 10−1

4 the logarithm of the B0
s impact parameter χ2

IP 9.843 × 10−2

5 the maximum of the kaon track χ2
track/ndf 9.476 × 10−2

6 the ϕ transverse momentum, pT(ϕ) 9.461 × 10−2

7 the maximum of the muon track χ2
track/ndf 8.687 × 10−2

8 the B0
s transverse momentum, pT(B0

s ) 7.586 × 10−2

9 the logarithm of the J/ψ decay vertex χ2
vtx/ndf 7.465 × 10−2

10 the minimum of the logarithm of the muons ProbNNmu 6.557 × 10−2

Table 6.7 BDTG3 variable importance ranking (top variable is best ranked).

ROC curve comparison. It is clear that each of the MVA algorithms performs
sufficiently and almost equivalently. As such, the preference falls towards the
most straightforward algorithm that performs well when its selection threshold
cut is optimised. The figure of merit (FOM) used to optimise the MVA response
is given by:

FOM = (∑i wi)2∑
i wi

2 (6.11)

where wi are the event weights (specifically signal sWeights) obtained by an
sPlot to the m(J/ψK+K−) distribution with the same model from Section 6.4.1:
a double Gaussian PDF for the signal mode and an exponential PDF for the
background. As can be seen from Equation C.16 and Equation C.18, the FOM
increases with the absolute yield of the signal sWeights and is inverse proportional
to the size of the fit uncertainty. Thus, the FOM optimises both for larger signal
model yield and lower uncertainty due to background contributions.

It was determined that the BDTG3 variant was sufficient and performing well
in these metrics. It was selected preferentially for its simplicity to reduce the
possibility of introducing unseen biases in selection. The signal and background
distributions of the variables used for the training are shown in Figure 6.17. The
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Figure 6.15 Distribution of the figure of merit (Equation 6.11) used to optimise
the threshold cut on the BDTG3 response (left) and distribution of
signal yield divided by its uncertainty (right).
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Figure 6.16 Distribution of m(J/ψK+K−) in 2016 data after applying all
selections, including the MVA’s optimised cut. The solid blue line
shows the total fit with the signal and combinatorial background
described by the pink and green lines, respectively. The parameters
of the fit are not constrained.

output of the BDTG3 classifier is shown in Figure 6.18, where a Kolmogorov-
Smirnov[173] test is also performed between the labelled training and testing
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sets. Figure 6.15 shows the FOM optimisation curve for BDTG3, where the
optimum cut was estimated to be BTDG3 response > 0.58. Table 6.7 shows the
ranked performance of each of the variables in the final training. Figure 6.19
gives a comparison of the BDTG3 output in simulation and sWeight-ed data. A
good match is observed, indicating that the various corrections have worked and
subsequent efficiencies evaluated from the simulated samples can be trusted.

maxχ2
track/ndf(K±) min log(ProbNNk(K±)) maxχ2

track/ndf(µ±)

min log(ProbNNmu(µ±)) logχ2
vtx/ndf(J/ψ)

M
eV
/c

pT(ϕ)[ MeV/c ]

χ2
vtx/ndf(B0

s ) logχ2
DTF/ndf(B0

s ) logχ2
IP(B0

s )

M
eV
/c

pT(B0
s )[ MeV/c ]

Figure 6.17 Distributions of MVA training variables in the signal (blue) and
background (red) samples.
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Figure 6.18 A two-sample Kolmogorov-Smirnov[173] between the training and
testing samples of the BDTG3 MVA algorithm.

Figure 6.19 Comparison of BDTG3 response distribution in simulation (green)
and sWeight-ed data (blue).
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Figure 6.20 Distributions of the mK+K− (left) and the mµ+µ− (right) obtained
in 2015 (top) and 2016 (bottom) data after applying all selections,
including MVA’s optimised cut.
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Chapter 7

Measurement of the CP -violating
phase ϕs using B0

s → J/ψϕ decays
with LHC Run 2 data

7.1 Introduction

The Standard Model is currently the most accurate and precise description of the
interactions fundamental to the Universe, excluding gravitation. As discussed in
Chapter 2, the parameter ϕs is a suitable test for the precision of the Standard
Model predictions. Thus, any significant deviations from the ϕSM

s value of −2βs

would indicate the influence of Beyond the Standard Model (BSM) physical
effects. In turn, the experimental value of ϕs, depending on the precision of
its measurement, could be used to pinpoint possible sources of such BSM Physics
and differentiate between the accuracy of new models.

This realisation puts a heavy focus on the precision of the ϕs determination.
However, its sensitivity, which generally would be considered an advantage
towards being a suitable SM test, contributes to the complexity and difficultly of
its experimental measurement. Multiple purely experimental effects have to be
taken into account. Examples are the efficiency in selecting signal-like events from
all the data and removing data pollution from background sources (Section 6.3),
the uncertainties related to measurements of the decay time (Section 7.3) as well
as precision in determining the acceptance of the detector (Section 7.5) among
others.
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A time-dependent angular analysis of the B0
s → J/ψϕ decay is presented below

to fulfil the requirements of such a precision measurement. Furthermore, The
methods used to fit the model to the multi-dimensional dataset and extract the
value for ϕs are detailed.

The work has been published in Reference [5], and the results are discussed in
Section 7.9.

7.2 Invariant mass fit

As mentioned in Section 2.4.4, the adopted approach1 for extracting the physics
parameters of interest has been to fit the signal PDF to the unbinned decay-
time and angular distributions (Equation 2.55). The events are weighted to
statistically subtract the background components using an sPlot[174] with the
invariant mass of the J/ψK+K− combination as the discriminating variable
(Section C.2). Then the time-dependent angular log-likelihood fit is performed
on the weighted data. The invariant mass model used to describe the signal,
combinatorial background and reflection backgrounds are detailed in the following
sections.

There have been two significant changes to the mass model used in this analysis
compared to previous ones of this type1. Firstly, the invariant mass of the
J/ψK+K− combination, m(J/ψK+K−), was previously estimated using a DTF
where the J/ψ mass is constrained to the known value [172], but in this analysis,
a further constraint is added. As the latter can potentially bias the decay time
and angles estimation, a study was performed to judge the effects of including this
constraint. The second significant change in the mass model is that a new signal
PDF is used to model the signal, namely, a Crystal Ball [86–88] (CB) function
with the per-event mass error of the m(J/ψK+K−) as a conditional observable.

7.2.1 Primary vertex constraint in J/ψ mass estimation

To study the effect of adding the PV constraint in the mass estimation, the data
sample was split into several sets based on B0

s decay time. Then the results of a fit
to the mass in each is investigated for any differences. The bin edges in B0

s decay
1See previous iterations of this analysis[14, 15]

154



time are the following: [0.2, 0.3, 0.4, 0.5, 0.6, 0.8, 1, 2, 4, 15] ps. The mass model
used is simpler as the absolute mass shape is less important than the relative
differences between its shape in each decay time bin. The mass is fit with a
double Gaussian for the signal, where the fraction between the two Gaussians is
common between the bins and an exponential for the background. The values

σ1[ MeV/c2 ] σ2[ MeV/c2 ]

Figure 7.1 Values of the resolutions of the two signal Gaussians σ1 (left) and
σ2 (right) and the coefficient of the exponential used to model the
background (bottom) obtained by fitting the m(J/ψK+K−) in bins
of B0

s decay time. In red are the values obtained including a PV
constraint, and in black are the values without [175].

of the resolutions of the two Gaussians, σ1 and σ2, and the coefficient of the
exponential distribution as a function of B0

s decay time are shown in Figure 7.1.
It can be seen that the resolutions of the Gaussians are relatively constant, while
the exponential coefficient varies significantly. That will necessitate a systematic
uncertainty to be assigned to account for the correlation between mass and decay
time. However, the variation is entirely consistent between the PV constrained
fit and the one not including the constraint. That indicates the PV constraint
should not have any significant impact on biasing the data sample. Thus, it was
decided to include the PV constraint in the final fit to have better mass and
angular resolutions (Section 6.4).
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7.2.2 Peaking backgrounds and their subtraction

While the MVA and selection techniques discussed in Section 6.3 and Section 6.5
are very efficient in removing most of the combinatorial background, other
relevant backgrounds come from sources more closely mimicking the signal
spectrum of events. That is because their particle content and kinematics
either completely or partially overlap with B0

s → J/ψK+K−. For example,
B0

d → J/ψK+K− and B+
c → B0

s (→ J/ψϕ)π+. Both include the J/ψK+K− final
state, but their physical characteristics will be different to what the current
analysis concentrates upon, namely a pair of B0

s mesons at production and a
mostly isolated system, given the back-to-back centre-of-mass production. A
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Figure 7.2 Distribution of the invariant mass of B0
s candidates, selected from

simulated B0
s → J/ψK+K− (green filled area), Λ0

b → J/ψpK− (solid
red line) and B0

d → J/ψK+π− (dotted blue line) decays. The
distributions are weighted to correct differences in the kinematics
and the resonance content between simulation and data [5].

systematic uncertainty is assigned because of B+
c → B0

s (→ J/ψϕ)π+ particular
case (Section 7.8.1), while the B0

d → J/ψK+K− is discussed further below.

Other such contributions come from decay modes which contain a single
misidentified final state particle and appear as J/ψK+K− in the data. Specifically,
it was determined that significant contributions come from B0

d → J/ψK∗0 and
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Λ0
b → J/ψpK− where either a pion or a proton are misidentified as a kaon. These

mass spectra appear near the B0
s mass, as seen in Figure 7.2. The remaining

number of events after the MVA selection are 5200 and 350 from Λ0
b → J/ψpK−

and B0
d → J/ψK∗0, respectively.

Thus, special care is taken to events with m(J/ψK+K−) invariant mass within
15 MeV of the known values for Λ0

b and B0
d [172]. A further requirement is added

on such events to be accepted in the final sample of events. Namely, more
strict requirements on the ProbNN values returned from the PID algorithms.
Specifically, it was determined that events falling within the above-mentioned
mass regions would be discarded (vetoed) if either of their kaons does not meet
the following criteria:

• m(J/ψK+K−) ∈ (5619.51 ± 15.00 MeV):

– ProbNNp(Ki) > 0.7

– ProbNNp(Ki) > ProbNNp(Kj), where i ̸= j

• m(J/ψK+K−) ∈ (5279.63 ± 15.00 MeV):

– ProbNNpi(Ki) > 0.7 or ProbNNk(Ki) < 0.35

– ProbNNpi(Ki) > ProbNNpi(Kj), where i ̸= j

In the case of mis-ID events coming from Λ0
b, either kaon is checked whether its

assigned probability of being a proton, ProbNNp(Ki), is above a threshold and is
also higher than the same probability of the other kaon in the event. The latter
is done to prevent legitimate events from being vetoed. Given the kinematics
of the decay mode, the chance of both kaons having a high probability of being
protons, and thus, both being misidentified, is negligible. Similarly, for the B0

d

case, the kaons are tested using thresholds for their ProbNNk and ProbNNpi. At
the same time, care is also taken to exclude instances with both kaons being
considered as misidentified. In both cases for B0

s and B0
d, the latter also has a

side benefit of making sure no events can be processed twice when evaluating the
veto on the data sample. The ProbNN thresholds were determined from simulation
studies [175].

After removing events matching the veto criteria, it was estimated that in the
sample continue to remain 120 decays coming from B0

d and around 1600 ± 160
coming from Λ0

b, given veto efficiencies. The B0
d contribution is neglected, and
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a systematic uncertainty is assigned. At the same time, the Λ0
b background is

statistically subtracted by injecting sWeight-ed simulated decays with negative
weights into the data sample, whose sum of weights has been normalised to
the predicted yield of 1600. Moreover, this is done before the sPlot fit for the
invariant mass. The simulated events have been reweighted to match the data
properties similarly to the procedure described in Section 6.4. Using this approach
by injecting simulated events also ensures that the correlations between the mass
and angular variables are preserved.

As for the peaking background related to events from B0
d → J/ψK+K− decay

mode, the strategy is to include it in the final mass model as a background during
the fitting procedure. Given its small yield (biased 2016: 68±0.41, unbiased 2016:
211±0.89 [175]), it is modelled only with a Gaussian. The mean is fixed based on
the measured difference between the B0

s and B0
d mass [172]. Namely, the difference

between the B0
s and B0

d masses is kept constant during the fit, while the resolution
is fixed to 7 MeV/c2, obtained by a fit to the B0

d → J/ψK∗0 control channel mass
(Figure 7.6).

7.2.3 Per-event-error mass model

The sPlot method requires that the variable used for background subtraction is
not correlated to any of the variables to which the sWeights are applied [174].
However, it is found that such a correlation exists between the signal mass shape
and the cosine of the muon helicity angle, cos θµ. That is because the estimated
invariant-mass resolution is observed to depend on the measured muon transverse
momentum [175]. Thus, it was decided to include the mass resolution parameter
as a per-event parameter of the likelihood fit. Meaning that the likelihood
calculations for each event will no longer share a common mass resolution value
(a fixed parameter). Instead, each will have an independent mass resolution,
referred to as the per-event mass error as a conditional observable.

Essentially, the aim is to account for this correlation in the overall mass model
by using the estimated mass resolution from data as a proxy for the mass shape
dependence on muon momentum. As such, the sPlot can natively assign correct
sWeights to events based on their likelihood as the likelihoods will be adjusted
by the mass resolution.

The final mass model thus fits the signal distribution of m(J/ψK+K−), where the
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mass of the J/ψ and the PV of the final products are constrained. The fit uses a
CB PDF with the mass-error of that mass estimation as a conditional observable
on a per-event basis. Furthermore, it was found by simulation studies that a
quadratic dependence of the total mass shape uncertainty, σCM, on the per-event
mass error, σm, is best suited to describe the signal [175]:

σCB(σm) = a1σm + a2σ
2
m (7.1)

where a1 and a2 are fee parameters determined from the fit to data. The tail
parameters of the CB distribution are fixed from fits to simulated events. The
sample is divided into 24 independent subsamples corresponding to 6 bins in
m(K+K−) with boundaries at 990, 1008, 1016, 1020, 1024, 1032, 1050 MeV/c2,
to the biased and unbiased trigger categories (Section 6.3.1), and the year of
data-taking. The splitting is done to accommodate trigger differences between
data-taking years, decay-time biasing and non-biasing triggers as well as the fact
that the K+K− S-wave is assumed to be relatively flat in each of the m(K+K−)
bins. The fit is performed in each of the 24 subsamples and the invariant
mass probability density function (PDF) is independent for each subsample.
The parameters of the PDF between the subsamples are not correlated. An
exponential is used to model the combinatorial background.

After the full selection (Chapter 6) is applied, the fit yield is about 102 000 and
15 000 B0

s → J/ψϕ decays in 2016 and 2015 data, respectively (Figure 7.3).
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Figure 7.3 Left: Distribution of the invariant mass of B0
s candidates selected

from B0
s → J/ψK+K− data. The signal component is shown with a

long-dashed red line, the background is shown with a dashed green
line, and the total fit is the solid black line. Right: Distribution
of K+K− invariant mass where the background is statistically
subtracted using the sPlot method. The dashed blue line shows the
boundaries of the six m(K+K−) bins. [5]
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7.3 Decay time resolution

The magnitude of the decay-time resolution and its uncertainty are key factors
constraining the precise estimation of ϕs. The effect of insufficient decay-time
resolution will result in being increasingly difficult to determine the precise time of
B0

s mesons’ decay, which will produce a sort of smearing of the observed waveform
in time. Thus, it is crucial to understand and estimate the decay-time resolution
and its effects on the data as best as possible.
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Figure 7.4 Distribution of the decay time of B0
s → D−

s π
+ candidates tagged as

mixed and unmixed with the projection of the fit result as described
in Section 7.7.

7.3.1 Model and parametrisation

The decay-time resolution is modelled as a Gaussian distribution centred at
zero with a width σeff . The width, σeff , is determined by using a sample
constructed from combinations of J/ψ , K+ and K− reconstructed candidates that
originate predominantly in the primary interaction. This sample later referred
to as the prompt component or prompt events. The sample of the combined
candidates J/ψK+K− is, thus, the prompt sample and is selected as described
in Chapter 6 with the exception of the lower bound on decay time. Also,
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the candidates are formed from data passing a different trigger line, namely
Hlt2DiMuonJPsiDecision, which is heavily prescaled2. The trigger is applied
during the HLT2 stage on the J/ψ candidate.

By definition, the prompt component has zero decay time, so any non-zero decay
time in the data is most likely due to detector effects such as resolution. Thus,
given a satisfactory model considering the external contributions to a manageable
degree, the detector decay-time resolution can be estimated.

The observed distribution of the prompt component decay time around zero is
modelled by a Dirac delta function [176]. The other contributions to the total
distribution are modelled separately. There is a contribution to later decay
times from J/ψ mesons coming from b hadron decays. Also, there is a small
contribution from events reconstructed with a mis-identified (wrong) PV assigned,
which results in a background to this model because the estimated decay times
are incorrect. An event could have its PV wrongly assigned due to LHCb PV
fitting algorithms. For example, multiple pp interactions or 5 or 6 prong b-hadron
decays can sometimes be reconstructed as a PV and some tracks might end up
wrongly associated with them [177]. The yield of these events is found to be
about 0.5 % in the prompt sample (See Appendix C.8).

To estimate the decay-time resolution, the sum of the prompt and b hadron
components is convolved with a triple-Gaussian function resolution function:

R(t) =
3∑

i=1
fi

1√
2πσi

exp
[
−(t− µ)2

2σ2
i

]
(7.2)

where ∑i fi = 1, µ describes a bias from zero in the decay-time measurement,
and σi are the individual Gaussian widths. In this analysis, µ is fixed to zero and
assigned a systematic uncertainty. The calibration sample is then divided into
11 subsamples based on per-candidate decay time, δt, and the model is fit to it.
That allows extracting the parameters of the decay-time resolution function.

The effective dilution of the B0
s - B0

s oscillation amplitude is estimated in each bin
of δt as:

D =
3∑

i=1
fi exp

[
−σ2

i ∆ms
2/2

]
(7.3)

2only 10 % of candidates passing the requirements are kept, chosen randomly
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Figure 7.5 Standard deviation of the effective single-Gaussian decay time reso-
lution, σeff , as a function of the estimated per-candidate decay-time
uncertainty, δt, obtained from a prompt J/ψK+K− sample. The
red line shows the result of a linear fit, while the grey area shows
the distribution of δt in the background-subtracted B0

s → J/ψϕ data
sample.

which is later used to evaluate an effective single-Gaussian width:

σeff =
√

(−2/∆ms
2) ln D (7.4)

The effective single-Gaussian resolution function constructed with σeff has the
same dampening effect on the B0

s oscillation as the triple-Gaussian model [5].
Figure 7.5 shows the variation of σeff in terms of δt.

7.4 Decay time efficiency

The reconstruction and selection efficiencies depend on B0
s decay time. That

is due to secondary vertex displacement requirements (Chapter 6) applied to
signal tracks and an observed decrease in reconstruction efficiency for tracks with
large IP with respect to the beamline [178]. In this analysis, a novel approach
is taken towards estimating the decay time efficiency compared to the previous
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iteration [14].

Specifically, the decay mode B0
d → J/ψK+π− is taken as a control sample. The

decay mode is kinematically similar to the signal B0
s → J/ψK+K− decay. Since the

decay width difference, ∆Γd, of the B0
d system is measured to be consistent with

zero [172], this mode is a great candidate for decay-time efficiency estimation. It
allows ignoring any effects of B0

d oscillation during reconstruction. The candidates
reconstructed as B0

d → J/ψK+π− are assumed to have a purely exponential decay
time distribution with lifetime τB0

d
data = 1.520 ps [179].

However, there is no reason to expect a direct relationship between the decay-
time efficiency for B0

s → J/ψK+K− decays, εB0
s

data, and the efficiency for B0
d →

J/ψK+π−, εB0
d

data. On the other hand, since the reconstruction and selection for
both decays are the same in data and simulation, one can expect that the following
is approximately true:

ε
B0

s
data

ε
B0

s
sim

= ε
B0

d
data

ε
B0

d
sim

(7.5)

where ε
B0

s
sim and ε

B0
d

sim are the decay-time efficiencies in simulated events and
reconstruction of B0

s → J/ψK+K− and B0
d → J/ψK+π− decays, respectively. The

ratios between data and simulation on both sides cancel out any decay-specific
differences and leave only the differences due to the real and simulated detector
scenarios. The expression can be rearranged to extract the B0

s → J/ψK+K−

decay-time efficiency in data:

ε
B0

s
data = ε

B0
d

data × ε
B0

s
sim

ε
B0

d
sim

(7.6)

which are all functions of decay time, as mentioned previously. Thus, the
B0

s decay-time efficiency is determined by a simultaneous fit to background-
subtracted data and simulation with the following constraint:

ε
B0

s
data(t) = ε

B0
d

data(t) × ε
B0

s
sim(t)
ε

B0
d

sim(t)
(7.7)

The B0
d samples are reconstructed and selected similarly to the signal channel

(Chapter 6) to control any relevant effects. The data is reweighted to match
the B0

s data in p and pT. The B0
d data sample is also investigated for significant

peaking backgrounds. However, after applying a separate requirement to remove
misidentified pions, only a small sample of B0

s → J/ψK+π− is left [175]. Figure 7.6
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Figure 7.6 Distribution of m(J/ψK+π−) in 2016 data after applying all
selections, including MVA’s optimised cut. The solid blue line shows
the total fit with the signal and combinatorial background described
by the pink and green lines, respectively. The parameters of the fit
are not constrained.

shows the invariant mass fit to B0
d → J/ψK+π− data after all selection. As can

be seen, the B0
s component is barely visible. To remove it entirely, all events

with m(J/ψK+π−) > 5350 MeV/c2 are excluded. The result of the fit is used to
background-subtract the B0

d data.

The efficiency functions are all modelled with cubic splines with the first node
fixed at zero. The other nodes are chosen in order to ensure uniform yield in
each subsample: nodes are at 0.00, 0.30, 0.58, 0.91, 1.35, 1.96, 3.01, 7.00 ps.
The PDF used for the maximum-likelihood fit comprises the efficiency functions
multiplied by a single exponential, modelling the purely exponential decay. The
exponential decay model is also convolved with a single Gaussian centred at zero
to include decay-time resolution (Section 7.3). As a cross-check, a separate study
is performed using a B0

s simulated sample generated with ∆Γs = 0 ps−1 to adhere
to the single exponential decay model. The difference to the nominal fit is used
to assign as a systematic. The decay time acceptance is obtained separately for
the data-taking periods 2015 and 2016 and two different trigger paths.
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7.5 Angular efficiency

Similarly to decay time efficiency, the LHCb detector’s reconstruction and
subsequent selection introduce an efficiency in terms of the angular distributions
(helicity angles: θK, θµ, ϕh). This efficiency is modelled as a function of Ω:
εΩ ≡ εa(Ω) ≡ εa(θK, θµ, ϕh), where the subscript a signifies that the efficiency is
a function of the helicity angles, or later referred to as an angular efficiency.

7.5.1 Angular efficiency model and parametrisation

The angular efficiency, εa(Ω), is a three-dimensional function making it increas-
ingly difficult to explicitly model or directly include in the final fit. Thus,
a different strategy is undertaken to account for εa(Ω) by utilising angular
normalisation weights [54, 180].

Since the final signal PDF (Equation 7.19) is split in terms of its individual
angular contributions, each term, fk, should in principle be multiplied by the
angular efficiency, εa(Ω), in the final maximum likelihood fit. Let us consider the
general case of an efficiency in both time and angles, ε(t,Ω), and the condition to
find the parameters, Θ, which would solve the maximum likelihood fit condition
of the signal PDF, s(t,Ω|Θ):

− d
dΘ(ln L) = − d

dΘ
∑

e

ln s(te,Ωe|Θ)ε(te,Ωe)∫∫
s(t,Ω|Θ)ε(t,Ω) dΩ dt = 0 (7.8)

Details about this definition and maximum likelihood fits can be found in
Appendix C. By Equation 2.55, the signal PDF factorises as s(t,Ω|Θ) =
Ak(t|Θ)fk(Ω). Furthermore, the term ε(te,Ωe) does not depend on the parameters
Θ, thus, it is irrelevant to the determination of the maximum likelihood:

− d
dΘ

∑
e

ln Ak(t|Θ)fk(Ω)∫∫
Ak(t|Θ)fk(Ω)ε(t,Ω) dΩ dt = 0 (7.9)

The normalisation integral of the PDF does include the angular efficiency,
and it cannot be factored out. For each term in Equation 7.19, a term like∫ ∫

ε(Ω, t)fk(Ω) dΩ dt needs to be considered in the normalisation. Notice that,
in general, the angular acceptance can depend on decay time and flavour tagging.
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It is also not guaranteed to factor in time and angles. However, it is found
that ε(Ω, t) = εa(Ω) × ε(t) is a good approximation, studied separately in
Reference [175].

As such, the only place where this efficiency appears in the final fit is in the
normalisation, which can be determined only once. The value of these terms is
labelled the normalisation weight for each angular term and expressed as:

ξk =
∫
εa(Ω)fk(Ω) dΩ (7.10)

where ξk is the normalisation weight corresponding to the fk angular term in
Equation 7.19. The weights are extracted from simulated events by comparing
the known distributions at event generation to the distributions reconstructed in
the simulated detector with the following expression [54]:

ξk(te, qe) = 1
Ngen

Nobs∑
e

fk(Ωe)
Pgen(Ωe|te, qe)

(7.11)

where Ngen and Nobs are the simulated and reconstructed event yield, respectively.
Pgen is the PDF used to generate the simulated events. This method also allows
deriving statistical uncertainties, which can later be propagated to the relevant
parameters.

Of course, for this to work, the simulated samples need to reproduce the distri-
butions in data very closely. However, simulated samples containing the K+K−

S-wave contributions were not available for the exact detector reconstruction used
in the data. Thus, the available simulation samples were only used to cross-check
and validate the procedure [175]. That necessitates the approach to be undertaken
with specific extra steps to correct and adjust the differences between data and
simulation (Chapter 6). On top of the selection and corrections applied, the
simulated samples of B0

s → J/ψϕ decays are reweighted further using the same
technique from Section 6.4.2 a second time to match the distributions of pT, p
and m(K+K−) in data. That is to ensure simulation samples can reproduce the
S-wave fraction observed in data.

Several cross-checks are also made using B0
d → J/ψK+π− data and simulation,

selected and reweighted to match as above. Then the angular normalisation
weights are computed. Afterwards, the weights are used to extract the
polarisation amplitudes of the decay through an unbinned fit to the data. Finally,
they are compared to the known values [181] with which they agree. A further
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test is done using B+ → J/ψK+ and the θµ helicity angle. Before the angular
corrections from simulation, the helicity angle distribution is found to deviate
from the expected shape of 1 − cos2 θµ by as much as 30 %. Still, after applying
the procedure from above, the expected shape is fully recovered to a precision of
0.1 %.

7.6 Flavour Tagging

Flavour tagging [182, 183] is the act of determining the initial flavour of the
B0

s meson at creation. As already discussed, the time evolution of the B0
s - B0

s

system is highly dependent on the flavour state at creation. Thus, tagging the
B0

s meson becomes essential for the analysis of the system. To tag the B0
s flavour,

LHCb uses multiple algorithms split into two main classes — same-side (SS) and
opposite-side (OS) tagging (Figure 7.7).

The OS tagger takes advantage of the fact that b and b quarks are almost
exclusively produced in pairs in pp collisions. That assumption allows tagging
the flavour of the signal B0

s candidate at production by identifying the flavour of
the other b hadron in the same event. The OS tagger looks at several pieces of
information. It tries to find a semileptonic b decay involving muons or electrons
and uses the information about the lepton charge. It adds the knowledge about
the charge of a kaon coming from a b → c → s transition-type decay. Then
more data is added about any charged tracks converging into a secondary vertex
associated with the other b and the charge of a secondary charm hadron. These
data are combined into a weighted average, depending on the transverse momenta
of the associated tracks, to form an appropriate pre-tuned response for the B0

s

signal candidate flavour.

The SS tagger uses a different but somewhat analogous strategy. It concentrates
on information involving the hadronisation of the b (b) forming the signal B0

s

( B0
s ) candidate instead. Particularly, in the case of a B0

s , the s quark needed
to hadronise comes from an ss pair, which often results in the production of a
charged kaon. Depending on the flavour of the s (s), a differently charged kaon,
K− (K+), is produced, and its charge can then be used to extract information
about the complementary s (s) forming a B0

s (B0
s ) hadron.

Both the SS and OS taggers have been revisited and improved since Run 1,
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Figure 7.7 Overview of LHCb flavour tagging algorithms showing the decision
paths of the same-side (SS) and opposite-side (OS) tagger configu-
rations [184].

obtaining a significantly higher combined tagging performance [185].

Each tagging algorithm provides a response in terms of two quantities: the tag,
q ∈ (−1, 0, 1) and an estimate, η, of the probability the tag is incorrect (mistag)[5].
The tag is +1 (−1) for each tagged B0

s ( B0
s ) and 0 for untagged candidates, where

the algorithms cannot make a decision. The mistag probability is only defined in
the range η ∈ (0, 0.5), because η(q) > 0.5 ≡ 1 − η(−q) < 0.5§. By this definition,
it is clear that in the situation when η(q) = η(−q) = 0.5, the candidate can only
be assigned q = 0 since both tagging hypotheses are equally likely and no tagging
decision can be made.

The tagging algorithms are implemented as BDTs. The SSKaon (Figure 7.7)
tagger is trained and optimised on large dedicated simulated samples, and the OS
tagger is prepared using a large set of B+ → J/ψK+ decays. As such, the responses
of the BDTs are only an approximation of the true flavour and mistag probability.
However, given that the mistag is essentially the predictive factor for the assigned
tag, it also directly attenuates (scales) the observed B0

s oscillation amplitude as
larger tagging uncertainty means less of a significant difference between the B0

s

and B0
s hypotheses (Section 7.7.2).

For this reason, the mistag for each tagger is further calibrated with dedicated

§η > 0.5 on q corresponds to opposite decision, −q, with 1 − η
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collision data samples for tagger-specific decay channels. That is done to relate
the estimated mistag probability to the true mistag probability, ω. Each tagger
is assigned a tagging power, ϵtagD2, where ϵtag is the efficiency of the tagger in
terms of the fraction of successfully tagged candidates and D = 1 − 2ω is defined
as the dilution induced on the observed B0

s oscillation amplitude3.

The OS tagger is calibrated using a sample of B+ → J/ψK+ events selected in the
same way as Chapter 6 and background-subtracted using the already discussed
sPlot method. The B+ → J/ψK+ sample is weighted similarly to the procedure
described in Section 6.4.2 to match the kinematic distributions of the signal B0

s →
J/ψϕ sample. The B0

s flavour for such candidates is determined by the charge of
the kaon and is thus an independent tag. This information is used to relate η
and ω by linear regression:

ω(η) =
(
p0 + ∆p0

2

)
+
(
p1 + ∆p1

2

)
(η − ⟨η⟩)

ω(η) =
(
p0 − ∆p0

2

)
+
(
p1 − ∆p1

2

)
(η − ⟨η⟩) (7.12)

where ω(η) and ω(η) are the calibrated mistag probabilities for B+ and B−

mesons, respectively. ∆p0,1 are mistag asymmetries and ⟨η⟩ is the average
estimated mistag probability of the B+ → J/ψK+ sample. The calibration
parameters are determined by a maximum-likelihood fit to η of the following
PDF:

P(a|η) = (1 − a)(−)
ω (η) + a(1 −

(−)
ω (η)) (7.13)

where a is a discrete parameter with possible values of 0 or 1 for an incorrect or
correct tagging decision, respectively.

The SS tagger is calibrated using a flavour specific channel, B0
s → D+

s π
+, where

a fit to data resolves the B0
s - B0

s oscillation. As already mentioned, the amplitude
of the observed (resolved) B0

s - B0
s oscillation is related to the average mistag

probability, ω̃, via the PDF of the decay time distribution of the flavour-tagged
B0

s → D+
s π

+ decays:

P(t) = ϵ(t) [Γ(t) ⊗R(t− t′)] ,
Γ(t) = Γse

−Γst
[
cosh(∆Γst/2) + qmix(1 − 2ω̃(η)) cos(∆mst)

]
(7.14)

3the factor of 2 in front of ω is because it applies two times in the amplitude attenuation,
flattening both mixed and unmixed waveforms and reducing their difference on both sides
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where t′ and t are true and reconstructed decay time of the B0
s meson, respectively,

and Γ(t) is the B0
s decay rate.

7.7 Time-dependent angular fit to data

The fitting procedure and maximum likelihood fit are similar to the ones used
by previous analyses [14]. However, a fundamental change in this analysis is
that instead of using the absolute value of Γs as a parameter, the fit estimates
the Γs − Γd difference. Consequently, also the decay-time efficiency is treated
differently in the fit as well. Specifically, it has been shown by simulated
experiments that given a decay-time efficiency obtained using Γd as an input
parameter, the estimated value of Γs − Γd and its associated uncertainty are
independent of the Γd uncertainty. Thus, the advantage here is that the estimated
value of Γs − Γd can be updated with new, more precise measurements of Γd to
obtain better estimates of Γs and Γs/Γd as well.

7.7.1 Statistical background subtraction

Using the sPlot technique and the method described in Section 7.2, each event
candidate is given a weight, Wi = sWeighti. When applied, the weighting
effectively subtracts all backgrounds based on the m(J/ψK+K−) discriminating
variable. Any angular correlations are accounted for by the conditional σm

variable, leaving only the signal shape present in the sample. As such, only a
signal model PDF is needed to fit the data.

7.7.2 The B0
s → J/ψϕ probability density function

A weighted maximum likelihood fit is performed (Section C.2) on data in the
B0

s decay time and helicity-angle distributions using only a signal model PDF.
The data model is fit in 24 subsamples as outlined in Section 7.2, and the
corresponding log-likelihood in each subsample, j, is scaled by a factor αj:

αj =
∑

i W
j
i∑

i (W j
i )2 (7.15)
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which is done to account for scaling of parameter uncertainties (Section C.2,
Equation C.19).

As described in Section 2.4.4, the distributions of decay time and angles of a B0
s

meson created at time t = 0 take the form as shown in Equation 2.55 — a sum of
ten terms, corresponding to the four polarisation amplitudes (0, ∥,⊥, S) squared
and their interference terms. The hk terms explicitly used in the signal PDF are
of the form in Equation 2.48:

hk(t|B0
s ) = 3

4πe
−Γst

[
ak cosh

(1
2∆Γst

)
+ ck cos(∆mst)

+bk sinh
(1

2∆Γst
)

+ dk sin(∆mst)
]

(7.16)

where the parameters ak, bk, ck, dk, Nk and the functions fk are specified in
Table 7.1. For a B0

s at production (t = 0), the signs of ck and dk are reversed
(Section 2.4.3).

7.7.3 K+K− S-wave interference

The interference between the P-wave and K+K− S-wave contributions in PDF
terms when k ∈ [8, 9, 10], for the AS state discussed in Section 2.4.4, is handled by
an effective multiplicative (coupling) factors, CSP [5]. The factors are calculated
by integrating the interference of P-wave and K+K− S-wave in each of the six
m(K+K−) bins, as done in previous analysis iterations [14]. When k < 8, the CSP

factors are unity given the respective PDF terms contain either no AS or only AS

terms. Their overall effect on the fit is small.

7.7.4 Inclusion of resolution, detector acceptance and
flavour tagging

So far, the PDF expression only considers the physics parameters relevant to the
system’s evolution but has not yet addressed experimental effects. Thus, the
PDF is modified to include detector resolutions, acceptances and the efficiency
and precision of the LHCb flavour tagging algorithms.

Four separate tagging scenarios are considered for all possible tagging algorithm
responses: OS-only tagged candidates, SSK-only tagged candidates, OS and
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SSK tagged candidates, and completely untagged candidates. The appropriate
parametrisation, including the values of the specific tag and its associated
uncertainty, are defined to scale the likelihood on a per-candidate basis:

Q
(
qOS, qSSK, ηOS, ηSSK

)
=
[
1 + qOS

(
1 − 2ω

(
ηOS

))]
×
[
1 + qSSK

(
1 − 2ω̃

(
ηSSK

))]
(7.17)
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[
1 + qOS
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(
ηOS

))]
×
[
1 + qSSK

(
1 − 2ω̃

(
ηSSK

))]
(7.18)

As such, the full PDF, taking into account the detector response effects, is
conditional on the mistag probability and the estimated decay-time uncertainty:

P
(
t,Ω|qOS, qSSK, ηOS, ηSSK, δt

)
∝

10∑
k=1

Ck
SPNkfk(Ω)εB0

s
data(t)

·
{[

Q
(
qOS, qSSK, ηOS, ηSSK

)
hk(t|B0

s )

+Q
(
qOS, qSSK, ηOS, ηSSK

)
hk(t| B0

s )
]

⊗ R(t− t′|δt)
}

(7.19)

where a normalisation constant is not explicitly included. With the above PDF,
a simultaneous fit is made in the 24 subsamples in terms of m(K+K−), trigger
category and data-taking year. The physics parameters are unconstrained in the
fit and are shared across the subsamples, except for the S-wave fractions and the
δS − δ⊥ phase difference, which are independent for each m(K+K−) bin.
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7.8 Systematics

Effects resulting in systematic uncertainties or biases in the measured physics pa-
rameters arise from different sources. Beginning with data-taking, reconstruction
and selection, efficiencies estimation, etc., they can appear in every step of the
analysis.

There is a multitude of systematics taken under consideration and evaluated as
part of the complete analysis. Most prominently, these are associated with the
mass model ofm(J/ψK+K−) and the calculation of sWeights later used to subtract
the background in the data samples. Furthermore, systematic uncertainties are
assigned to account for any potential mis-modelling of the Λ0

b → J/ψpK− peaking
background contribution as the main physics background. Moreover, systematic
effects are considered where events with multiple B0

s candidates are reconstructed.
Several studies also consider possible biases in the fitting procedure and the
potential biases in the fit results. One such systematic is discussed in detail
in Section 7.8.1.

Additionally, systematic uncertainties are associated with the choices made when
determining angular and decay-time efficiencies and potential biases in their final
values and their subsequent effects in the analysis. Finally, no sizeable systematic
effects on the results are observed when repeating the same analysis on subsets of
the data split by LHCb magnet polarity, year of data-taking, number of primary
vertices, bins of pT(B0

s ), pseudorapidity (η) or decay-time uncertainty. The results
of the systematic uncertainties are summarised in Table 7.2.

7.8.1 Contribution from B+
c decays

LHCb has observed the B+
c → B0

sπ
+ decay mode and has measured σ(B+

c )/σ(B0
s )×

B(B+
c → B0

sπ
+) = [2.37 ± 0.31 ± 0.11] × 10−3 [186]. As such, a small fraction

of B0
s → J/ψϕ signal candidates may come from the decay of a B+

c meson. This
fraction is estimated as:

f = σ(B+
c )

σ(B0
s )

×B(B+
c → B0

sπ
+) ×

εB+
c

εB0
s

= 0.0015 ± 0.0003 (7.20)

where εB+
c

= εgen
B+

c
+ εtrig+sel

B+
c

is the total efficiency for selecting B0
s → J/ψϕ decays

from a simulated sample of B+
c → B0

s (→ J/ψϕ)π+ decays. The efficiency εB0
s is
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defined the same way but using a simulated sample of B0
s → J/ψϕ. The fraction

is multiplied by a factor of 3.7 to account for B(B+
c → B0

sX)/B(B+
c → B0

sπ
+) ≈

60 %/16 % estimated in Reference [187]. That leads to the estimate of a 0.5 %
contribution of B0

s -from-B+
c decays in the signal sample. The effect of ignoring

this contribution in the final fit is evaluated using 1984 simulated experiments
containing 30000 tagged and 60000 untagged B0

s → J/ψϕ signal events. A 0.5 %
contribution of B0

s -from-B+
c decays is added by randomly sampling events from

the fully simulated and selected sample of B+
c → B0

s (→ J/ψϕ)π+ decays used.
Time and angular acceptances and decay-time resolution are included. The B0

s →
J/ψϕ signal events are generated using the same physics parameter values as those
used in the generation of the B0

s decay in the B+
c → B0

s (→ J/ψϕ)π+ sample. A
tagged fit to the merged dataset is performed, and the results show that ignoring
the B+

c component leads to no significant biases. Figures 7.8, 7.9, 7.10, 7.11
and 7.12 show a Gaussian function fit to the resulting distributions produced as
follows:

P (p) = pincl.B+
c − pexcl.B+

c

σexcl.B+
c

p

(7.21)

where P is the resulting distribution for a parameter p of the tagged angular and
time-dependent fit as outlined in Equation 2.55 and Table 7.1. Also, pincl.B+

c and
pexcl.B+

c are the values of this parameter produced as a result of an individual
simulated experiment comparing a fit including B+

c -originating signal events and
excluding them, respectively; while σexcl.B+

c
p is the estimated standard deviation of

the parameter p produced with the fit excluding B+
c events. The Gaussian fits are

used to compare the impact of each fit parameter by including and excluding the
B+

c contribution and performing the 1984 individual simulated experiments. It
can be seen that no significant directional biases are present and all relevant are
well behaved. Moreover, the standard deviations are negligible, with the largest
being 0.09, while some parameters do not display any measurable differences with
the given statistics.
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Figure 7.8 Single Gaussian fit to the P distributions from Eq. 7.21 of different
parameters obtained from fitting simulated experiments with B+

c →
B0

s (→ J/ψϕ)π+ contribution included.

177



Phis_perp_hist
Entries  1984

Mean  0.00115− 

Std Dev    0.08548

 / ndf 2χ  55.26 / 56

Constant  2.64± 91.49 

Mean      0.001935±0.001897 − 

Sigma     0.00151± 0.08424 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

140

s
φ

Phis_perp_hist
Entries  1984

Mean  0.00115− 

Std Dev    0.08548

 / ndf 2χ  55.26 / 56

Constant  2.64± 91.49 

Mean      0.001935±0.001897 − 

Sigma     0.00151± 0.08424 

s
φP (ϕs

⊥)
Phis_para_hist

Entries  1984

Mean   0.0001919

Std Dev    0.08664

 / ndf 2χ  54.42 / 52

Constant  2.53± 89.84 

Mean      0.0019908± 0.0001641 

Sigma     0.00146± 0.08591 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

s
φ

Phis_para_hist
Entries  1984

Mean   0.0001919

Std Dev    0.08664

 / ndf 2χ  54.42 / 52

Constant  2.53± 89.84 

Mean      0.0019908± 0.0001641 

Sigma     0.00146± 0.08591 

s
φP (ϕs

∥)

Phis_zero_hist
Entries  1984

Mean  0.0002135− 

Std Dev    0.08689

 / ndf 2χ  64.77 / 53

Constant  2.5±  90.9 

Mean      0.001947±0.000339 − 

Sigma     0.00139± 0.08435 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

140

0
s

φ
Phis_zero_hist

Entries  1984

Mean  0.0002135− 

Std Dev    0.08689

 / ndf 2χ  64.77 / 53

Constant  2.5±  90.9 

Mean      0.001947±0.000339 − 

Sigma     0.00139± 0.08435 

0
s

φP (ϕs
0)

Phis_S_hist
Entries  1984

Mean   0.0006703

Std Dev    0.08815

 / ndf 2χ  80.42 / 55

Constant  2.61± 91.73 

Mean      0.0019314±0.0008464 − 

Sigma     0.00141± 0.08275 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

S
s

φ
Phis_S_hist

Entries  1984

Mean   0.0006703

Std Dev    0.08815

 / ndf 2χ  80.42 / 55

Constant  2.61± 91.73 

Mean      0.0019314±0.0008464 − 

Sigma     0.00141± 0.08275 

S
s

φP (ϕs
S)

lambda_perp_hist
Entries  1984

Mean  0.002462− 

Std Dev    0.08837

 / ndf 2χ  63.51 / 53

Constant  2.50± 88.27 

Mean      0.002021±0.001362 − 

Sigma     0.00151± 0.08708 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

λ
lambda_perp_hist

Entries  1984

Mean  0.002462− 

Std Dev    0.08837

 / ndf 2χ  63.51 / 53

Constant  2.50± 88.27 

Mean      0.002021±0.001362 − 

Sigma     0.00151± 0.08708 

λP (λ⊥)
lambda_para_hist

Entries  1984

Mean  0.001786− 

Std Dev    0.08223

 / ndf 2χ  42.54 / 51

Constant  2.66± 96.04 

Mean      0.0018472±0.0009016 − 

Sigma     0.00130± 0.08075 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

λ
lambda_para_hist

Entries  1984

Mean  0.001786− 

Std Dev    0.08223

 / ndf 2χ  42.54 / 51

Constant  2.66± 96.04 

Mean      0.0018472±0.0009016 − 

Sigma     0.00130± 0.08075 

λP (λ∥)

lambda_zero_hist
Entries  1984

Mean   0.0001335

Std Dev    0.08807

 / ndf 2χ  45.77 / 52

Constant  2.50± 89.03 

Mean      0.00200± 0.00143 

Sigma     0.0015± 0.0871 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

0λ
lambda_zero_hist

Entries  1984

Mean   0.0001335

Std Dev    0.08807

 / ndf 2χ  45.77 / 52

Constant  2.50± 89.03 

Mean      0.00200± 0.00143 

Sigma     0.0015± 0.0871 

0λP (λ0)
lambda_S_hist

Entries  1984

Mean  0.0007176− 

Std Dev    0.08821

 / ndf 2χ  59.05 / 52

Constant  2.5±  87.4 

Mean      0.0020415±0.0007842 − 

Sigma     0.00153± 0.08813 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

Sλ
lambda_S_hist

Entries  1984

Mean  0.0007176− 

Std Dev    0.08821

 / ndf 2χ  59.05 / 52

Constant  2.5±  87.4 

Mean      0.0020415±0.0007842 − 

Sigma     0.00153± 0.08813 

SλP (λS)

Figure 7.9 Single Gaussian fit to the P distributions from Eq. 7.21 of different
parameters obtained from fitting simulated experiments with B+

c →
B0

s (→ J/ψϕ)π+ contribution included.
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Figure 7.10 Single Gaussian fit to the P distributions from Eq. 7.21 of different
parameters obtained from fitting simulated experiments with B+

c →
B0

s (→ J/ψϕ)π+ contribution included.

179



F_s1016_hist
Entries  1984

Mean   0.003312

Std Dev    0.08551

 / ndf 2χ  38.67 / 52

Constant  2.65± 92.93 

Mean      0.001933± 0.004307 

Sigma     0.00148± 0.08372 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

1016
sF

F_s1016_hist
Entries  1984

Mean   0.003312

Std Dev    0.08551

 / ndf 2χ  38.67 / 52

Constant  2.65± 92.93 

Mean      0.001933± 0.004307 

Sigma     0.00148± 0.08372 

1016
sFP (F 1016
S )

F_s1020_hist
Entries  1984

Mean   0.007966

Std Dev    0.08359

 / ndf 2χ  53.36 / 51

Constant  2.60± 93.78 

Mean      0.00189± 0.00863 

Sigma     0.00133± 0.08226 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

1020
sF

F_s1020_hist
Entries  1984

Mean   0.007966

Std Dev    0.08359

 / ndf 2χ  53.36 / 51

Constant  2.60± 93.78 

Mean      0.00189± 0.00863 

Sigma     0.00133± 0.08226 

1020
sFP (F 1020
S )

F_s1024_hist
Entries  1984

Mean   0.006058

Std Dev    0.08278

 / ndf 2χ  49.52 / 50

Constant  2.73± 95.43 

Mean      0.001869± 0.006186 

Sigma     0.001± 0.081 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

140

1024
sF

F_s1024_hist
Entries  1984

Mean   0.006058

Std Dev    0.08278

 / ndf 2χ  49.52 / 50

Constant  2.73± 95.43 

Mean      0.001869± 0.006186 

Sigma     0.001± 0.081 

1024
sFP (F 1024
S )

F_s1032_hist
Entries  1984

Mean   0.00147

Std Dev    0.08343

 / ndf 2χ  41.73 / 52

Constant  2.66± 94.39 

Mean      0.001883± 0.001118 

Sigma     0.00138± 0.08219 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

20

40

60

80

100

120

1032
sF

F_s1032_hist
Entries  1984

Mean   0.00147

Std Dev    0.08343

 / ndf 2χ  41.73 / 52

Constant  2.66± 94.39 

Mean      0.001883± 0.001118 

Sigma     0.00138± 0.08219 

1032
sFP (F 1032
S )

mistagDeltaP0_OS_hist
Entries  1984

Mean  06− 7.776e

Std Dev    0.00181

 / ndf 2χ 08 / 0− 3.252e

Constant  300.4±  2349 

Mean     05− 6.507e±06 −1.454e− 

Sigma     0.000277± 0.003807 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

200

400

600

800

1000

1200

OS
0

p∆
mistagDeltaP0_OS_hist
Entries  1984

Mean  06− 7.776e

Std Dev    0.00181

 / ndf 2χ 08 / 0− 3.252e

Constant  300.4±  2349 

Mean     05− 6.507e±06 −1.454e− 

Sigma     0.000277± 0.003807 

OS
0

p∆P (∆pOS
0 )

mistagDeltaP0_SS_hist
Entries  1984

Mean   0.0001297

Std Dev    0.004781

 / ndf 2χ  0.2571 / 1

Constant  42.1±  1428 

Mean      0.0001220± 0.0001149 

Sigma     0.000101± 0.005567 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

200

400

600

800

1000

1200

SS
0

p∆
mistagDeltaP0_SS_hist
Entries  1984

Mean   0.0001297

Std Dev    0.004781

 / ndf 2χ  0.2571 / 1

Constant  42.1±  1428 

Mean      0.0001220± 0.0001149 

Sigma     0.000101± 0.005567 

SS
0

p∆P (∆pSS
0 )

mistagDeltaP1_OS_hist
Entries  1984

Mean  06− 4.143e

Std Dev    0.0005234

 / ndf 2χ 13 / 0− 5.03e

Constant  528.5±  1488 

Mean     04− 1.448e±05 −4.969e− 

Sigma     0.00242± 0.00555 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

200

400

600

800

1000

1200

OS
1

p∆
mistagDeltaP1_OS_hist
Entries  1984

Mean  06− 4.143e

Std Dev    0.0005234

 / ndf 2χ 13 / 0− 5.03e

Constant  528.5±  1488 

Mean     04− 1.448e±05 −4.969e− 

Sigma     0.00242± 0.00555 

OS
1

p∆P (∆pOS
1 )

mistagDeltaP1_SS_hist
Entries  1984

Mean  05−1.673e− 

Std Dev    0.0006547

 / ndf 2χ 12 / 0− 3.403e

Constant  528.8±  1491 

Mean      0.0001780±0.0001299 − 

Sigma     0.002401± 0.005538 

0.5− 0.4− 0.3− 0.2− 0.1− 0 0.1 0.2 0.3 0.4 0.5
0

200

400

600

800

1000

1200

SS
1

p∆
mistagDeltaP1_SS_hist
Entries  1984

Mean  05−1.673e− 

Std Dev    0.0006547

 / ndf 2χ 12 / 0− 3.403e

Constant  528.8±  1491 

Mean      0.0001780±0.0001299 − 

Sigma     0.002401± 0.005538 

SS
1

p∆P (∆pSS
1 )

Figure 7.11 Single Gaussian fit to the P distributions from Eq. 7.21 of different
parameters obtained from fitting simulated experiments with B+

c →
B0

s (→ J/ψϕ)π+ contribution included.
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Figure 7.12 Single Gaussian fit to the P distributions from Eq. 7.21 of different
parameters obtained from fitting simulated experiments with B+

c →
B0

s (→ J/ψϕ)π+ contribution included.
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7.9 Results

The results of the maximum likelihood fit described in Section 7.7 including
uncertainties are as follows:

ϕs = −0.083 ± 0.04 ± 0.006 rad
|λ| = 1.012 ± 0.016 ± 0.006

Γs − Γd = −0.0041 ± 0.0024 ± 0.0016 ps−1

∆Γs = 0.077 ± 0.008 ± 0.003 ps−1

∆ms = 17.703 ± 0.059 ± 0.018 ps−1

|A⊥|2 = 0.2456 ± 0.0040 ± 0.0019
|A0|2 = 0.5186 ± 0.0029 ± 0.0024

δ⊥ − δ0 = 2.64 ± 0.13 ± 0.10 rad
δ∥ − δ0 = 3.06+0.08

−0.07 ± 0.04 rad

and the background-subtracted data distributions with fit projections are shown
in Figure 7.13. All results are listed with the statistical first and the systematic
uncertainty second. The results are in good agreement with the previous LHCb

ϕs |λ| Γs − Γd ∆Γs ∆ms |A⊥|2 |A0|2 δ⊥ − δ0 δ∥ − δ0

ϕs 1.00 0.16 −0.05 0.01 −0.02 0.01 0.00 0.03 0.00
|λ| 1.00 0.07 −0.09 0.06 0.04 −0.02 0.04 0.01
Γs − Γd 1.00 −0.46 0.06 0.35 −0.24 −0.01 0.03
∆Γs 1.00 −0.05 −0.64 0.46 −0.02 0.00
∆ms 1.00 0.01 0.01 0.55 −0.01
|A⊥|2 1.00 −0.64 0.01 0.07
|A0|2 1.00 0.01 −0.02
δ⊥ − δ0 1.00 0.25
δ∥ − δ0 1.00

Table 7.3 Correlation matrix including the statistical and systematic correla-
tions between the parameters [5].

measurement [14], while the results of ϕs, ∆Γs, Γs−Γd were the most precise at the
time of publication of the analysis article (Ref. [5]). Given the current statistics,
the results also agree with the SM expectations [188–191] and, as such, indicate no
additional CP violation in B0

s → J/ψK+K− decays within current precision. The
value of ∆ms is in good agreement with the world average [172], suggesting B0

s
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oscillation is well reproduced in this analysis. The parameter correlation matrix
is shown in Table 7.3.
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Figure 7.13 Decay-time and helicity-angle distributions for background-sub-
tracted B0

s → J/ψK+K− decays (data points) with the one-
dimensional projections of the PDF. The solid blue line shows
the total signal contribution, which contains CP -even (long-
dashed red), CP-odd (short-dashed green) and S-wave (dotted-
dashed purple) contributions. Data and fit projections for the
different samples considered (data-taking year, trigger and tagging
categories, m(K+K−) bins) are combined [5].
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Chapter 8

Conclusion

This thesis presents three original achievements. Firstly, a novel method to handle
collision data is demonstrated using an efficient machine-learning algorithm to
approximate arbitrary models and execute them in the LHCb trigger. Secondly,
a highly automated control system is developed and used to successfully validate
a total of 3100 R13742 and 450 R13743 MaPMTs later used in the LHCb RICH
upgrade. Lastly, a flavour-tagged decay-time-dependent angular analysis of B0

s →
J/ψϕ decays is performed using

∫
L dt = 1.9 fb−1 of pp collision data recorded by

the LHCb experiment during the 2015 and 2016 runs of the LHC.

The machine-learning algorithm was integrated into a toolkit, NNDrone. The
toolkit enabled analysts to approximate arbitrary machine-learning algorithms
and improve on the time it takes to execute them while running at the LHCb
trigger. It was demonstrated that a drone neural network can accurately and
precisely learn the features of a competing model when it comes to event
selection, even when the competing model has a different structure. Furthermore,
approximating models can happen without ever having access to the training
data, or indeed any data, but solely with appropriate questioning of the original
model.

Moreover, the equivalence between the outputs of the drone and the original
model enables treating both the original and the drone in the same way. The
standardised algorithm to produce a drone allows the usage of any desired ma-
chine-learning package. It is shown possible to use any package to initially isolate
a decay signature, which in turn enables the creation of a classifier guaranteed
to be suitable for execution in C++ real-time data selection frameworks, such as
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the upgraded LHCb fully software-based trigger.

The highly automated control system was deployed to assist in the efforts of the
LHCb RICH Photon Detector Quality Assurance (PDQA) programme. During
the PDQA, the system successfully validated a total of 3100 R13742 and 450
R13743 MaPMTs and gathered crucial data about the properties of each MaPMT
unit to be later used to determine its best placement in the upgraded RICH
system. The control system was deployed on four testing stations in two separate
facilities and enabled consistent characterisation of 16 × R13742 or 4 × R13743
MaPMTs per station per day. The results showed excellent gain, uniformity
and single-photon resolution [140]. Finally, the automation allowed for thorough
consistency between the two labs and an overall efficiency increase by removing
human-error systematic effects.

Finally, the thesis details the results of the flavour-tagged decay-time-dependent
angular analysis of B0

s → J/ψK+K− decays intending to measure CP -violating
quantities. The analysis has been performed using pp collision data collected at
LHCb during the 2015 and 2016 years of data-taking, accumulating to a dataset
size of 1.9 fb−1. Approximately 117 000 signal decays have been selected with
a decay-time resolution of 45 fs and tagging power of about 4.7 %. The CP -
violating phase, ϕs, is measured to be −0.083±0.04±0.006 rad. The decay-width
difference between the B0

s mass eigenstates is measured to be ∆Γs = 0.077 ±
0.008 ± 0.003 ps−1, and the difference of the average decay widths of B0

s and B0
d

mesons is obtained as Γs − Γd = −0.0041±0.0024±0.0016 ps−1. Using the known
value of the B0

d meson lifetime, 1.520 ± 0.004 ps [13], the ratio of decay widths
between B0

s and B0
d is measured to be Γs/Γd = 0.9938 ± 0.0036 ± 0.0023. These

are the most precise values ever obtained at the time of this thesis. Furthermore,
the mass difference between B0

s mass eigenstates is measured as ∆ms = 17.703 ±
0.059 ± 0.018 ps−1. All of these results are consistent with Standard Model (SM)
theoretical predictions [188–191].

The results are further combined with those from Run 2 using B0
s → J/ψπ+π− [192],

those from Run 1 using B0
s → J/ψπ+π− [193], B0

s → J/ψK+K− with m(K+K−) >
1.05 GeV/c2 [194], B0

s → ψ(2S)ϕ [195], and B0
s → D+

s D−
s [196]. The combined

results are: ϕs = −0.041±0.025 rad, |λ| = 0.993±0.010, Γs = 0.6562±0.0021 ps−1,
∆Γs = 0.0816 ± 0.0048 ps−1. These values are consistent with SM theoretical
predictions [188, 189]. The ϕs value is consistent with the non-zero CP violation
predicted by the SM. It is consistent with no CP violation in the interference
between B0

s - B0
s mixing and decay. Finally, the |λ| parameter is consistent with
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Figure 8.1 Regions of 68 % confidence level in the ϕs-∆Γs plane for the
individual LHCb measurements and a combined contour (in blue).
The B0

s → J/ψK+K− (magenta) and B0
s → J/ψπ+π− [192] (red)

contours show the Run 1 and Run 2 combined numbers. The ϕs [188]
and ∆Γs [190] predictions are indicated by the thin black rectangle.

unity, signifying no evidence for direct CP violation in B0
s → J/ψK+K− decays.

The combined results are shown in Figure 8.1, with their 68 % confidence regions
as a coloured area around their central point. The results of this thesis are
published in Ref. [5].
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Appendix A

Further detail on some parts of
Chapter 2

A.1 The Standard Model

A.1.1 The unconventional distinction used to portray
chirality

For illustrative purposes, a special case is made in the specific paragraph that led
the reader here. It is made solely to give detail by example. That distinction is
clarified below.

The objects labelled here as the “electron” and “positron” (and their antipartners)
are different from the objects in the usual terminology, and they do not represent
the “physical” electron in, say, an atom. However, the ideas discussed here are
connected. The key point is that in the present local variation from convention,
there are four distinct particles:

• electron: left-handed, charge −1, weak isospin −1
2 , interacts weakly

• antielectron: right-handed, charge +1, weak isospin +1
2 , interacts weakly

• positron: left-handed, charge +1, weak isospin 0, no weak interaction

• antipositron: right-handed, charge −1, weak isospin 0, no weak interaction
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The left- and right-helicity electrons and antipositrons act as the four components
of the Dirac spinor for the object, which is conventionally understood as the
electron (in the mass basis). Similarly, the left- and right-helicity antielectrons
and positrons for the conjugate Dirac spinor represent the conventional positron
(in the mass basis).

The names “electron” and “positron” are used here to distinguish between the
particles that couple to the W and those that don’t. The conventional language
in particle physics calls these the left-handed (chirality) electron and the right-
handed (chirality) electron. The idea here is to use a different convention to
highlight that the above are not related by parity (space inversion, frame change
or reversing angular momentum).

A.2 CP Violation

A.2.1 Time-reversal operator

The time-reversal operator, T, is anti-unitary. This choice is necessary for T to
be involved in complex conjugation to preserve observables like positive energy
and unchanged spatial coordinates. An anti-unitary operator, like T, still keeps
the canonical commutators:

[ri, pj] = iℏδij

T [ri, pj] = [ri,−pj] = −(−i)ℏδij = iℏδij

(A.1)

even though it does not act on ri. It also must preserve that energy is always
positive. Thus:

T exp(−iEt) ̸= exp(−iE(−t)) = exp(iEt) [non − physical] (A.2)

but instead:
T exp(−iEt) = exp(−(−i)E(−t)) = exp(−iEt) (A.3)

190



A.2.2 Weak decay Hamiltonian construction

In the SM, the weak effective Hamiltonian takes the generic form [197]:

Heff = GF√
2
∑

i

V i
CKMCi(µ)Qi (A.4)

where GF is the Fermi constant, µ is the renormalisation scale, V i
CKM and Ci are

the Cabibbo-Kobayashi-Maskawa factors[45, 46] and the Wilson coefficients [198,
199] respectively, describing the strength with which each local decay operator
Qi enters the Hamiltonian.

A.2.3 Two-mode decay amplitude

|Af |2 = AfA
∗
f = |A1|2 + |A2|2 + |A1||A2|ei(δ1−δ2)ei(φ1−φ2)

+ |A1||A2|e−i(δ1−δ2)e−i(φ1−φ2)

= |A1|2 + |A2|2 + |A1||A2|(ei(∆δ)ei(∆φ) + e−i(∆δ)e−i(∆φ))
by Euler′s identity

= |A1|2 + |A2|2 + |A1||A2|[(cos(∆δ) + i sin(∆δ))(cos(∆φ) + i sin(∆φ))
+ (cos(∆δ) + i sin(∆δ))(cos(∆φ) + i sin(∆φ))]

= |A1|2 + |A2|2 + |A1||A2|[cos(∆δ) cos(∆φ) − sin(∆δ) sin(∆φ)
+ i sin(∆φ) cos(∆δ) + i sin(∆δ) cos(∆φ)
+ cos(∆δ) cos(∆φ) − sin(∆δ) sin(∆φ)

− i sin(∆δ) cos(∆φ) − i cos(∆φ) sin(∆δ)]
= |A1|2 + |A2|2 + 2|A1||A2|[cos(∆δ) cos(∆φ) − sin(∆δ) sin(∆φ)]

and similarly
|Af |2 = |A1|2 + |A2|2 + 2|A1||A2|[cos(∆δ) cos(∆φ) + sin(∆δ) sin(∆φ)] (A.5)
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A.2.4 CP in mixing

Concerning only mixing, B0
s → B0

s oscillations can be modelled with a 2 × 2
effective Hamiltonian as:

i
d
dt

 |B0
s (t)⟩∣∣∣B0
s (t)

〉 =
(
M − i

2Γ
) |B0

s (t)⟩∣∣∣B0
s (t)

〉 (A.6)

where M and Γ are Hermitian matrices and B0
s (t) is the time evolution of a flavour

eigenstate produced as a B0
s at t = 0. In contrast, B0

s (t) is the time evolution
of the oppositely produced flavour eigenstate. Each of the mass eigenstates is a
mixture of the flavour eigenstates:

|BL⟩ ≈ p
√

1 − z
∣∣∣B0

s

〉
+ q

√
1 + z

∣∣∣B0
s

〉
|BH⟩ ≈ p

√
1 + z

∣∣∣B0
s

〉
− q

√
1 − z

∣∣∣B0
s

〉 (A.7)

where p and q are equivalent complex parameters as in Equation 2.19, while z
is only non-zero when CPT is violated. Assuming CPT is conserved and z = 0,
the amplitudes are normalised with the condition of |p|2 + |q|2 = 1. Given CPT

conservation and the fact that M and Γ are Hermitian, then:

M =
M11 M12

M∗
12 M11

 Γ =
Γ11 Γ12

Γ∗
12 Γ11

 (A.8)

where the elements M11 is labelled Ms and is the mass of the B0
s . Similarly, Γ11 is

the decay width of the B0
s , Γs. Thus the flavour state time evolution is specified

by a Hamiltonian of the form:

H ≡

H0 H12

H21 H0

 = M − i

2Γ ≡

Ms M12

M∗
12 Ms

− i

2

 Γs Γ12

Γ∗
12 Γs

 (A.9)

Here, the off-diagonal elements of M and Γ are specifying the oscillations. The
M12 element is responsible for the dispersive part of H12, while Γ12 is the
absorptive part. The dispersive contribution is given rise by the intermediate
states in the mixing diagram and is dominated by diagrams involving virtual t
quarks (Figure 2.5). On the other hand, the absorptive part is due to the possible
final states into which B0

s and B0
s can decay. However, the mass eigenstates are

decoupled with defined mass (ML,H) and lifetime (ΓL,H). Therefore, there exists
a transformation T which diagonalises H resulting in a diagonal Hm (specifying
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mass eigenstate evolution):

Hm = T−1HT and
 |B0

s (t)⟩∣∣∣B0
s (t)

〉 = T

|BL(t)⟩
|BH(t)⟩

 such that

Hm =
ML 0

0 MH

− i

2

ΓL 0
0 ΓH

 (A.10)

The resulting Hm can also be expressed in the eigenvalues of H, while T can be
constructed from its eigenvectors:

Hm =
[H0 −

√
H12H21

]
0

0
[
H0 +

√
H12H21

]
T =

 √
H12

−
√
H21

  √
H12

+
√
H21

 (A.11)

Combining Equations A.9, A.10 and A.11 yields the following relationships:

H0 = 1
2(MH +ML) − i

4(ΓL + ΓH)√
H12H21 = 1

2(MH −ML) + i

4(ΓL − ΓH)
(A.12)

and the following useful definitions:

ms = 1
2(MH +ML)

∆ms = MH −ML

Γs = 1
τs

= 1
2(ΓL + ΓH)

∆Γs = ΓL − ΓH

(A.13)

Observe that all ms, ∆ms, Γs and ∆Γs are all positive real numbers. More
interestingly, the expression of the transformation matrix T is revealed:

T =
p p

q −q

 and so
|BL⟩

|BH⟩

 = TT

 |B0
s⟩∣∣∣B0
s

〉 =
p q

p −q

 |B0
s⟩∣∣∣B0
s

〉 (A.14)
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Moreover, the complex parameters p and q are connected to the oscillation
parameters: (

q

p

)2

=
M∗

12 − i
2Γ∗

12
M12 − i

2Γ12
(A.15)

which allows obtaining some valuable identities:

∆ms = 2|M12| ∆Γs = 2|Γ12| cosϕ q

p
= e−i(ϕM −δn) (A.16)

where the mixing phase, ϕM , is set as arg(M12), ϕ = arg(−M12/Γ12), and δn is
the unobservable phase introduced in Equation 2.12. Finally, the time evolution
of the system can be expressed:
 |B0

s (t)⟩∣∣∣B0
s (t)

〉 = e−iHt

 |B0
s (0)⟩∣∣∣B0
s (0)

〉 = T

|BL(t)⟩
|BH(t)⟩

 = Te−iHmt

|BL(0)⟩
|BH(0)⟩

 (A.17)

and by the definitions in Equation A.10:

Te−iHmt

|BL(0)⟩
|BH(0)⟩

 = Te−iHmtT−1

 |B0
s (0)⟩∣∣∣B0
s (0)

〉 (A.18)

Expanding further gives:

e−iHt = Te−iHmtT−1

=
p p

q −q

e−i(ML−iΓL/2)t 0
0 e−i(MH−iΓH/2)t

 1
2pq

q p

q −p


=
 g+(t) p

q
g−(t)

q
p
g−(t) g+(t)


(A.19)

where g±(t) are the following functions:

g±(t) = 1
2
(
e−i(ML−iΓL/2)t ± e−i(MH−iΓH/2)t

)
= 1

2e
−iMste−iΓst/2

(
ei∆mst/2e−∆Γst/4 ± e−i∆mst/2e∆Γst/4

) (A.20)

A.3 On-shell and off-shell particles

On-shell particles also referred to as particles on their mass shell, are particles
whose kinematics satisfy the energy-momentum relation of special relativity. As
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such, their kinematic observables satisfy the mass shell (the hyperboloid) equation
in energy-momentum space defined as:

gµνpνpµ = pµpµ = −m2 (A.21)

where gµν = ηµν is the Minkowski space metric connection with signature
(−,+,+,+) and using natural units (c = 1), pµ and m are the four-momentum
and the invariant mass of the particle, respectively. More familiarly, this
hyperboloid can also be expressed as:

E2 − |p|2c2 = m2c4 (A.22)

where E and p are the total energy and the three-momentum of the particle,
respectively. Off-shell particles do not obey the energy-momentum relation and
do not necessarily sit on their mass shell, e.g. virtual particles.

A.4 Expected ϕs statistical uncertainty against
amount of collected data at LHCb

Figure A.1 Expected ϕs statistical uncertainty against LHCb integrated lumi-
nosity [51, 200].
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A.5 P2VV angular differential decay rate in the
helicity formalism

The B0
s → J/ψϕ decay can be viewed as three separate two-body decays. Firstly,

the B0
s decays into a J/ψ and a ϕ. Then the J/ψ decays into µ+µ− and the ϕ

decays into a pair of K+K−. The spin vectors of the decaying particles can be
projected onto their momentum direction to give the helicity of each particle. As
such, an angular dependence arises between the rotations of the spin vectors into
the direction of their momenta [201].

In the case of B0
s → J/ψϕ decay, the relevant diagram on Figure 2.7 shows the

centre-of-mass frames and angles required to construct the amplitudes. Generally,
in the centre-of-mass frame of the two decay products, the momentum direction
of one of the products defines a helicity axis. In contrast, the direction opposite
the mother particle momentum specifies the z-axis.

The sum of the spin projections of each of the decay-product particles onto the
chosen helicity axis is equivalent to the difference of their helicities. Given that
the helicity of the decaying particle (the spin projection of the mother onto the
z-axis) is known (definite), the probability amplitude of measuring the required
spin projections along the helicity axis for each decay product is the basis of the
angular dependence. More concretely, this probability amplitude is specified by
the complex conjugate of a Wigner D-matrix, a function of three Euler angles
needed to identify the rotations of the spin projection from the z-axis to the
helicity axis. The D-matrix is parametrised by a real-valued rotation matrix
(d-matrix) and two complex phases:

Dk
mn(φ, θ, φ′) = e−imφdk

mn(θ)e−inφ′ (A.23)

where k is the spin of the decaying mother, m is the projection of its spin onto
the z-axis, and n is the projection of its spin onto the helicity axis. The angles φ
and θ are the spherical coordinates of the spin vector of the mother in the mother
rest frame. φ′ is the angle that orients the decay product coordinate system
around the helicity axis. Spin projections along the helicity axis are independent
of any boosts along it because we are not working directly with the helicities
of the particles. Consequently, the projection of the spin of a particle along its
helicity axis is the same as the projection of the spin along the z-axis in its rest
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frame. This equivalency relates the mother and daughter frames by particular
projections.
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Appendix B

Further detail on some parts of
Chapter 3

B.1 Čherenkov effect

B.1.1 Čherenkov angle

Currents:

charged particle – I = tβc

photon – I = tc/n

Cherenkov angle:
cos θc = 1

nβ
+ ℏk

2p

(
1 − 1

n2

)
(B.1)

where:
p – momentum of charged particle
ℏk – momentum of photon (k = 2π/λ)
ℏk ≪ p and thus the correction for recoil is usually not needed.

Energy threshold (γs):

γs = Es

m0c2 = 1√
1 − β2

s

= 1√
1 − 1/n2

(B.2)
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measurements of γs allow mass determination if energy is known.

B.1.2 Čherenkov ring radius

Čherenkov photons emitted from a radiator with refractive index n when focused
by an appropriately sized spherical mirror (given the small-angle approximation)
form a ring of radius:

r = F · tan θc = R

2 · tan θc (B.3)

where r is the ring radius, F is the mirror focal length, R is the radius of the
spherical mirror, and θc is the Čherenkov angle [202]. Equation B.3 can be
expanded further to reveal a method for extracting particle properties as follows:

r = F

√√√√2 − 2
n

√
1 + m2c2

p2 (B.4)

The angle separation between two particles of invariant masses m1 and m2 is then
given by:

θc∆θc = m2
1 −m2

2
2p2 (B.5)

B.1.3 RICH Optics

The best optically focusing mirrors are based on the paraboloid shape and are
commonly referred to as parabolic mirrors. However, parabolic mirrors are hard
to manufacture and become increasingly expensive with size and desired optical
quality. In place of this, experiments rely on the sufficient approximation that a
small section of a large sphere is almost indistinguishable from the middle section
of an appropriately sized paraboloid. This approximation, combined with other
practical aspects related to focus calibration, is why LHCb and many others use
spherical and not parabolic mirrors in their RICH detectors.
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B.2 Alignment and calibration

B.2.1 Data samples and tasks

The computing power available in the Run 2 EFF allows for automated
alignment and calibration tasks, providing offline quality information to the
trigger reconstruction and selections, as described in Ref. [114, 203]. Dedicated
samples selected by HLT1 are used to align and calibrate the detector in real-
time. The alignment and calibrations are performed at regular intervals, and
the resulting alignment and calibration constants are updated only if they differ
significantly from the current values [4]. The primary detector alignment and
calibration tasks consist of:

• the VELO alignment, followed by the alignment of the tracking stations;

• the MUON alignment;

• alignment of the rotations around various local axes in both RICH detectors
of the primary and secondary mirrors;

• global time calibration of the OT

• RICH gas refractive-index calibration;

• RICH Hybrid Photon Detectors calibration;

• ECAL LED (relative) and π0 (absolute) calibrations.

Each task has a dedicated HLT1 trigger line that supplies it with the types of
events required. When the required sample sizes have been collected, the selected
events are saved to the disk buffer of the EFF, and calibration and alignment tasks
are performed in parallel within the EFF.

B.3 Trigger

B.3.1 TIS and TOS

LHCb trigger decisions are classified into several categories [204]:
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• trigger independently of signal (TIS)

– for simple candidate [e.g. a track]: trigger hits do not have overlap
with user-selected signal hits

– for composite trigger candidate [e.g. particle with many daughters
(tracks)]: all subcomponents are TIS

– for trigger selection: at least one subcomponent is TIS

• trigger on signal (TOS)

– for simple candidates: trigger hits are contained within signal hits

– for composite trigger candidate: all subcomponents are TOS

– for trigger selection: at least one trigger candidate is TOS

• trigger on both (TOB)

– TIS and TOS

• trigger partially on signal (TPS)

– simple candidate: trigger hits are partially contained within signal hits
[or in simple terms neither TIS nor TOS]

– for composite candidates:

∗ default: either one subcomponent is TPS, or the subcomponents
are individually exclusively TIS or TOS

∗ composite TPS via partial TOS only: subcomponents are individ-
ually exclusively TIS or TOS

– selection: at least one candidate is TPS

• trigger used signal (TUS)

– by definition: trigger somehow used signal hits or components

– not the same as not TIS

∗ firing trigger producing no candidates are not TIS by definition
but do not constitute TUS

∗ for selections requiring composite TPS via partial TOS only TUS
has a narrower meaning than not TIS
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Appendix C

Further detail on some parts of
Chapter 6 and Chapter 7

C.1 Maximum likelihood estimation (fit)

Maximum likelihood estimation (MLE) is a statistical method for determining the
parameters of the statistical model by maximising the likelihood that under the
assumption of the model, the observed data is most probable or, in other words,
such that the model best describes the underlying data sample. In this case, the
statistical model is a probability density function (PDF), and the likelihood is a
separate function that measures how well the model reproduces the data.

The likelihood for a single data example (a data point), in this case, a single
particle decay, is given by evaluating the PDF at the values for this data example,
i.e. the recorded decay time, reconstructed helicity angles and so on. The total
likelihood represents the joint probability of the individual likelihoods. It is, thus,
the product of the likelihoods of each data point in the case where data points
are independent measurements.

The likelihood function becomes apparent by varying the parameters of the PDF.
Thus, each likelihood function value represents the likelihood of the data for a
given set of PDF parameter values. As such, the total likelihood is also a function.
For a given set of data, X = {x1, x2, x3, . . . }, and a probability density function,
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f , with parameter set, Θ = {θ1, θ2, θ3, . . . }, the total likelihood function is:

L(Θ|X) =
∏

i

f(xi|Θ) (C.1)

where f(xi|Θ) is the conditional probability of the data point, xi, given the
parameter set Θ. The global maximum of the total likelihood is the point at which
the data sample is most probable, given the PDF parameters used to evaluate
the likelihood. In other words, the global maximum of the total likelihood is
where the current parameters represent the data best. These values are chosen
to estimate the true parameter values.

However, in practice, due to computational convenience1, the negative logarithm
of the likelihood (NLL) is minimised to obtain the point at which the maximum
likelihood occurs and determine the parameters. In particular, the logarithm
function has the effect of scaling very small numbers and allows computers to
deal better with normalised probabilities (real numbers in the range (0, 1) ∈ R)2.
The logarithm likelihood function can be defined as ℓ(Θ|X), and thus the NLL
becomes:

NLL(Θ|X) = −ℓ(Θ|X) = − ln [L(Θ|X)]

= − ln
(∏

i

f(xi|Θ)
)

= −
∑

i

ln [f(xi|Θ)]
(C.2)

When talking about optimisation, it is also customary to speak of the likelihood
in terms of the objective (or cost) function:

ˆNLL(Θ|X) = −ℓ̂(Θ|X) = − ln
[
L̂(Θ|X)

]
= − ln

[∏
i

f(xi|Θ)
] 1

n

 = − 1
n

∑
i

ln [f(xi|Θ)]
(C.3)

Furthermore, it is worth introducing the concept of Fisher information [206].
Fisher pioneered the use of likelihood for statistical models and inference,
specifically applicable here for inferring the PDF parameters from the available
data.

1It is a convention that software packages optimise for the minimum of a given function
and not its maximum.

2a single-precision floating-point number has limited precision and is rounded to zero below
a value of 2−126[205]
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C.1.1 Fisher information

Fisher information3 is essentially a measure of how much information an
observable random variable, x, provides about an unknown parameter, θ, of a
PDF, f(x|θ), that models x. Intuitively, if f(x|θ) has a sharp peak in θ, meaning
it changes significantly with minor changes in the value of Θ, then x provides a
lot of information about θ. Thus the parameters can be more easily estimated.
Conversely, if f(x|θ) is very flat that means there are multiple parameter values
with similar likelihoods that “predict” the data. One might suppose that this can
simply be given by the log-likelihood gradient, ∂

∂θ
ℓ(θ|x), also called the “score”.

However, at the extrema of the likelihood, the expectation value of the score is
zero evaluated at the true parameter value. Thus, the Fisher information is more
formally defined as the variance of the score:

I(θ) = Eθ


[
∂

∂θ
ℓ(θ|X)

]2
 =

∫ [
∂

∂θ
ln f(x|θ)

]2

f(x|θ) dx ≥ 0 (C.4)

If the second-order derivative of ℓ(θ|x) with respect to θ exists then this definition
is also equivalent to [207]:

I(θ) = −Eθ

{
∂2ℓ(θ|X)
∂θ2

}
(C.5)

This definition allows seeing the Fisher information as the curvature of the
log-likelihood graph. Moreover, Cramér-Rao Inequality states that the Fisher
information sets a lower bound on the variance of an unbiased estimator [208]:

Var(θ̂) ≥ 1
I(θ) (C.6)

An unbiased estimator, in this case, is when the expectation value, θ̂, is indeed
the true value of θ.

These concepts can be extended to the multivariate case. Take the observable
random variable now to be a vector X = {x1, x2, x3, . . . } and the parameter set
of Θ = {θ1, θ2, θ3, . . . θN} specify the PDF, f(X|Θ), then the Fisher information
becomes an N ×N matrix with elements:

Iij(Θ) = EΘ

[(
∂

∂θi

ℓ(Θ|X)
)(

∂

∂θj

ℓ(Θ|X)
)]

= −EΘ

[
∂2ℓ(Θ|X)
∂θi∂θj

]
(C.7)

3also referred to in this context only as information
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Similarly, the Fisher information is the negative of the expectation value of the
Hessian matrix (a matrix of the second-order partial derivatives):

H ij(ℓ(Θ|X)) = ∂2

∂θi∂θj

ℓ(Θ|X) =⇒

Iij(Θ) = −EΘ [H ij(ℓ(Θ|X))]
(C.8)

Consider a more general case where there is a possibly biased estimator, T (X).
Its expectation value does not coincide with the true value of Θ but instead is its
function, ψ(Θ). Then the Cramér-Rao inequality becomes:

CovΘ(T (X)) ≥ ∂ψ(Θ)
∂Θ I−1(Θ)

[
∂ψ(Θ)
∂Θ

]T

(C.9)

where ∂ψ(Θ)/∂Θ is the Jacobian matrix of ψ given by J ij = ∂ψi(Θ)/∂θj and the
matrix inequality, A ≥ B is to mean that matrix A−B is positive semidefinite4.
Now, if the true value of Θ is estimated very closely, ψ(Θ) ≈ Θ̂, then the above
becomes:

CovΘ(T (X)) ≥ I−1(Θ) (C.10)

Arriving at this situation is essentially the goal of maximising the likelihood and
getting the best estimate of the parameters. As already mentioned, the Hessian
of the log-likelihood function is the negative of the observed Fisher information.
However, it follows that in the case of minimising the negative log-likelihood, the
returned Hessian is equivalent to the observed Fisher information matrix and not
its negative.

C.1.2 Minimising the negative logarithm of the likelihood

Minimising the NLL provides a convenient way of approximating its shape around
the minimum. Since at the minimum the NLL vanishes by definition, the Taylor
series expansion up to O(Θ2) is:

NLL(Θ) = −ℓ(Θ̂|X) + 0 + 1
2![Θ − Θ̂]T H(−ℓ(Θ̂|X))[Θ − Θ̂] (C.11)

where Θ̂ is the set of values for the set of parameters Θ, which minimise the
NLL. As per Section C.1.1, the Hessian at the minimum negative log-likelihood

4M is positive semidefinite if the scalar zTMz ≥ 0 for any column vector z with compatible
dimensions.
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estimate is simply the observed Fisher information, I(Θ̂). As such, it is nothing
but the inverse of the covariance matrix:

NLL(Θ) = −ℓ(Θ̂|X) + 1
2[Θ − Θ̂]T Σ−1(Θ̂)[Θ − Θ̂] (C.12)

Thus, the approximation for any given parameter, θi, becomes:

NLL(θi) ≈ 1
2[θi − θ̂i]

T
Σ−1

ii (θ̂)[θi − θ̂i] + C (C.13)

where NLL(θi) is the single parameter function given by fixing all other
parameters, Θ\θi = constant, and data, X, and allowing only θi to vary. This
function is called the “profile likelihood” of θi. The constant, C, is specified by
the particular value at the minimum and is the same for all NLL(θi) functions.
It is inconsequential to the shape of the likelihood, the parameter and parameter
error estimation. Furthermore:

NLL(θi) ≈ 1
2σ2

i

(
θi − θ̂i

)2
+ C (C.14)

since the term Σii = σ2
i is the variance of the particular parameter. So minimising

the NLL gives a natural way to estimate the statistical uncertainties for the
parameters. Therefore, the shape of the likelihood around the minimum resembles
an upside-down bell and σi is an estimate for the width of the bell-shaped dip.

How well the second-order Taylor expansion approximates the NLL depends on
its actual shape, and thus how close is σi to the true statistical uncertainty.
One of the most critical factors is including larger data sets in the PDF fitting
procedure. This, combined with the assumption that the parameters and data are
well correlated (Section C.1.1), allows the shape of the likelihood to come closer
and closer to the “smoothness” of the approximation around the minimum.

In the cases where this assumption is well reproduced, σi is also a good measure of
the true statistical uncertainty of the parameter θi as it represents the standard
deviation of the possible values around θ̂i. For example, suppose θi is truly
normally distributed (is described by a Gaussian distribution) when estimating
it from different measurements. In that case, then the interval between θ̂i − σi

and θ̂i + σi will contain the true value of θi in 68 % of the measurements. This
represents a confidence interval with 68 % coverage in this specific case.

However, suppose the shape of the likelihood around the minimum is not as well
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behaved. In that case, it could be that σi and θ̂i are still defined but no longer
represent the same reasonable estimate of the true statistical uncertainty or a
confidence interval with 68 % coverage. In general, this is commonly expected,
and more involved approaches are needed to determine the standard deviation,
statistical uncertainty and confidence interval.

Widely accepted method for determining these is to start at the ideal situation of
a Gaussian and realise that the value of the likelihood rises by half at the edges
of the 68 % confidence interval, in other words:

NLL(θ̂i − σi) = NLL(θ̂i + σi) = 1
2 + C (C.15)

Then define σi to be the point at which that value of the likelihood is reached. Of
course, based on the exact likelihood function, the standard deviation value above
and below the minimum can be different. In that case, two values exist, σ+

i and
σ−

i , and the confidence interval is
[
θ̂i − σ−

i ; θ̂i + σ+
i

]
, which will approximately

still have a coverage of 68 %.

Sometimes, rather inconveniently, the likelihood exhibits multiple minima or an
extensive shallow minimum or a combination of these. The estimate at the point
θ̂i no longer represents the distribution nicely. In such cases, confidence intervals
are better suited for the task. As such, the intervals are constructed by extending
the method of 1

2 + C value from above. Similarly, the intervals should include
the points between which the NLL values are smaller than a specified value.
Commonly these are chosen to be the values that a parabola (second-order Taylor
approximation) will reach at θ̂i ± n · σi, which correspond to a value of 1

2n
2 + C

since a parabola is symmetric around its minimum. These are known as the
n-sigma intervals.

C.2 Fit to weighted data

As mentioned in Section 6.3, the data sample used in the analysis of B0
s → J/ψϕ

decays contains events from both signal sources and background sources. The
final model fit to data is performed by fitting the signal PDF to the sample with
statistically subtracted background event distribution. In particular, the latter
procedure introduces event candidates from background sources into the data
sample with negative weights. Then when fitting for the minimum NLL with the
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sample, each event’s contribution is multiplied by its corresponding weight:

NLL = −
∑

i

ln (wi · Li) (C.16)

where Li is the contribution to the likelihood for the ith event and wi is the
corresponding weight. This aims to effectively make the likelihood independent
of the background present in data assuming the final sum of contributions from
background present and background introduced is zero.

This approach minimises the NLL relevant only to the signal distribution present
in the data sample. As such, the position of the NLL minimum should represent a
good estimate of the relevant parameters. However, the uncertainties to the values
of the parameters can no longer be correctly determined from looking the shape
of the NLL around the minimum only. This can be illustrated by taking a look at
a fit in intervals of some variable. In such a case, the observed number of events
in each interval can be modelled. The uncertainties of the model parameters will
be related to the uncertainties of the number of events in each interval.

In the particular case of the data sample being mainly concerned with the
observed number of events, the Poisson distribution is most relevant. It models
the number of times an event distributed according to f(X|Θ) occurs in a specific
interval. Thus it would modify the likelihood as such:

L = νn

n! e
−ν

n∏
i

f(xi|Θ) = e−ν

n!

n∏
i

νf(xi|Θ) (C.17)

where ν is both the mean (expected value) and the variance of the number of
observed events, while n is their actual observed value.

Then an estimate of the expected number of events in each interval is given by n.
Consequently, the uncertainty on that estimate is given by the square root of the
variance:

√
n. For weighted sets, the number of events is replaced by the sum of

weights instead, W = ∑
wi. Then it would follow that the uncertainty is given

now by
√
W . However, consider a sort of scaling factor, ws, which is the same

for all weights. Then the expected number of events will scale with this factor,
but the absolute uncertainty will scale with the square root of it. This implies
a contradiction since no new information was added to the data and, thus, the
relative uncertainty should remain constant. To resolve it, the correct uncertainty
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should instead be the square root of the sum of the squared weights:

σ =
√∑

w2
i (C.18)

which would scale correctly with ws. It is convenient to define a correction factor
αc:

αc =
∑
wi∑
w2

i

(C.19)

that can be used to obtain the correct uncertainty from the NLL shape by
multiplying the profile likelihood as:

NLL(θi) ≈ αc

2σ2
i

(
θi − θ̂i

)2
+ C (C.20)

without the need to split the dataset in intervals. This would also preserve the
position of the minimum.

Moreover, as multiple species of data are merged and analysed together, it
is worth considering an extended NLL definition with one or more species of
data representing analysis relevant sources (signal) and one or more species of
background, data from analysis irrelevant sources:

NLL = −ℓ = −
(

N∑
i

{
ln
[∑Ns

s
nsf(X|Θ)

]}
−
∑Ns

s
ns + C

)
(C.21)

where N is the total number of events in the data sample, Ns is the number of
species of events in the data sample, and ns is the number of events expected in
the sth species on average [174]. Using this method of constructing the likelihood
allows unfolding the contributions of each species of events in the data using a
tool like sPlot [174]. This combined with the correction factor αc enables the
determination of event yields of signal and background, weights used in the
statistical background subtraction and correct uncertainties on the parameters
Θ from the fit.

C.3 Nuisance parameters

Nuisance parameters, ΘS = {θ1, θ2, . . . , θS} ⊊ Θ are required parameters of either
the PDF or NLL but which are not specifically of physical, observational or
other direct significance. Hence, these are of no particular interest but arise as
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part of the model and need to be accounted for nonetheless. The most intuitive
example are the parameters describing the background model in a fit: they must
be determined to disambiguate the signal parameters but are purely dataset
dependent quantities and do not persist in the physically relevant parameters.

C.4 Detailed information about the so-called
TISTOS bug

In February of 2017, while doing some summary data plots to include in a
publicity campaign, it was discovered that most of the dimuon pairs reconstructed
by the offline algorithms failed to trigger-on-signal (TOS, Section B.3) correctly.
The problem was soon after tracked down to an unforeseen interaction between a
new and experimental at the time Turbo stream and the established logic of the
HLT2 tool that assigns the TIS or TOS decisions called the Hlt2TriggerTisTos
tool.

• Original internal report sparking further investigation: Click here or visit:
https://its.cern.ch/jira/browse/LHCBPS-1702.

• Actual software issue identified: Click here or visit: https://its.cern.c
h/jira/browse/LHCBPS-1746.

The problem affected charged particle tracks only in reconstructed Run 2 data
samples. This was unfortunate for analyses that had both charge and neutral
particles in their final state as any mitigating techniques applied would pollute
the correctly labelled neutral particle information as the tool is applied to all
candidates on a per even basis.

The core of the problem had to do with the way the HLT2 decisions interact
with the algorithm responsible for keeping track of event information — keeping
a record of how an event was selected by the trigger, which trigger lines fired on
it, which algorithms have already processed it, what are the different responses
by those algorithms and so on and so forth. This information is handled by
Hlt2SelReports tool. One key piece of information that is kept is the so-called
CALO LHCbID. Historically, CALO LHCbID was assigned to a particle with no
associated track. This was done to help Hlt2SelReports algorithm to avoid
overlapping event selections and store events only once. However, with the
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introduction of the new Turbo stream and its associated algorithms, it could
happen that a particle that was processed early by the Turbo algorithms will have
a CALO LHCbID and an associated track since these algorithms store information
differently. In such cases, Hlt2SelReports will recognise that the event is already
processed and will not create its report anew, meaning later algorithms will see
both a CALO LHCbID and an associated track. This meant that a particle’s TOS
decision depended on whether it was also a candidate in a Turbo selection. The
bug resulted in the Hlt2TriggerTisTos finding too many differences between
triggered and reconstructed candidates and being unable to associate them, it
failed and did not mark the candidates as TOS correctly.

The problem was apparent in the significant decrease of TOS labelled events
and there were also uncharacteristic distortions in decay time acceptance. For
analyses using only charged particles in their final state, such as B0

s → J/ψϕ, it
was discovered that forcing some of the inputs to the TISTOS to be unphysical
can cause it to recalculate the correct information from scratch and circumvent
the issue. Specifically, the following lines of code added to the configuration of
the DaVinci options restored the correct responses:

#!/ bin/ environment python
# DaVinci v42r5p1
...
# change TOSFracMu for B
from Configurables import TriggerTisTos
tuple_B2jpsiphi .B. TupleToolTISTOS . addTool ( TriggerTisTos ())
tuple_B2jpsiphi .B. TupleToolTISTOS . TriggerTisTos . TOSFracMuon = 0.
tuple_B2jpsiphi .B. TupleToolTISTOS . TriggerTisTos . TOSFracEcal = 0.
tuple_B2jpsiphi .B. TupleToolTISTOS . TriggerTisTos . TOSFracHcal = 0.

# Change TOSFracMu for Jpsi
tuple_B2jpsiphi .Jpsi. TupleToolTISTOS . addTool ( TriggerTisTos ())
tuple_B2jpsiphi .Jpsi. TupleToolTISTOS . TriggerTisTos . TOSFracMuon = 0.
tuple_B2jpsiphi .Jpsi. TupleToolTISTOS . TriggerTisTos . TOSFracEcal = 0.
tuple_B2jpsiphi .Jpsi. TupleToolTISTOS . TriggerTisTos . TOSFracHcal = 0.
...

Listing C.1 DaVinci configuration needed to mitigate the TISTOS bug

For versions of DaVinci later than v42r6p1, the workaround was not necessary.
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C.5 Impact of VELO track fit mismatch be-
tween data and simulation

On 30th March 2017, LHCb discovered internally that the VELO track fit had
a mismatch in the parametrisation of its error estimation between data and
simulation [209]. Afterwards, it was confirmed that this discrepancy affected
the B0

s → J/ψϕ analysis (Figure C.1). This prompted the analysis to switch to

K+ VELO µ+ VELO

Figure C.1 Comparison of the distributions of K (left) and µ (right) VELO
χ2

track/ndf between collision data and simulation for the 2016 data-
taking year [210].

DaVinci v44r1 and applying the appropriate fixes to synchronise the algorithms
used on data and simulation. This ultimately resolved the discrepancy.
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C.6 Flavour Tagging

Tagger OS SSK
p0 0.3890 ± 0.0007 ± 0.0028 0.4325 ± 0.0108 ± 0.0030
p1 0.849 ± 0.006 ± 0.027 0.92 ± 0.13 ± 0.02
∆p0 0.0090 ± 0.0014 0.00 ± 0.03
∆p1 0.014 ± 0.012 0.00 ± 0.03
⟨η⟩ 0.360 0.417

Table C.1 Calibration parameters for the OS and SSK taggers. Where given,
the first uncertainty is statistical, and the second is systematic [5].

Category ϵtag(%) D2 ϵtagD
2(%)

OS only 11.4 0.078 0.88 ± 0.04
SSK only 42.6 0.032 1.38 ± 0.30
OS and SSK 23.8 0.104 2.47 ± 0.15
Total 77.8 0.061 4.73 ± 0.34

Table C.2 Overall tagging performance for B0
s → J/ψK+K−. The uncertainty

on ϵtagD2 is obtained by varying the tagging calibration parameters
within their statistical and systematic uncertainties summed in
quadrature [5].
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C.7 Details for combined fit between Run 1,
2015 and 2016 results

ϕs |λ| Γs − Γd ∆Γs ∆ms |A⊥|2 |A0|2 δ⊥ − δ0 δ∥ − δ0

ϕs 1.00 0.10 −0.02 −0.03 0.02 0.01 −0.01 0.07 0.00
|λ| 1.00 0.04 −0.04 −0.05 0.03 −0.02 −0.04 0.03
Γs − Γd 1.00 −0.35 0.04 0.28 −0.17 0.01 0.01
∆Γs 1.00 −0.01 −0.62 0.40 −0.05 −0.01
∆ms 1.00 0.01 −0.01 0.62 0.02
|A⊥|2 1.00 −0.67 0.03 0.01
|A0|2 1.00 −0.06 −0.06
δ⊥ − δ0 1.00 0.28
δ∥ − δ0 1.00

Table C.3 Correlation matrix for the results taking into account correlated
systematics between Run 1 and the 2015 and 2016 results [5].

ϕs |λ| Γs ∆Γs

ϕs 1.00 0.06 −0.01 −0.03
|λ| 1.00 0.03 −0.02
Γs 1.00 −0.17
∆Γs 1.00

Table C.4 Correlation matrix for the results obtained taking into account cor-
related systematics between the considered analyses: B0

s → J/ψK+K−

Run 1 [14], B0
s → J/ψK+K− (2015 and 2016) [5], B0

s → J/ψπ+π−

Run 1 [193], and B0
s → J/ψπ+π− (2015 and 2016) [211].

C.8 Wrong PV component in decay time reso-
lution studies

The wrong PV component in the prompt sample is handled by simulating
the effect of incorrect PV assignment during reconstruction and extracting
the resultant shape in decay time. As LHCb reconstruction cannot directly
associate a decay vertex with its true PV, a different approach is taken, called
event mixing [175]. For each reconstructed event, a different PV is injected
from a randomly chosen separate event. The new PV is flagged as such for
later reference5. The best PV is determined anew by repeating the whole

5normal reconstruction algorithms cannot see that flag
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reconstruction process from the beginning. Then the observed decay time
distribution for the reconstructed events with the flagged wrong PV is fitted
with a double-sided double-exponential [175].

C.9 S-wave fractions parameters

The results from the maximum likelihood fit described in Section 7.7 include the
S-wave fractions and phase differences in each m(K+K−) bin [5], summarised in
Table C.5.

Parameter Value
FS1 0.492 ± 0.043 ± 0.010
FS2 0.041 ± 0.008 ± 0.006
FS3 0.0044+0.0030

−0.0017 ± 0.0014
FS4 0.0069+0.0062

−0.0045 ± 0.0016
FS5 0.073 ± 0.013 ± 0.004
FS6 0.152+0.019

−0.018 ± 0.009
δS1 − δ⊥[ rad] +2.21+0.17

−0.20 ± 0.20
δS2 − δ⊥[ rad] +1.56 ± 0.29 ± 0.05
δS3 − δ⊥[ rad] +1.09+0.47

−0.36 ± 0.10
δS4 − δ⊥[ rad] −0.28+0.16

−0.26 ± 0.12
δS5 − δ⊥[ rad] −0.54+0.09

−0.10 ± 0.02
δS6 − δ⊥[ rad] −1.10+0.13

−0.16 ± 0.11

Table C.5 Values of the S-wave parameters in each m(K+K−) bin. The first
uncertainty is statistical and the second systematic [5].
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