
 

Masters Dissertation 

USING SOUND LOCALIZATION TO GAIN 

DEPTH PERCEPTION FOR THE VISUALLY 

IMPAIRED THROUGH SENSORY 

SUBSTITUTION 

James Carmichael de Klerk 

Submitted in fulfilment of the requirements for the degree of Masters of Computer Science and 

Information Systems in the Faculty of Science at the Nelson Mandela University 

 

April 2020 

Supervisor: Dr. Dieter Vogts 

Co-Supervisor: Prof. Janet Wesson 

 



 

i | P a g e  

 

Acknowledgments  

I would like to start off by thanking the Nelson Mandela Telkom Centre of Excellence and the 

Nelson Mandela University Department of Research Capacity Development for providing the 

research funding and equipment to enable this research to take place. It largely due to the funding 

from groups and initiatives such as these that makes masters, doctoral and other research feasible. 

For that, I am grateful. 

There are many people in my life who have made the writing of this dissertation possible. I would 

like to take this opportunity to sincerely thank them. First of all, I would like to thank the many 

staff at the Nelson Mandela University Department of Computing Sciences who have been involved 

in my university career up until this point. The experience I have had would not have been the 

same without the countless hours that go into running such a great department. More than that, I 

have thoroughly enjoyed being lectured and mentored by such wonderful people. 

To my postgraduate friends: We have been through a lot together and I consider that a blessing. 

In so many ways we have learnt so much, and yet, we realise that there is still so much to learn. 

Joshua, Thashen, Rhys, Clara, George, Dean, Brandon, Tim, Grant and Peter. I want to thank each 

and every one of you for playing an important role in this journey. 

To my family, Hennie, Hayley, Jason and Samantha, and to my good friend Scott: Thank you all for 

always being there and supporting me throughout all the highs and lows. I would not have been 

able to complete this without your continued support and encouragement. 

Last but certainly not least, my supervisors – Dr. Dieter Vogts and Prof. Janet Wesson. I appreciate 

every moment of advice, encouragement, support, assistance and patience. For all that, and so 

much more, I cannot thank you enough. The countless hours of work that each of you put into 

lecturing and supervising – among many other things – often goes unnoticed. It is only at times like 

this, when I reflect on all that you do, that I realize how grateful I am to you both. You are definitely 

part of what makes the Department of Computing Sciences such a special place. So once again, 

thank you so much for all you have done for me in making this dissertation possible.  



 

ii | P a g e  

 

Abstract  

The visually impaired do not have the visual ability to localize objects in three-dimensional space, 

rather, they rely on their other senses to gain depth perception. Sensory substitution is the concept 

of substituting one sense for another, normally substituting an impaired sense with a functioning 

sense. Visual-to-auditory sensory substitution substitutes an impaired visual sense with a 

functioning auditory sense. This research aimed to investigate and develop techniques for visual-

to-auditory sensory substitution – using sound localization as a sensory substitution for depth 

perception. 

The research started by investigating the characteristics of human audition with a particular focus 

on how humans localize sounds. It then looked at existing visual-to-auditory sensory substitution 

systems and the techniques they used. From the existing systems, a system known as MeloSee was 

chosen as a baseline for developing and evaluating further sensory substitution prototypes. 

The baseline prototype (𝑃0) was then implemented and a preliminary study performed. Based on 

the knowledge gained from the preliminary study, baseline implementation and the background 

research, a set of improvement recommendations were generated. The next iteration – Prototype 

1 (𝑃1) – was then developed based on the recommendations. A comparative study between 𝑃0 and 

𝑃1 was then performed. Based on the study, another set of improvement recommendations were 

generated. From the recommendations, a final prototype was developed – Prototype 2 (𝑃2). The 

last comparative study was then performed between 𝑃0 and 𝑃2, with a third set of 

recommendations being generated as a result. 

From the studies it was found that participants using 𝑃0 were able to identify when they were 

approaching large objects such as walls. 𝑃1 built on that, improving the ability to identify the 

quadrant of a nearby isolated object. 𝑃2 built on 𝑃0 and 𝑃1, achieving similar results to 𝑃1 for 

identifying the quadrant of nearby isolated objects, and improving on 𝑃0 and 𝑃1 with regard to 

depth discrimination – especially for navigation tasks where there were no obstacles. 

Based on the three sets of recommendations and what was learnt over the course of the research, 

a set of visual-to-auditory sensory substitution techniques were presented. The techniques aim to 

be useful for implementing visual-to-auditory sensory substitution systems, which would provide 

the visually impaired with the visual ability to localize objects in three-dimensional space through 

sound. 

Keywords: sensory substitution, visually impaired, depth perception, sound localization, visual-to-

auditory  
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Chapter 1: Introduction 

1.1 Background 

An estimated 285 million people worldwide are visually impaired, of which approximately 39 

million people are blind (“WHO | Visual impairment and blindness,” 2014). Visual impairment is 

classified (in ICD-10) as blindness – the inability to see – or low vision, which is a loss of vision that 

interferes with daily life and is not correctable (Dandona & Dandona, 2006; World Health 

Organization, 2016). 

The visually impaired have a limited understanding of their surroundings due to the lack of vision, 

relying on sound and touch to gain an understanding of their environment. Due to a lack of vision, 

depth perception – the visual ability to perceive the three-dimensional world and gauge the 

distance of objects – is also impacted in the visually impaired. For this reason, navigating an 

environment as well as object detection and avoidance, especially in an unfamiliar environment 

can be a challenge. These challenges impact the independence of the visually impaired. To gain a 

form of depth perception and an understanding of their surroundings, several assistive 

technologies are commonly used (American Foundation for the Blind, 2017). The white cane and 

guide dogs are the most prevalent of these due to their simplicity and reliability (Dakopoulos & 

Bourbakis, 2010). 

Sensory substitution – the concept of substituting one sense (e.g. vision) for another (e.g. hearing) 

– has been investigated for many years in several studies, proving valuable in giving the visually 

impaired a sense of independence  (Elli, Benetti, & Collignon, 2014; Renier & De Volder, 2005). 

However, outside of laboratories, sensory substitution devices (SSDs) are still not commonly used 

among the visually impaired; this is thought to be due to their slow refresh rates and interference 

with existing senses (Elli et al., 2014). However, due to scientific progress and advances in 

technology, sensory substitution appears to be a promising solution for providing a form of depth 

perception to the visually impaired (Renier & De Volder, 2005). In recent years several 

neuroimaging studies have shown that the visual cortices of the blind are used in processing the 

auditory input of certain vision substitution devices (Stronks, Nau, Ibbotson, & Barnes, 2015), 

meaning the blind can gain a sense of depth perception through these devices (Renier et al., 2005). 
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1.2 Problem Statement 

The visually impaired do not have the visual ability to perceive depth, resulting in a poor 

understanding of their surroundings – this makes navigating those surroundings a greater 

challenge. 

1.3 Research Aim 

The aim of this research is: 

To investigate and develop visual-to-auditory sensory substitution techniques – using sound 

localization as a sensory substitution for depth perception. 

The purpose of achieving this aim is to give the visually impaired an accurate understanding of their 

surroundings through sound. 

1.4 Research Questions 

Main research question 

How can sound localization be used as a sensory substitution for depth 

perception, to give the visually impaired an accurate understanding of their 

surroundings through audition? 

Sub-questions 

RQ 1. What characteristics of audition (hearing) and sound localization can be used for visual-
to-auditory sensory substitution? 

RQ 2. What are the benefits and shortcomings of existing visual-to-auditory sensory 
substitution techniques? 

RQ 3. How can visual-to-auditory sensory substitution prototypes be developed to allow for 
the testing of different visual-to-auditory sensory substitution techniques? 

RQ 4. How can visual-to-auditory sensory substitution prototypes be evaluated to provide 
insight into the effectiveness of the different visual-to-auditory sensory substitution 
techniques? 

RQ 5. What visual-to-auditory sensory substitution techniques can be used to develop a visual-
to-auditory sensory substitution prototype for depth perception? 

RQ 6. Does the prototype developed provide the visually impaired with an accurate 
understanding of their surroundings through audition? 
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1.5 Research Methodology 

The research method to be used for this project is the Design Science Research (DSR) methodology. 

DSR is a methodology for understanding the existing base of knowledge, then using that knowledge 

to create rigorously tested new and innovative artefacts (Hevner, March, Park, & Ram, 2004). By 

doing so, the DSR methodology helps researchers contribute new knowledge to the knowledge 

base. DSR is an established research methodology in the field of Information Systems (Hevner, 

2007). 

 

Figure 1-1: Design science research process (DSRP) model (Peffers et al., 2006) 

The DSR methodology uses the process model illustrated in Figure 1-1; this process consists of six 

activities detailed below. 

Problem Identification and Motivation: This involves defining the research problem to be solved, 

and motivating why the solution is relevant and valuable, based on research of the problem 

domain (Peffers et al., 2006). 

Objectives of a Solution: Based on the problem definition, the requirements (objectives) of the 

solution should be clearly defined (Peffers et al., 2006). These requirements need to be based on 

research of the problem domain to ensure that the problem has not been solved in the manner 

one is planning to solve it, else one would not be contributing to the body of knowledge. The 

requirements should also be clear, since they are a reference point throughout the rest of the 

project. 
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Design and Development: This is the creation of artefacts based on the requirements of the 

solution, using the knowledge about the domain and existing systems. The artefacts can be models, 

constructs, methods or instantiations (Hevner et al., 2004; Peffers et al., 2006). 

Demonstration: This involves demonstrating how well the artefact solves the research problem 

when put in a suitable context (Peffers et al., 2006). 

Evaluation: This involves observing how well the artefact solves the research problem. To 

determine this, one must look at the solution requirements previously defined in the research 

process. Using relevant metrics and analytical techniques one should rigorously investigate to what 

extent the requirements of the solution are met by the artefact (Hevner et al., 2004). After the 

artefact evaluation is completed, the researchers must decide if they need to iterate back to the 

design and development phase to improve the artefact, or continue to the communication of their 

research (Peffers et al., 2006). 

Communication: This is the final phase of the design science research process (DSRP) model. 

Communication of the problem, the research done on the problem, the rigour of that research and 

the artefact developed is important to build up the body of knowledge in the domain (Peffers et 

al., 2006). 

 

Figure 1-2: Design Science Research Cycles (Hevner, 2007) 

Design Science Research can be broken down into three cycles, as illustrated in Figure 1-2. The 

Relevance Cycle deals with one of the main goals of Design Science Research, to improve the 

knowledge domain through new and innovative artefacts (Hevner, 2007; Simon, 1996). The 

Relevance Cycle looks at understanding the application domain, the specific problem to be solved 

and the requirements of that problem. One should also perform a field study of the artefact once 



INTRODUCTION 

5 | P a g e  

 

developed to determine if the Relevance Cycle needs to be repeated due to deficiencies in the 

functionality. 

The Rigor Cycle relies on a clear understanding of the existing scientific knowledge base related to 

the project. This means having expertise in the state-of-the-art research relating to the application 

domain, and, broad knowledge of the existing artefacts and processes in the application domain 

(Hevner, 2007). The purpose of the Rigor Cycle is to ensure the research project is contributing 

new knowledge to the domain, through a rigorous understanding of existing knowledge. Research 

rigor is shown by thoroughly researching and referencing the existing knowledge base throughout 

the project to demonstrate the research contribution (Hevner, 2007). 

The Design Cycle is primarily done throughout the artefact development, artefact evaluation and 

evaluation feedback phases. The Design Cycle is the process of repeatedly designing an artefact 

and evaluating that artefact with reference to the solution requirements (from the Relevance 

Cycle), until a satisfactory design is achieved (Hevner, 2007; Simon, 1996). The theories used for 

effective design and evaluation come from the Rigor Cycle (Hevner, 2007). 

The next section looks at the ethical considerations for the research. This includes who was allowed 

to participate in the studies completed. 

1.6 Ethical Considerations 

For the project, the researcher developed non-invasive sensory substitution hardware and 

software prototypes relating to the title of the project. Studies were conducted to evaluate the 

hardware and software developed. Participation in the study required approximately two hours 

per participant. For the study, the participants were required to navigate through unknown 

environments, participate in object identification tasks, and complete evaluation questionnaires. 

This was done while blindfolded and wearing the prototype developed. Sighted participants with 

hearing in both ears and the ability to hear from 200Hz to 10000Hz were eligible for participation 

in the evaluations. Participants had to be students of the NMU Department of Computing Sciences. 

In order to conduct the evaluations, ethics approval was needed from the NMU Research Ethics 

Committee: Human (REC-H). Approval was granted by REC-H, validating the ethical nature of the 

study; the ethical clearance number associated with this research was H18-SCI-CSS-002 (Appendix 

A). 

The next section looks at how the research methodology discussed was applied to the project. 

Providing details about the various chapters and how they link to the methodology used. 
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1.7 Dissertation Structure 

The research methodology should be used to guide the research, development and design of the 

project. This section gives an overview of how the DSR methodology was used to guide the project 

by illustrating how the DSR Cycles, the DSR Processes and the research questions link to the various 

chapters throughout this dissertation – this can be seen in Figure 1-3. The first column in Figure 

1-3 shows which of the three DSR Cycles (Figure 1-2) are covered by which chapter. The second 

column specifies the actual chapter of the dissertation. The third column gives a list of the specific 

DSR activities (Figure 1-1) that each chapter covers. The fourth column shows which research 

questions (Section 1.4) are addressed in each chapter. 

Chapter 1 – Introduction: Chapter one is an introduction to the research being done. It is primarily 

concerned with the relevance of the project and deals with the DSR Relevance Cycle. It covers the 

background relating to the application domain, identifies the research problem and the related 

research questions addressed throughout the project. It also discusses the research methodology 

used throughout the project. 

Chapter 2 – Background Research: This chapter is part of the DSR Rigor Cycle. It is primarily 

concerned with the rigor of the project – in the case of this chapter, a rigorous understanding of 

background knowledge needed to understand visual-to-auditory sensory substitution. The aim 

being to provide a better understanding of how humans use audition to perceive their 

surroundings. This information can then be used to make informed decisions regarding the 

implementation of the sensory substitution prototypes. 

Chapter 3 – Sensory Substitution: This chapter is also part of the DSR Rigor Cycle, and is primarily 

concerned with the rigor of the project. The focus of this chapter is sensory substitution. Chapter 

3 discusses what visual-to-auditory sensory substitution is in more detail than the background 

section (Section 1.1), then it looks at some existing systems to understand the existing knowledge 

base. 

Chapter 4 – Sensory Substitution Framework: This chapter begins with identifying objectives for 

the solution (prototypes) developed using the knowledge base from prior chapters. It then goes 

on to deal with the design and implementation of the system. The focus of this chapter is the 

Sensory Substitution Framework developed, and how the framework can be used to implement 

sensory substitution algorithms. This framework provides the design structure for the sensory 

substitution prototypes developed. 
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Figure 1-3: Overview of the dissertation structure and how it links to the DSR methodology 

Chapter 5 – Evaluation Design: A standardised evaluation design is needed to perform consistently 

repeatable evaluations on different sensory substitution techniques. This chapter reviews the 

evaluation procedure developed and used for this project. It also discusses the metrics gathered; 

these can be used to evaluate how well the prototypes achieved the objectives identified in 

Chapter 4. 
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Chapter 6 – Design Cycle 1: The DSR Design Cycle deals with designing, developing and evaluating 

an artefact; in this case a sensory substitution prototype. The design, development and evaluation 

are based on the objectives identified in Chapter 4. This chapter discusses the first round of the 

Design Cycle. First, a Baseline Prototype is implemented based on an existing system, then the first 

iteration from the Baseline Prototype is developed – Prototype 1. A comparative study is then 

performed, comparing the Baseline Prototype to Prototype 1. As a result, a set of 

recommendations is generated. 

Chapter 7 – Design Cycle 2: This chapter discusses the second round of the DSR Design Cycle. Based 

on the objectives identified in Chapter 4, as well as the recommendations generated from the first 

Design Cycle (Chapter 6), another prototype is developed – Prototype 2. The design and 

development of Prototype 2 are discussed in this chapter. A comparative study is then performed, 

comparing the Baseline Prototype to Prototype 2. As a result, a set of recommendations is 

generated. 

Chapter 8 – Conclusion: This chapter concludes the dissertation with an overview of the project 

and how the various research questions were addressed. Discussing the project's findings, what 

was learnt and providing suggestions for future research. 

Finally, the purpose of the dissertation is to communicate the problem, the research done on the 

problem, and the artefact created as a result of the research. For this reason, the communication 

DSR activity is part of every chapter in the dissertation. 
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Chapter 2: Background Research  

2.1 Introduction 

Sensory substitution involves using one sense as a substitute for another (Lenay, Gapenne, 

Hanneton, Marque, & Genouëlle, 2003; Meijer, 1992; Ward & Wright, 2014). In the case of visual-

to-auditory sensory substitution, it involves using audition (hearing) as a substitute for vision, 

allowing one to “see” through sound. Before investigating the research domain of sensory 

substitution, it is helpful to understand how humans perceive sound. 

This chapter aims to gain a clear understanding of how the auditory system functions, covering 

topics such as sound localization – the ability to determine the position of sound sources in space. 

This will give insight into answering the Main research question. More specifically, addressing: 

RQ 1: “What characteristics of audition (hearing) and sound localization can be used for 

visual-to-auditory sensory substitution?” 

This chapter is part of the DSR Rigor Cycle, as it involves understanding the research domain. The 

chapter’s focus is on the background knowledge useful for understanding visual-to-auditory 

sensory substitution. Hence, throughout this chapter, a number of potentially useful characteristics 

of human perception are discussed. 

2.2 Psychoacoustics 

Sound is a mechanical wave which hits the ear and then is transformed into a series of neural action 

potentials. The brain then perceives these as sound. Psychoacoustics is the scientific study of sound 

perception. This section focuses on topics in psychoacoustics, including the anatomy of the human 

ear, the range of human hearing and how humans can understand where a sound is coming from 

(Zwicker & Fastl, 1999). 

2.2.1 Anatomy of the Human Ear 

Humans perceive sound through their ears, which have three main components (Figure 2-1). The 

outer ear, middle ear and the inner ear. The outer ear starts at the visible part of the ear – called 

the pinna – and ends at the eardrum (tympanic membrane). The pinna is focused on channelling 

the sound to the eardrum in addition to amplifying the sound. An important characteristic of the 

pinna is its asymmetrical shape; this results in the same sound being channelled differently 

depending on where the sound comes from (Zwicker & Fastl, 1999). 
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The middle ear is a small airtight chamber following the eardrum, this chamber contains three 

small bones: the malleus, incus and stapes, collectively called the ossicles. The malleus is against 

the eardrum, with the stapes against the oval window of the cochlea. The incus connects the 

malleus and stapes. The purpose of the ossicles is to transform the acoustic energy to kinetic 

(moving) energy, additionally working like mechanical levers to amplify the pressure delivered to 

the oval window of the cochlear (Zwicker & Fastl, 1999). 

 

Figure 2-1: Schematic of the outer, middle and inner ear (Zwicker & Fastl, 1999) 

The inner ear contains the cochlea, a fluid-filled spiral tube, which contains the organ of Corti, 

running the length of the cochlear duct. Inside the organ of Corti is the basilar membrane; the 

basilar membrane is tonotopic, meaning different sections of the basilar membrane are sensitive 

to different frequencies. Different frequencies of sound penetrate to different distances into the 

cochlea, allowing one to tell the difference between frequencies. Through vibrations in the inner 

ear, displacement of the cochlear fluid and movement of the hair cells, the organ of Corti produces 

electrochemical signals. These electrochemical signals result in the neuronal encoding of sound 

travelling along the auditory nerve to the brain – these are spatiotemporal patterns containing 

information about the sound (Hudspeth, 2014). The auditory nerve has approximately 31,000 to 

32,000 nerve fibres (Spoendlin & Schrott, 1989). 

In summary, pressure waves (sound) are channelled by the pinna to the eardrum, causing the 

eardrum to vibrate. This vibration is amplified and transferred to the cochlea by the ossicles – the 

small bones. Depending on the frequency of the sound, the vibration travels different distances 

into the cochlea. This causes displacement of the cochlear fluid and movement of the hair cells, 

resulting in the organ of Corti producing electrochemical signals. These electrochemical signals are 

then interpreted by the brain as sound. 
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2.2.2 Audible Range 

Sound is one’s perceptual experience of pressure waves hitting one’s ear. It should be noted that 

both the brain and the ears are involved in the experience of sound perception, as without the 

brain perceiving the sound, there are only pressure waves (Zwicker & Fastl, 1999). Sound is 

comprised of two primary components, namely, frequency and amplitude. Frequency consists of 

the low and high tones measured in hertz (Hz), and amplitude is the intensity of the sound 

(loudness) measured in sound pressure level (SPL). 

For amplitude, humans can hear sounds as soft as 0 dB SPL (roughly 0.00002 Pa), and as loud as 

120 dB SPL (20 Pa), with 130 dB SPL (200 Pa) being the threshold for pain (Thompson, 2005). A 

change of 1dB SPL is generally considered the smallest average change in level that one can hear 

in a controlled environment (using headphones in an isolated environment). This perceivable 

change is known as the just-noticeable difference (JND), 3dB SPL is a more real-world JND 

(Thompson, 2005). It has also been shown that 8 hours of continuous listening to sound at 90 dB 

can cause damage to the ears, with 1 minute of a 110 dB sound causing hearing loss, and any 

amount of time hearing a 140 dB sound causes immediate, irreversible damage to one’s hearing  

(Velázquez, 2010). 

For frequency, humans can hear between 20Hz (Low) and 20,000Hz (High). Below 20 Hz is known 

as infrasound and above 20,000 Hz is known as ultrasound. One may be able to hear slightly into 

the infrasound and ultrasound extremes with ideal lab setups; however, these extremes are not 

commonly discussed. It should be noted that hearing deteriorates with age – especially the ability 

to hear high frequencies. The result of this is that most adults cannot hear above 16,000Hz 

(Thompson, 2005). 

 

Figure 2-2: Estimated new equal-loudness contours (Suzuki, 2003) 
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Studies have shown that at a constant volume (loudness) as the frequency of a sound changes, 

how loud one perceives the sound to be (perceived loudness) also changes. Since perceived 

loudness changes with frequency, it is useful to have a measure of perceived loudness rather than 

actual loudness, this measurement is known as the phon. The phon measurement of perceived 

loudness is based on the reference tone of 1000 Hz, meaning 𝑥 phon sounds as loud as a 1000 Hz 

tone at 𝑥 dB. For example, 20 phon sounds as loud as a 1000 Hz tone at 20 dB (Howard & Angus, 

2009; Thompson, 2005). 

The equal-loudness contours (Figure 2-2) show what a listener perceives as a constant level of 

loudness when presented with pure tones over the frequency range of human hearing. From Figure 

2-2, it can be seen that humans do not perceive loudness consistently over the frequency range. 

Figure 2-2 shows humans are less sensitive to low frequencies and extremely high frequencies. For 

example, consider the 40 phon equal-loudness contour; at 1000 Hz (1k on the graph), the perceived 

loudness is 40 phon and the actual loudness is 40 dB (because 1000 Hz is the reference tone), at 

about 20 Hz, the perceived loudness is 40 phon (because perceived loudness stays the same along 

the equal-loudness contour), however the actual loudness is 100 dB. This means that to perceive 

a 20 Hz sound as being as loud as a 1000 Hz sound at 40 dB, the sound needs to be turned up by 

60 dB (100 dB – 40 dB). From this example, it can be seen that the equal-loudness contours show 

how much one needs to turn up or down the volume in order for a given frequency to be perceived 

as having the same perceived loudness as 1000 Hz reference tone at a given loudness. This 

perceived versus actual loudness explains why some musical instruments when set at the same 

level, sound softer than other instruments, for example, the bass guitar sounding softer than a 

normal guitar. It should be noted that the equal-loudness contours were done with tones, so one 

cannot simply extrapolate the graph to necessarily include more complex sounds (Howard & 

Angus, 2009; Suzuki, 2003; Thompson, 2005). 

2.2.3 Sound Localization 

Sound localization is the ability of a listener’s brain to determine where a sound source is located 

in three-dimensional space. The localization of sound is achieved through a number of processes, 

starting with the sound being distorted by the head and pinna (Section 2.2.1) and ending with the 

brain interpreting the distortion among other features of the sound (Schiller & Brown, 2013). 
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Figure 2-3: Coordinate system for sound localization (Plack, 2005) 

Figure 2-3 shows the coordinate system for sound localization. Localization in the horizontal plane 

is measured in azimuth (angle measured from directly ahead), with positive azimuth on the left 

and negative azimuth on the right. For the median plane (vertical plane), the angle is measured in 

elevation from straight ahead, with positive elevation being upward and negative elevation being 

downward. Based on this coordinate system, a sound coming from straight ahead measures zero 

degrees azimuth and zero degrees elevation (Plack, 2005). 

2.2.3.1 Azimuth Localization 

Determining the azimuth is done primarily using two techniques, the interaural time difference 

(ITD) and the interaural level difference (ILD).  The ITD and the ILD are binaural cues, meaning that 

they use both ears. The interaural time difference is simply the time difference between a sound 

hitting the left ear versus the right ear, with the JND being 0.01-0.02 ms for pure tones (Shackleton, 

Skottun, Arnott, & Palmer, 2003).  

 

Figure 2-4: A top-down view of the head with a sound source on the right (Plack, 2005) 

As illustrated in Figure 2-4, a sound coming from the right will hit the right ear before the left 

(Thompson, 2005). Interaural time difference is used for sounds below 1500 Hz (Shackleton et al., 
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2003; Smith, Price, Knudsen, Tollin, & Wagner, 2014), since higher frequency sounds do not wrap 

around the head as well as lower frequency sounds, forming an acoustic shadow where sounds are 

only heard on one side of the head (Wolfe et al., 2014).  

 

Figure 2-5: Acoustic shadow for high and low-frequency sounds (modified) (Wolfe et al., 2014) 

 

Interaural level difference (ILD) is the difference in loudness (level) of a sound between each ear. 

The ILD is negligible below 200 Hz since there is virtually no acoustic shadow, however, as the 

frequency becomes higher, the ILD increases to the point where the ILD between each ear is 

roughly 20 dB at 6000 Hz (Musiek & Chermak, 2013). For example, in Figure 2-5 one can see the 

illustrated acoustic shadow of a 6000 Hz tone coming from the left-hand side. In this example, the 

sound would be louder in the listener’s left ear than in the listener’s right ear, as a result of the 

acoustic shadow. Due to the increase in interaural level difference (ILD) with frequency, for sounds 

above 1500 Hz, the ILD is primarily used to determine a sound’s azimuth (Shackleton et al., 2003; 

Smith et al., 2014), with 1 dB being the JND for ILD (Schiller & Brown, 2013). 

The azimuth can be localized to within 1 to 2 degrees when the sound source is directly in front of 

the listener (zero degree azimuth); localization gets progressively worse as the azimuth approaches 

90 degrees (Makous & Middlebrooks, 1990; Musiek & Chermak, 2013; Schiller & Brown, 2013). 

Listeners generally compensate for this loss in accuracy with increased azimuth angle by rotating 

their head toward the direction of the sound source (Musiek & Chermak, 2013). 

2.2.3.2 Elevation Localization 

To localize a sound in the median plane, and hence determine the elevation of a sound, humans 

primarily use spectral cues. Spectral cues are monaural (single ear) cues based on the differences 

in the frequency spectrum of a sound; these differences are caused by the sound waves interaction 

with the shoulders, head and most importantly, the pinna. As discussed in Section 2.2.1, the shape 



BACKGROUND RESEARCH 

15 | P a g e  

 

of the pinna is asymmetrical, resulting in different spectral cues as the location of a sound source 

changes, allowing the listener to determine the sound source’s elevation (Goldstein, 2009). 

Listeners can determine the elevation of a sound given it is sufficiently complex (Roffler & Butler, 

1968a); this is why broadband sounds (sound containing many frequencies) are often used in 

sound localization studies. Listeners are not able to proficiently locate the elevation of pure tones 

(Roffler & Butler, 1968a). Humans do, however, have a natural tendency to associate higher 

pitched tones with higher vertical position, and correspondingly, lower pitched tones with lower 

position (Roffler & Butler, 1968b). For complex sounds, some studies suggest an elevation accuracy 

of 30 degrees (Schiller & Brown, 2013), while other studies found that the smallest errors averaged 

across subjects was 3.5 degrees (Makous & Middlebrooks, 1990). To gain a better accuracy for 

elevation localization, high-frequency sounds (above 4000 – 5000 Hz) are needed (Goldstein, 2009; 

Spagnol, 2012). Localization accuracy of the elevation was better than that of azimuth for sound 

sources on the periphery (Makous & Middlebrooks, 1990). 

 

Figure 2-6: Frequency spectrum for the same sound at two elevations (Goldstein, 2009) 

As shown in Figure 2-6, when a broadband sound is presented at 15 and -15 degrees elevation, the 

frequency spectrum for each elevation varies significantly, even though the sound remained the 

same. This change in the frequency spectrum is what allows the listener to determine the sound 

source’s elevation, in addition to determining if a sound is from in front or behind. 

When the pinna is distorted using moulds to change its shape, subjects immediately become less 

accurate in locating a sound source’s elevation (Goldstein, 2009; Oldfield & Parker, 1984). These 

moulds do not result in an error in locating a sound source’s azimuth (Oldfield & Parker, 1984). 
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However, given two to three weeks with the distorted pinna, detecting sound source elevation can 

be relearnt (Hofman, Van Riswick, & Opstal, 1998; Schiller & Brown, 2013). Once a listener had 

adapted to the distorted pinna, one would assume that removing the moulds (i.e. restoring the 

pinna’s original shape) would result in a decrease in the accuracy of their elevation localization. 

What happens instead is that the listener is now able to locate a sound source’s elevation to the 

original degree of accuracy with the pinna’s original shape and distorted shape (Goldstein, 2009; 

Hofman et al., 1998). This implies that the listener retains their understanding of the new and old 

spectral cues for elevation. 

2.2.3.3 Determining Distance 

The primary cue for distance is loudness, where the azimuth and elevation provide directional 

information. Due to sound’s attenuation with distance, generally, the softer a sound, the further 

away the sound source (Begault, 2000; Spagnol, 2012). However, for familiar sounds, multiple cues 

are used (generally visual-aural cues). For example, to the listener, an aeroplane and a car could 

be equally loud, but through the understanding that aeroplanes are generally louder than cars, the 

listener would likely conclude the aeroplane is further away than the car. For this reason, familiarity 

with a sound source allows one to determine distance more accurately by integrating multiple cues 

(Begault, 2000). However, when hearing an unfamiliar sound source, the primary cue used is 

loudness. 

 

Figure 2-7: Visual representation of the Inverse Square Law (Nave, 2017b) 

Under anechoic (free from echo) conditions, the inverse square law can be used to understand the 

relationship between a sound source’s distance and its loudness (Begault, 2000). The inverse 

square law for sound states that intensity is inversely proportional to the square of the distance 

from the source. The reason for this is that the intensity is spread over an area that is proportional 

to the square of the distance from the source, this can be seen visually in Figure 2-7. 
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The equation for the inverse square law over a spherical surface is as follows: 
𝐼 : Sound intensity 
𝑟 : Distance from source 
𝑃 : Source power 
𝐴 : Area 
 

𝐼 ∝
1

𝑟2
 

Equation 1 

For a spherical surface, 𝐴 = 4𝜋𝑟2: 

∴ 𝐼 =
𝑃

4𝜋𝑟2
 

Equation 2 

 

Figure 2-8: Relationship between a sound source’s distance and loudness (Begault, 2000) 

Using the inverse square law, it can be calculated that an omnidirectional sound source’s loudness 

will drop by 6 dB for each doubling in distance (Begault, 2000), as shown in Figure 2-8. 

 

Figure 2-9: Sound source reflections (Plack, 2005) 

In many scenarios, sound may be reflected off several surfaces. The problem this causes is that 

reflected sound can give contradictory directional information to the actual sound source, as 

illustrated in Figure 2-9 (Plack, 2005). The auditory system deals with this by using the precedence 

effect, that is, it assumes that the first sound is the original and the rest are reflections to be ignored 



BACKGROUND RESEARCH 

18 | P a g e  

 

(Shinn-Cunningham, 2013). The precedence effect is based on the concept that the direct sound 

from a sound source has the least distance to travel and so will be heard first. 

2.2.3.4 Head-Related Transfer Function 

In Section 2.2.3.2, spectral cues were discussed, and it was noted that different positions of a sound 

source result in different frequency spectrums (Figure 2-6). This is caused by the sound interacting 

with the head, torso and pinna. A Head-Related Transfer Function (HRTF) characterises how an ear 

captures a sound propagating from a single point in space; this includes the transformations of the 

sound due to one’s body, head, pinna and ear canal (Potisk & Svenšek, 2015). A Head-Related 

Transfer Function (HRTF) describes, for a single sound source at a specific position, the differences 

in the frequency spectrum of the sound heard by one’s ear versus the actual sound source (Bosun, 

Xiaoli, Rao, & Liang, 2007; Cheng & Wakefield, 2001; Hadad, Fishman, Hadad, & Gannot, 2014; 

Sodnik, Umek, Susnik, Bobojevic, & Tomazic, 2004). As discussed in Section 2.2.3.2, these monaural 

spectral cues are primarily for determining a sound source’s elevation. 

To localize elevation, azimuth and distance for a single sound source at a specific point in space, 

two HRTFs are needed, one for each ear. Using two HRTFs allows for taking into account the many 

factors that influence the localization of a sound source, including spectral cues, interaural time 

difference (ITD) and the interaural level difference (ILD), among others (Bosun et al., 2007; Cheng 

& Wakefield, 2001). Since two HRTFs are linked to a sound source at a single point in space, 

numerous pairs of HRTFs are needed to accurately simulate sound from any point in three-

dimensional space. HRTFs are very individual due to the differences in people’s body, head and 

pinna shape. For this reason, to accurately simulate a sound source’s position in three-dimensional 

space for a given person, one needs numerous pairs of HRTFs, and those HRTFs need to be 

measured specifically for that person (using interpolation between measured HRTFs to fill in the 

gaps). Measurements are generally performed by placing small microphones in the ears, 

comparing the frequency spectrum measured at the microphones with the actual sound source’s 

frequency spectrum (Boynton, 2008). 

For the most accurate three-dimensional sound simulation the HRTFs should be measured for a 

specific individual, but often, this is not possible. For example, if one would like to have positional 

sound in a game, it would be impractical to make every player obtain their HRTFs. For this reason, 

there are generalised HRTFs, which are commonly used in software such as games. These 

generalised HRTFs do not provide as accurate positional sound as personalised HRTFs do, however 

for many purposes, they are good enough.  
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2.2.4 Sound Interference 

When multiple sounds from various sound sources are superimposed (combined), they interfere 

with one another causing constructive and destructive interference (Figure 2-10). Constructive 

interference is when two in-phase waves combine; this forms a wave with the combined amplitude 

of both the waves, resulting in a louder sound. Constructive interference is why a large band in 

harmony sounds much louder than a single person – when all other conditions are kept fixed. 

Destructive interference is when two out of phase waves combine, since their amplitudes are 

opposite, when the waves are combined, they cancel one another out. This produces a softer 

sound, and if the waves are perfectly out of phase, the result is no sound as they perfectly cancel 

one another out. Destructive interference is how noise-cancelling headphones work. They listen to 

the surrounding environment and attempt to play the exact opposite (inverse) of the sound 

produced by the environment, causing the sounds to cancel out through destructive interference. 

 

Figure 2-10: Superposition of waves seen on the right (Nave, 2017a) 

When dealing with digital audio – audio generated using an electronic device such as a computer 

– the audio has to be within a certain upper and lower amplitude. Due to these limitations, a 

phenomenon known as audio clipping can occur (Figure 2-11). 

 

Figure 2-11: Audio Clipping 
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This happens when constructive interference from multiple sounds results in the amplitude 

exceeding those upper and lower amplitude limits. Audio clipping is when the signal peaks that 

exceed the threshold are completely cut off (hard clipping), i.e. resulting in signal peaks being 

squared off as shown at the bottom of Figure 2-11. When clipping occurs audio information is lost, 

and this information is not recoverable. Hard clipping generally sounds extremely harsh and 

unpleasant. 

2.2.5 Discussion of related technologies 

There are several three-dimensional positional audio libraries, which allow one to place sound 

sources in a three-dimensional virtual world. Software that allows for positional audio includes 

OpenAL (Open Audio Library) (OpenAL, 2017), Unity (Unity, 2017) and browsers such as Chrome 

supporting positional audio through the Web Audio API (Mozilla Developer Network, 2017). These 

types of software implement many of the sound localization techniques discussed in Section 2.2.3, 

to create accurate positional sound. 

2.3 Conclusion 

This chapter explored the human auditory system. It investigated different audition characteristics 

with the aim of finding characteristics useful for visual-to-auditory sensory substitution – 

addressing RQ 1. These characteristics included the anatomy of the human ear, how humans 

perceive loudness over the frequency spectrum, how humans localize sounds in space and the 

concept of sound interference. The next chapter looks at sensory substitution. 
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Chapter 3: Sensory Substitution  

3.1 Introduction 

The previous chapter looked at the auditory system. With the knowledge gained from the previous 

chapter, the focus is now turned to how these insights have been used to compensate for the loss 

of a sense, i.e. vision. A commonly studied compensatory technique is called sensory substitution. 

Sensory substitution is a non-invasive technique – meaning no surgery is required – for 

circumventing the loss of one sense by feeding its information through another sensory channel 

(Renier & De Volder, 2005). Hence, devices, which provide information about one’s surroundings, 

typically related to one sense (e.g. vision) through stimulation of another sense (e.g. audition) are 

referred to as sensory substitution devices (SSDs) (Bermejo, Di Paolo, Hüg, & Arias, 2015). 

Sensory substitution is the research domain for this project. The DSR Rigor Cycle requires an 

understanding of the existing knowledge base; this includes an investigation of the benefits and 

shortcomings of existing systems. In doing so, this chapter answers: 

RQ 2: “What are the benefits and shortcomings of existing visual-to-auditory sensory 

substitution techniques?” 

This chapter considers the types of SSDs; it looks at how sensory substitution relates to the brain 

and investigates existing visual-to-auditory sensory substitution devices. From the existing SSDs, 

an algorithm is chosen as a base for developing the Baseline Prototype. The Baseline Prototype can 

then be used as a point of reference for improvement in later chapters. 

3.2 Types of Sensory Substitution Techniques 

Throughout literature, when discussing sensory substitution systems, different conventions are 

used by different authors. For example, auditory-to-vision sensory substitution, visual-to-auditory 

sensory substitution, auditory vision substitution and auditory sensory substitution – among other 

variations – can all be referring to the same type of sensory substitution. The convention used 

throughout this project is [sense being substituted]-to-[sense being used as substitute]; i.e. visual-

to-auditory sensory substitution would mean the visual sense is being substituted and the auditory 

sense is being used as the substitute. Visual-to-auditory sensory substitution systems are generally 

used to give the visually impaired “sight” through sound; conveying what is normally seen visually 

through the auditory sense. 
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There are many different types of vision substitution techniques, common among these are the 

visual-to-tactile and visual-to-auditory techniques. Within each of these techniques, there are 

different ways of achieving sensory substitution. For example, visual-to-tactile sensory substitution 

systems could use stimulation of the tongue through electrotactile stimulators, or stimulation of 

one’s back through vibrotactile stimulators (Kaczmarek, Webster, Bach-y-Rita, & Tompkins, 1991). 

One example of the electrotactile tongue stimulation is the BrainPort, which provides visual-to-

tactile sensory substitution by stimulating the tongue using an electrode array (Danilov, Tyler, & 

Danilov, 2006). 

This project will primarily focus on visual-to-auditory sensory substitution, that is, using audition 

as a substitute for vision, i.e. using sound to give the visually impaired “sight”. The different 

implementations of visual-to-auditory sensory substitution systems are discussed later in this 

chapter. 

3.3 Sensory Substitution and the Brain 

The brain lies behind the ability to perceive the world. Without it, one’s eyes and ears – among 

other sensory organs – would have little purpose. The brain has the ability to turn the feedback 

from these sensory organs into sensations, allowing one to experience sight, sound and touch 

(Beckman, 2014). 

Different regions of the brain are used to process different types of sensory inputs. The visual 

cortex is responsible for transforming the retinal signals into the visual experience commonly 

referred to as sight. The auditory cortex similarly is responsible for transforming signals from the 

cochlea into the auditory experience commonly referred to as hearing. 

Neuroimaging studies have shown that the part of the brain responsible for vision, is involved in 

depth perception when audition is used for vision substitution. This means that the visual cortex 

can be used to process depth information using senses other than vision (Renier et al., 2005). The 

brain is very plastic, as Robert A. Beckman stated, “We don’t see with our eyes, we see with our 

brain” (Beckman, 2014). Because of this, there have been many devices which use audition as a 

vision substitution (Wright, Margolis, & Ward, 2015). 

Looking at visual-to-auditory sensory substitution, it is likely also important to consider the visual 

and the auditory links to the brain; that is the optical nerve and auditory nerve respectively. The 

optical nerve and auditory nerve essentially determine the amount of visual and auditory 

information the brain can receive at any given moment. Considering that the optical nerve has on 

average around 1,158,000 fibres (Jonas, Schmidt, Müller-Bergh, Schlötzer-Schrehardt, & Naumann, 

1992), where the auditory nerve has around 31,500 fibres (Spoendlin & Schrott, 1989); this 
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suggests that the amount of information that can be transferred to the brain via the optical nerve 

is approximately 37 times that of the auditory nerve (Capelle, Trullemans, Arno, & Veraart, 1998). 

Given these information transfer limits, it is unreasonable to expect that visual-to-auditory sensory 

substitution systems will match that of the visual system. It is not infeasible to think that intelligent 

ways of getting around this limitation can be developed – for example, finding compression 

techniques that the brain can naturally decode. The fairly large number of auditory nerve fibres 

also suggests that there is likely much room for improvement on existing SSD, some of which are 

discussed below. 

3.4 Visual-to-Auditory Sensory Substitution Devices 

The general process for visual-to-auditory SSDs is to capture an image in through a camera, process 

the image via an algorithm, which performs an image-to-sound mapping, then output the sound 

through earphones or headphones. There are several existing solutions for the visually impaired, 

specifically for understanding their surroundings, which includes a number of wearable assistive 

devices (Velázquez, 2010). Due to the nature of the project, this section is focused on sensory 

substitution devices (SSDs), which use visual-to-auditory sensory substitution techniques. In the 

field of visual-to-auditory sensory substitution, there are several SSDs that have been developed 

over the years by a variety of researchers. This section will review algorithms commonly discussed 

in literature; these include the vOICe, the PSVA and the MeloSee algorithm. 

3.4.1 The vOICe 

The vOICe was the first SSD to do visual-to-auditory sensory substitution (Meijer, 1992; Ward & 

Wright, 2014). It was originally developed in 1992 and has been the subject of many sensory 

substitution studies. The way the vOICe works is by taking a grayscale image captured by a head-

mounted camera and converting it into a soundscape (an image made of sound). The three primary 

components of the vOICe are a camera (usually placed on glasses) to capture the visual data, a 

computer to convert the image into a soundscape, and headphones to play the soundscape to the 

user (Figure 3-1). The default encoding used to create a soundscape is mapping horizontal space 

to time (from left to right over 1s – i.e. using a scanline technique), vertical space to pitch (the 

higher a pixel, the higher the pitch), and brightness to loudness (the louder, the brighter). Depth 

perception is claimed to emerge and gradually improve through experience with the system 

(Brown, Macpherson, & Ward, 2011; Haigh, Brown, Meijer, & Proulx, 2013), although the depth 

perception is likely comparable to depth perception using one eye. 
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Figure 3-1: An illustration of the sensory substitution device and its conversion principles. (Proulx, Stoerig, 

Ludowig, Knoll, & Schnitzler, 2008) 

The original resolution of the vOICe was 64 x 64 pixels (Meijer, 1992), however, this has been 

increased over time. More recently, the effective resolution of the soundscape is 11,264 auditory 

pixels (176 x 64 pixels) in the default setting (Haigh et al., 2013; Meijer, 2017). Studies have 

determined that participants having a relatively large amount of training (55 to 101 hours) with 

the vOICe, had a visual acuity of between 20/200 and 20/600 (based on the Snellen tumbling E 

paradigm) using a 66-degree field of view (Haigh et al., 2013). Where 20/200 vision means that one 

can read an eye chart from 20 feet away as well as someone with normal vision can read from 200 

feet away. It is unclear if this is the maximum visual acuity achievable with the device, or a 

limitation based on the participant’s neural plasticity (the brain’s ability adapt to new information) 

and their experience with the device (Haigh et al., 2013). 

The benefits of the vOICe are that it is non-invasive, cost-effective, available worldwide and 

research on it is ongoing (Meijer, 2017). The limitations of the vOICe are primarily in the refresh 

rate, which is one soundscape per second. One soundscape is equatable to one frame (still image), 

where for humans, showing roughly 24 frames per second creates the illusion of continuous 

motion seen in a video. The vOICe also does not directly deal with depth information, this in 

combination with the slow refresh rate, makes the vOICe less suitable for navigation. Another 

limitation of the vOICe is the relatively large training time (time taken to learn the system). An 

additional constraint is its use of only two dimensions (height and width) while humans can locate 

sounds in three spatial dimensions, as discussed in Section 2.2.3. A final limitation is that the 

playing of the soundscapes through headphones blocks out sound from the environment, 

something which the visually impaired rely on heavily. This final limitation can easily be overcome 

without any changes to the software, simply by making use of bone conduction headphones. 
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3.4.2 The PSVA 

The Prosthesis for Substitution of Vision by Audition (PSVA) differs from the vOICe in a number of 

ways, the main difference being that rather than scanning the image from left to right playing one 

column of pixels at a time, the PSVA plays an entire image (i.e. frame) at a time. Due to the left to 

right scanning, the vOICe has a relatively slow refresh rate of 1Hz; this does not allow for fast 

sensory-motor interactions (Capelle et al., 1998). The PSVA aimed to improve this achieving refresh 

rates of 10Hz for the overall data-processing. As with most visual-to-auditory SSDs, the PSVA uses 

a head-mounted video camera, a computer to process the images captured by the camera, and a 

set of headphones to play the generated sound. 

 

Figure 3-2: An artificial retina with four levels of resolution, amounting to a total of 208 pixels (Capelle et al., 1998) 

The PSVA uses grayscale images, since colour images would increase the amount of information 

that needs to be encoded into sound. The PSVAs visual processing simulates two parts of the 

human visual system, namely lateral inhibition and graded resolution. Lateral inhibition – the idea 

that neighbouring neurons respond less when activated at the same time – increases the visual 

systems ability to detect edges on a surface. This process is simulated with an edge detection filter 

that is run on the image. Graded resolution – higher resolution at the fovea (the “centre” of the 

eye) than on the periphery – is implemented using what the authors call a “multiresolution artificial 

retina” (Capelle et al., 1998); this is illustrated in Figure 3-2. The “multiresolution artificial retina” 

is a noteworthy contribution of the PSVA system (Ward & Wright, 2014). The implementation of 

the PSVA provides a total of 124 pixels using the multiresolution artificial retina with two levels. 

The multiresolution artificial retina with two levels is an 8 x 8 pixel grid, with another a more dense 

8 x 8 pixel grid covering the centre 4 pixels of the original 8 x 8 pixel grid. Hence (8 × 8) + (8 × 8) −

4 = 124 pixels. 

The PSVA’s auditory processing is done using a model of the human auditory system, using features 

such as the binaural intensity balance (ILD) and phase difference (ITD). Each pixel in the processed 
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image is linked to a sinusoidal tone. The weighted sum of the tones then generates a single complex 

tone for each ear, where the intensity balance and phase difference is relative to the ear (Capelle 

et al., 1998). For horizontal localization, the PSVA uses intensity balance and phase difference. For 

vertical localization the PSVA associates higher pitch tones to the high parts of the image, and lower 

pitch tones to the lower parts of the image; this is based on the way humans localize sounds, 

associating higher pitched tones as being higher and lower pitched tones being lower as discussed 

in Section 2.2.3.2. 

An overview of the algorithm is as follows: First, the grayscale image is passed through an edge 

detection filter, then the filtered image is converted into a multiresolution image (Figure 3-2). An 

auditory tone is assigned to each pixel in the image with the amplitude corresponding to the grey 

level of the associated pixel, and pitch corresponding to height. Then the weighted sum of all the 

tones is processed using the PSVA’s model of the human auditory system, resulting in a complex 

sound being generated for the left and right ears approximately once every 10Hz. 

The PSVA solves some of the issues of the vOICe system, namely the PSVA can convert a full image 

into sound in one go; rather than scanning the image left to right and converting it into sound one 

column at a time. This improves the system’s use for navigating environments. The PSVA achieves 

this by making use of a broader range of human sound localization abilities. The PSVA also adds 

the “multiresolution artificial retina” which roughly mimics the way the human visual system 

functions. However, the shortfalls of the system – similar to the vOICe – include the long training 

period required to learn the system.  

3.4.3 MeloSee 

The MeloSee algorithm uses a different approach to the vOICe and PSVA. Using a grayscale image, 

the MeloSee algorithm uses a depth image; as stated by the title of the MeloSee paper, “Navigating 

from a Depth Image Converted into Sound” (Stoll et al., 2015). The depth image is downsampled 

using a process that mimics part of the human visual system; the result is an 8 x 8 pixel image. 

Based on the downsampled depth image, the output sound is generated in real-time by combining 

simple tones to form the overall sound. 

 

Figure 3-3: MeloSee SSD flowchart  (Stoll et al., 2015) 



SENSORY SUBSTITUTION 

27 | P a g e  

 

The overview of the process is shown in Figure 3-3. The Xtion sensor is the depth camera that was 

used; the retinal encoder is what mimics the human visual system; the stereo tone generator 

converts the encoded (i.e. downscaled) depth image into sound; and the headphones play the 

sounds to the user through the left and right speakers. 

 

Figure 3-4: Grayscale depth image (a). Activation computation (b). RF activities (c). (Stoll et al., 2015) 

As is common with visual-to-auditory sensory substitution systems, the large amount of visual 

information is reduced (lossy compression) before being converted into sound. Figure 3-4 shows 

an overview of the visual processing part of the MeloSee algorithm that achieves this compression. 

The algorithm starts by receiving a depth image shown in Figure 3-4 (a), 64 receptive fields (RFs) – 

represented by the larger dots in Figure 3-4 (b) – are then spread out evenly across the depth 

image, forming an 8 x 8 grid. For each RF, 𝑝 = 10 neighbouring pixels are randomly sampled from 

a 2D normal distribution. For each RF, the depth values (𝑙𝑖,𝑘) of the 𝑝 samples are then averaged 

using Equation 3, resulting in an “activation” (𝐴𝑐𝑡𝑖) for that RF (the 𝑖𝑡ℎ RF) – this is an efficient way 

to approximate the mean of the pixels around a RF. The “activation” (𝐴𝑐𝑡𝑖) calculated for each RF 

from the retinal encoded image, as shown in Figure 3-4 (c). 

𝐴𝑐𝑡𝑖 =
1

255𝑝
∑ 𝑙𝑖,𝑘

𝑝

𝑘=1

 

Equation 3 
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For the sound generation aspect (Fristot, Boucheteil, Granjon, Pellerin, & Alleysson, 2012) of the 

MeloSee algorithm, tones on the ’just intonation’ scale are used, as shown in Table 3-1. For each 

pixel in the retinal encoded image the vertical position is related to pitch (C4 to C5 from bottom to 

top respectively), the horizontal position is related to left-right gain, and the distance (i.e. the depth 

value/”activation” of the RF) is inversely proportional to tone intensity. Hence, the sounds vary 

based on the “activation” (𝐴𝑐𝑡𝑖) – the approximate average depth – of the RF associated with the 

pixel, as well as its vertical and horizontal position of the pixel. 

Table 3-1 Frequencies of the ’just intonation’ scale (Fristot et al., 2012) 

 

The sounds generated for each pixel are generated and then played in parallel; this means the 

whole soundscape is generated at once, rather than only part of the image being played (Fristot et 

al., 2012). This allows MeloSee to achieve approximately real-time image to sound conversion, with 

an audio update rate of 7.5 Hz (or 132ms) (Stoll et al., 2015), rather than the traditional 1 Hz (i.e. 

1 fps) with algorithms such as the vOICe, which don’t convert the whole image at once (Meijer, 

1992). 

The benefit of using sound localization techniques for left-right positioning is that it enables the 

MeloSee algorithm to generate the entire soundscape in real-time. This real-time nature makes it 

suitable for navigation tasks. The MeloSee algorithm makes use of a depth camera rather than a 

standard grayscale or colour camera as most sensory substitution systems do – such as the PSVA 

and the vOICe. An additional benefit of the MeloSee algorithm is that it incorporates the depth 

information from the depth camera; this means it provides information for all three axes (x, y and 

z). One of the shortfalls of the MeloSee algorithm, as with sensory substitution systems in general, 

is the low resolution of the generated soundscape. 

3.4.4 Notable Sensory Substitution Devices 

EyeMusic is very similar to the vOICe, with the addition of using musical instruments to convey 

colour (Abboud, Hanassy, Levy-Tzedek, Maidenbaum, & Amedi, 2014). The musical instruments 

used are depicted in Figure 3-5 (A), and the algorithm process depicted in Figure 3-5 (B). As with 
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the vOICe, this system also scans the image from left to right; EyeMusic additionally allows for the 

duration of the image scan to be adjusted by the user. This left to right scanning means that as 

with the vOICe, it does not allow for fast sensory-motor interactions. EyeMusic also requires a 

reasonable amount of training time to become familiar with the system – approximately 2-3 hours. 

 

Figure 3-5: EyeMusic Overview (Abboud et al., 2014) 

Another notable SSD is Project BATEYE. Project BATEYE is an affordable wearable device, which 

uses an ultrasonic sensor to measure the distance to the nearest object (within the 15-degree field 

of view of the ultrasonic sensor). The measured distance is conveyed to the user through tones 

ranging from 150Hz to 15,000Hz as the distance ranges from 2cm to 4m respectively (Ganguly., 

2016). The benefits of this technology are its cost, simplicity and real-time feedback with essentially 

no training required. The limitations are that the technology only provides depth information 

about the nearest object within a 15-degree angle, relying on the movement of the head to gain 

more information about one’s surroundings (Ganguly., 2016). 

3.4.5 Overview of Sensory Substitution Devices 

This section discusses the benefits and shortcomings of the various visual-to-auditory sensory 

substitution techniques shown in Table 3-2. The only consistent benefit across all the devices is 

that they are all non-invasive. This is valuable since it means that no invasive surgery is required in 

order to make use of these devices. On the other hand, a common shortcoming of these devices is 

their low resolution, with the highest resolution being 176 x 64 pixels. 
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Table 3-2: The Benefits and Shortcomings of Existing SSDs 

SSD Benefits Shortcomings 

The vOICe • Cost-effective 

• Relative to other SS systems, a 

high resolution (176 x 64 pixel) 

• Research on it is ongoing 

• Non-invasive 

 

• Steep learning curve (long 

training period) 

• Scans from left to right (slow 

refresh rate, 1Hz) 

• Does not directly incorporate 

depth information 

• 2D (x and y) 

The PSVA • Real-time 

• Multiresolution artificial retina 

• Non-invasive 

• Steep learning curve (long 

training period) 

• Does not directly incorporate 

depth information 

• 2D (x and y) 

• 124 total pixels 

MeloSee • Real-time 

• Incorporates depth information 

(from depth camera) 

• 3D (x, y and z) 

• Non-invasive 

• Unclear learning curve 

• 8 x 8 pixel resolution 

Project BATEYE  • Real-time (+-70Hz refresh rate) 

• Easy to use 

• Cost-effective 

• 2cm near distance 

• Non-invasive 

• Narrow field of view 

• Only uses 1 dimension of sound 

(pitch) 

• 1x1 resolution (only provides 

depth for a single point) 

EyeMusic • Conveys colour information 

• Non-invasive 

• Steep learning curve (long 

training period) 

• Scans from left to right (slow 

refresh rate, +-1Hz) 

• Does not directly incorporate 

depth information 

• 2D (x and y) 

• 40 x 24 pixel resolution 

Another common shortcoming of existing systems is the steep learning curve (training period) 

required; this is the case with the vOICe, PSVA and EyeMusic. The MeloSee algorithm also required 

a training period, although it is unclear how important the training period was. What is known is 

that with all the algorithms, including MeloSee, participants became more proficient at using the 

system with time. Project BATEYE is the easiest to use, however, this is also a result of its simplicity 

– only providing distance information for a single point (the nearest object within a 15-degree angle 

in front of the user). 
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The vOICe and EyeMusic use a scanline technique, scanning the image from left to right roughly 

once per second. This makes the vOICe and EyeMusic not as usable for real-time tasks such as 

navigating an unknown environment. The PSVA and MeloSee, on the other hand, use binaural 

audio techniques; this has the benefit of allowing for playback of the entire image at once, allowing 

them to obtain refresh rates of 10Hz, which allows for real-time movement. 

The MeloSee algorithm can convert the entire image into a playable soundscape at once, and also 

adds depth information. This benefit is unique in that it makes MeloSee the only algorithm in Table 

3-2 to provide all three dimensions of information (x, y and z) – it also does this in real-time. The 

other systems only incorporate x and y (the vOICe, the PSVA and EyeMusic), or only incorporate z 

(Project BATEYE). To provide all three dimensions of information, the MeloSee SSD uses a depth 

camera rather than the traditional grayscale or colour camera used by the other systems (except 

for Project BATEYE). The depth camera provides depth information for every point on the image. 

Where most of the systems then use loudness for brightness, depth images do not contain 

brightness nor colour information in a pixel, they only contain depth information; so, the MeloSee 

algorithm is free to use loudness for depth. 

All the algorithms also use simple tones, except for EyeMusic, which uses simple musical notes to 

represent colour. However, none of the systems tested complex sounds for improving localization. 

Another interesting point is that all the algorithms associated pitch with height – except for Project 

BATEYE, which associated pitch with distance. 

Finally, the EyeMusic and the PSVA algorithms both have unique benefits. The EyeMusic can 

convey colour information; it does this through associating a colour with a musical instrument. The 

addition of colour adds an extra layer of information, which is beneficial in a number of ways. The 

PSVA has the unique benefit of implementing a multiresolution artificial retina, roughly imitating 

how the eye can perceive more information in the fovea (the centre of the eye). 

3.5 Evaluation Procedures for Sensory Substitution Devices 

The vOICe and PSVA evaluation procedures focus on shapes. This is common in sensory 

substitution device evaluations. For example, the PSVA evaluation required participants to identify 

patterns (Capelle et al., 1998). For the evaluation, 25 of 50 basic patterns (generated from 15 base 

patterns – see Figure 3-6) were randomly chosen. These patterns were shown one after the other 

to the participants, and the participants were required to reconstruct the pattern using metallic 

strips. The answers were recorded as either correct or incorrect.  
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Figure 3-6: The 15 basic patterns used rotated by 45 or 90 to produce 50 images used in the PSVA evaluation 

(Capelle et al., 1998) 

In sensory substitution evaluations it is also common to come across eye tests such as the Snellen 

tumbling E paradigm (Haigh et al., 2013; Reich, Maidenbaum, & Amedi, 2012; Striem-Amit, 

Guendelman, Amedi, Carlson, & VanMeter, 2012). These tests are used to determine the visual 

acuity achievable with the systems – they are essentially a variation on the shape identification 

evaluations. Visual acuity measured using eye tests such as the Snellen tumbling E paradigm make 

it easier to compare the visual acuity achieved using the system to the visual acuity of a sighted 

individual with normal visual acuity (Reich et al., 2012). 

The Snellen tumbling E paradigm is useful for obtaining a precise score for how well the sensory 

substitution system performs on certain visual tasks. The limitation of using this type of evaluation 

is that it gives little information regarding how well the system performs on navigation tasks, e.g. 

navigating an unfamiliar environment. Navigation requires an understanding of one’s 

surroundings; this includes an understanding of the distance to various objects in the scene – i.e. 

depth perception. Evaluations testing the practical usefulness of a sensory substitution device for 

navigation – specifically navigating an unfamiliar environment without physical touch – should 

include practical navigation tasks. 

 

Figure 3-7: Paths A (left) and B (right) used in the MeloSee experiment (Stoll et al., 2015) 
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The MeloSee algorithm evaluation procedure involved participants navigating through paths 

(Figure 3-7). Participants were given instructions to make as little contact with walls and screens 

as possible (i.e. barriers blocking the left or right side of the passage). The metrics gathered for this 

study were: number of wall touches, number of U-turns and time on task (Stoll et al., 2015). This 

type of evaluation is focused on testing the usefulness of the sensory substitution system for 

navigation in an unfamiliar environment. This is in contrast to the type of evaluations often 

completed for sensory substitution systems, such as the vOICe and the PSVA; which evaluate the 

visual acuity of the system for the recognition of shapes (generally on a flat surface) such as letters 

on a board, rather than evaluating the system’s usefulness for navigation. 

3.6 Baseline Prototype 

The Baseline Prototype is a prototype developed based on an existing system. The Baseline System 

is then able to be used as a starting point for developing an improved visual-to-auditory sensory 

substitution prototype, as well as a point of comparison. The Research Aim (Section 1.3) is: 

“To develop an improved visual-to-auditory sensory substitution prototype – using sound 

localization as a sensory substitution for depth perception.” 

As it can be seen from this aim, the goal is to use sound localization as a sensory substitution for 

depth perception. This means that the existing system that the Baseline Prototype is based on, 

should approach the problem of creating a sensory substitution system in a similar way – i.e. 

primarily focusing on sound localization and depth perception for creating the sensory substitution 

algorithm. All the algorithms discussed, with the exception of the MeloSee algorithm, focus on 

conveying a grayscale or colour image through sound. The MeloSee algorithm focuses on 

conveying a depth image through sound (Section 3.4.3). It also uses sound localization principles 

when generating sound, produces soundscapes in real-time and is the only algorithm discussed 

that provides information regarding all three dimensions (x, y and z). For these reasons, the 

Baseline Prototype was developed based on the MeloSee algorithm. 

3.7 Conclusions 

This chapter focused on understanding the knowledge base for visual-to-auditory sensory 

substitution. First, it explained what is meant by the term visual-to-auditory sensory substitution 

(Section 3.2). It then went on to look at sensory substitution and the brain (Section 3.3). The next 

section discussed existing systems (Section 3.4) along with their benefits and shortcomings as 

shown in Table 3-2. It then gave an overview of existing systems evaluation procedures (Section 

3.5). Next, considering the Research Aim (Section 1.3), the MeloSee algorithm was chosen as a 
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base for developing the Baseline Prototype. This Baseline Prototype can then be used as a point of 

comparison when answering RQ 6 during the DSR Design Cycle. The next chapter looks at a 

framework developed for implementing sensory substitution algorithms.
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Chapter 4: Sensory Substitution Framework  

4.1 Introduction 

The previous chapters gave an understanding of how humans perceive their environment and how 

researchers have used that knowledge to develop sensory substitution systems in the past. In the 

DSR methodology, the Design Cycle is a process of development, evaluation and improvement. The 

next chapters will focus on the development and evaluation of new sensory substitution algorithms 

based on the knowledge gained from the research previously discussed. Before looking at the 

Design Cycle for the sensory substitution prototypes, this chapter aims to answer: 

RQ 3: “How can visual-to-auditory sensory substitution prototypes be developed to allow 

for the testing of different visual-to-auditory sensory substitution techniques?” 

This research question is answered by creating a set of prototype development objectives, and 

then looking at the framework developed for implementing sensory substitution prototypes – the 

Sensory Substitution Framework1. The set of prototype development objectives are based on the 

knowledge gained from existing systems (Section 3.4). 

4.2 Prototype Development Objectives 

One of the DSR activities is to define the objectives of the solution based on the problem definition. 

In the case of this project, this means defining a set of prototype development objectives based on 

the main research question; these objectives can then be used as a reference point throughout the 

rest of the project. The main research question is: 

“How can sound localization be used as a sensory substitution for depth perception, to give the 

visually impaired an accurate understanding of their surroundings through audition?” 

Considering the main research question and RQ 3, as well as how the existing systems (Section 3.4) 

were designed, how they function, and their benefits and shortcomings, a set of objectives were 

generated to guide the prototype development: 

 

 

1 https://github.com/jamesdeklerk/sensory-substitution-framework  

https://github.com/jamesdeklerk/sensory-substitution-framework
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PDO 1. Create a standardised framework for implementing (and testing) visual-to-auditory 

sensory substitution prototypes. The framework should allow the prototypes to be: 

a. Modular – separating the visual and auditory components; and 

b. Configurable – allowing testing of different configurations. 

PDO 2. Implement the Baseline Prototype using the standardised framework. 

PDO 3. Prototype Development Objectives for improving on the Baseline Prototype: 

a. Implement the prototype using the standardised framework – to allow for 

comparison to the Baseline Prototype; 

b. Real-time (rather than left to right scanline); 

c. Include all three dimensions – depth perception, left-right perception and up-down 

perception; 

d. Use sound localization principles in conjunction with a 3D audio library; and 

e. Improve spatial perception (based on a standardised evaluation procedure) – 

compared to the Baseline Prototype. 

The first prototype development objective (PDO 1) is to create a standardised framework for 

implementing visual-to-auditory sensory substitution prototypes. The motivation for this PDO is 

given in the next section. 

4.3 Motivation for Developing a Framework 

The reason for developing the framework is to have a standardised, consistent and modular way 

of implementing, testing and comparing different algorithms. Currently if a researcher develops a 

new sensory substitution algorithm and wants to compare its performance to an existing 

algorithm, the researcher must re-implement the existing algorithm. This is the case for a large 

number of sensory substitution algorithms. Using a standardised framework, researchers can share 

their algorithms knowing there is a standard procedure for running the algorithms. 

The framework also removes the need to re-implement commonly used code, such as the code 

used to read information from the camera. This results in code which is easier to maintain, in 

addition to allowing for common code to be shared across algorithms – speeding up development 

time. The framework also supports configuration files, which allow for rapid testing of different 

configurations, improving the ability to test and conduct preliminary evaluations of different 

combinations of algorithm subroutines. 

The framework aims to improve the development and testing experience for sensory substitution 

researchers. Hence, it is hoped that this framework will contribute to the development of a 

standardised framework for developing, testing and comparing sensory substitution algorithms. 
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4.4 Framework Development 

The framework developed is named the Sensory Substitution Framework (SSF). This sensory 

substitution framework was developed primarily with visual-to-auditory sensory substitution in 

mind, however, it is expected that the framework would be similarly useful for other types of SSDs. 

Visual-to-auditory SSDs consist of a number of hardware components; the standard components 

being a camera used to capture the visual information, a computer used to process the visual 

information and headphones to output the generated sounds. Visual-to-auditory SSDs also 

generally consist of a number of software components; at a fundamental level, the software for 

almost all visual-to-auditory sensory substitution systems can be split into two parts – the visual 

processing algorithm and the auditory processing algorithm (Capelle et al., 1998; Stoll et al., 2015; 

Veraart, 1989). 

Based on the software and hardware components, careful thought was given to the structure of 

the framework and how its pieces would fit together. The framework needed to be flexible enough 

that one can develop a large variety of sensory substitution algorithms; yet, the framework also 

should have a fixed structure so that one can swap out the visual processing algorithm without 

needing to re-implement the auditory processing algorithm, or vice versa. All this while allowing 

for dynamic (live) swapping between algorithms and dynamic configuration of algorithms. The 

framework structure used to achieve this is discussed in Section 4.4.2. However, before looking at 

the framework structure, it is useful to understand the Robotic Operating System (ROS) discussed 

below. 

4.4.1 Robotic Operating System (ROS) 

The SSF was built on top of the Robotic Operating System (ROS). This section will give a brief 

introduction to ROS. ROS is an open-source modular platform (or “meta-operating system”) 

commonly used for the development of robotic systems (Open Source Robotics Foundation, 2018). 

It runs on Ubuntu 16.04 and is language independent, however, the default supported languages 

are Python, C++ and Lisp. The specific version of ROS used for this project was ROS Kinetic Kame, 

which was chosen since it is a Long Term Support (LTS) release. There are a large number of 

benefits to using ROS; these include that fact that ROS encourages the development of modular 

software (used to achieve PDO 1.a), it is built for real-time processing, there are many extremely 

useful ROS packages (e.g. for the depth camera used in this project), and it has a well-established 

community. ROS has even been used in the development of visual-to-tactile SSDs (Cancar, Diaz, 

Barrientos, Travieso, & Jacobs, 2013; Taylor, 2017). 

At its core, ROS consists of nodes, messages and a ROS Master. A node is simply a program which 

performs some computation; in order to create modular code, generally one will have many nodes 
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each performing a relatively specific task. Nodes communicate with one another using messages. 

A message is a packet of structured data, the structure of the message is called the message 

description. There are predefined message descriptions in ROS, and it is also possible to create a 

custom message description. A simple message containing two integers – x and y – is illustrated in 

Figure 4-1. 

 

Figure 4-1: Simple ROS message description 

This communication takes place using the publish-subscribe pattern (Open Source Robotics 

Foundation, 2019) which means that one node would publish a message to a topic, and another 

node would subscribe to that topic, receiving a message each time it is published (a topic is 

essentially a name identifying the message content published to it). This interaction is managed by 

the ROS Master as illustrated in Figure 4-2. Figure 4-2 illustrates that thanks to the ROS Master, 

the publisher (Node A) and subscriber (Node B) can be completely independent of one another. In 

other words, the publisher is not interested in who uses the messages it publishes, and the 

subscriber does not care where the messages come from. Nodes can publish on multiple topics 

and subscribe to multiple topics. It is also normal for multiple nodes to publish to the same topic 

or subscribe to the same topic. 

 

Figure 4-2: ROS Master, Node and Message Interaction 

A simple example based on Figure 4-2 could be the following: Node A has information about the 

movement of the computer mouse. Every time the mouse moves, Node A publishes a message 

containing the new x and y position of the mouse to the topic “mouse_move”. The message 

description (i.e. format) of the message data is illustrated in Figure 4-1, with a specific instance of 

a message illustrated in Figure 4-2. The ROS Master manages these messages, and every time the 

ROS Master receives a message on a specific topic, it calls the nodes subscribed to that topic, and 
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then passes them a copy of the message data. In this case, Node B is subscribed to the topic 

“mouse_move”; so, every time the mouse moves, Node A publishes a message to “mouse_move”, 

and subsequently the ROS Master calls Node B and passes it a copy of the message data. Node A 

can then do what it wants with the data, for example, print it to the console. 

Nodes typically will subscribe to a topic, receive messages on that topic, process the message data 

(which may be images, strings etc.), form a new message with the processed data and publish the 

new message on a topic (generally a different topic). There will also normally be multiple nodes in 

the system, each performing a specific task. 

The code described above would generally be put into a ROS package. A ROS package is the unit 

for organising code. A package commonly consists of many nodes, some configuration files (used 

to achieve PDO 1.b), some datasets and some ROS-dependent libraries. To record and playback, 

the data published by the various nodes ROS has what are called ROS bags. A ROS bag is a file which 

stores a recording of messages published to topics. When making a recording to a ROS bag, one 

specifies which topics to record, and ROS then records all the messages published to those topics. 

The ROS bag can then be played back at any stage, where playing back means publishing the 

messages recorded in the order they were recorded over the same amount of time they were 

recorded. This is extremely useful since nodes do not care where the messages come from (as 

previously discussed); the nodes can receive (and hence process) the recorded messages as if they 

were not recorded, but rather being received from sensors in real-time. 

4.4.2 Sensory Substitution Framework Overview 

Almost all visual-to-auditory sensory substitution systems can be split into two parts – the visual 

processing algorithm and the auditory processing algorithm (Section 4.4). This is the basis for the 

structure of the framework developed. The visual processing algorithm is referred to as the Retinal 

Encoder, and the auditory processing algorithm is referred to at the Sound Generator. The naming 

conventions of some framework components were inspired by the naming conventions used for 

the MeloSee system (Stoll et al., 2015). 

 

Figure 4-3: Sensory Substitution Framework pipeline 
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As illustrated in Figure 4-3, the first stage in the pipeline is a camera; this is responsible for 

capturing an image in real-time – the camera could be a standard colour camera, a depth camera 

or a combination depending on the algorithm’s needs. The next stage is the Pre-processor (PP); 

the Pre-processor is responsible for any pre-processing done on the image, this could include 

denoising the image (i.e. removing the errors) and cropping the image, among other things – see 

Figure 4-4 (b) for an example. The pre-processed image is then passed onto the Retinal Encoder 

(RE); the Retinal Encoder is responsible for compressing the image by using principles from the 

human visual system in a useful and efficient manner. The retinal encoded image – see Figure 4-4 

(c) for an example – is then passed onto the Sound Generator (SG); the Sound Generator generates 

a soundscape (Section 3.4.1) from the retinal encoded image, using principles from 

psychoacoustics (Section 2.2). The generated sound is then played through headphones, which 

completes the pipeline. Depending on the speed of the algorithms, this process usually runs at a 

rate of 30Hz (i.e. 30 frames a second). 

 

Figure 4-4: Example of a Depth Image (a), Pre-processed Image (b) and a Retinal Encoded Image (c). 

The Pre-processor, Retinal Encoder and Sound Generator are all ROS nodes, which communicate 

via ROS messages. The way these nodes interact and the topics used are discussed next (Figure 4-3 

can be used to follow this process). Although one could use both a depth camera and colour 

camera, for simplicity, only the depth image is considered here. The Pre-processor subscribes to 

the depth camera’s topic (this topic is not standardised as it depends on the camera used), it then 

receives a depth image whenever one is published on the depth camera’s topic. When the Pre-

processor then receives a depth image, it processes the image received and publishes the 

processed image to the topic “processed_depth_image”. The Retinal Encoder subscribes to that 

topic (“processed_depth_image”), receiving a processed depth image whenever one is published 

to that topic. When the Retinal Encoder receives a processed image on the 

“processed_depth_image” topic, it does the relevant processing on that image – generally 

simulating aspects of the human visual system – resulting in the retinal encoded image. The Retinal 

Encoder then publishes the retinal encoded image to the topic “retinal_encoded_image”. The 

Sound Generator subscribes to the topic “retinal_encoded_image”, receiving a retinal encoded 

image whenever one is published to that topic. When the Sound Generator receives a retinal 
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encoded image, it generates sound based on the image, playing the sounds through the listening 

device attached (generally a set of headphones). 

The fact that the Pre-processor, Retinal Encoder and Sound Generator are all ROS nodes – and that 

they subscribe and publish to a standardised set of topics – is what allows each of the components 

to be swapped out. This ability to swap the components out is what provides the SSF with flexibility. 

This means that one could develop a new Sound Generator algorithm without changing anything 

else in the pipeline. For example, other researchers may have implemented a Retinal Encoder that 

performs well, and another researcher would like to test out a new Sound Generation algorithm 

using the existing Retinal Encoder. With previous systems, one would need to re-implement the 

Retinal Encoder and determine how to make it compatible with the Sound Generator. With the 

SSF, because the communication is standardised between the different nodes, those complexities 

fall away. Using the SSF, the researcher simply focuses on implementing a Sound Generation 

algorithm – in fact, a Sound Generation algorithm template is even provided as a starting point –

and chooses the Retinal Encoder algorithm to be used. One could just as easily write one’s own 

Retinal Encoder or Pre-processor. Similarly, if one wanted to create a completely new visual-to-

auditory sensory substitution system, one could implement a new Pre-processor, Retinal Encoder 

and Sound Generator. The researcher focuses on the algorithms, allowing the framework to deal 

with the complex interactions between the nodes, and between the hardware and software. 

4.4.3 Sensory Substitution Framework Features 

The SSF also provides a number of useful features (built on top of ROS). These include dashboards 

(Section 4.4.4) for monitoring or interacting with algorithms as they run in real-time, visualisation 

tools to see how sound emitters are placed in 3D space (Figure 4-5), and a set of pre-built functions 

(SSF Core – Section 4.4.5) that can be used across algorithms. 

 

Figure 4-5: Three views of a 3D visualisation provided by the SSF. The grey sphere represents the listeners head, 

and the coloured spheres represent sound emitters placed in 3D space relative to the listener. 

The framework allows for configuration of many parameters using configuration files. These 

include the camera settings, the amount of crop applied to images, the distance units used and, 
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the default algorithms to launch, among many other parameters. The design of the framework 

encourages the use of configurability even when developing custom Pre-processors, Retinal 

Encoders and Sound Generators. The framework also supports real-time configuration (dynamic 

reconfiguration), meaning one can change the parameters while the algorithms are running. Due 

to the decoupled nature of ROS nodes, this means that one can swap out the Pre-processors, 

Retinal Encoders or Sound Generators in real-time. This allows one to “flick between” two different 

Retinal Encoders to see how they differ without having to reboot the entire system. 

Since the framework is built on top of ROS, it supports ROS bags by default. As discussed in Section 

4.4.1, this means that the framework can record and playback the data captured. This is extremely 

useful for comparing algorithms using a standard set of recorded example scenarios and for 

recording evaluations for future reference. For general usage of the system refer to Appendix C. 

4.4.4 Dashboards 

An SSF dashboard is a user interface (UI) with a number of elements used for monitoring or 

interacting with algorithms as they run in real-time. The framework has several built-in 

dashboards: one for viewing the colour image, depth image and retinal encoded image side by 

side. Another one is called the evaluation dashboard, which only shows the retinal encoded image, 

and is used to make sure the algorithm is running correctly before starting an evaluation. 

 

Figure 4-6: Sensory Substitution Framework prototyping dashboard 
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Another dashboard, called the prototyping dashboard, is shown in Figure 4-6. As can be seen from 

the labels on the dashboard, it gives access to dynamic configuration settings (top-right), ROS bag 

recording and playback features (bottom-right), and, the ability to launch other ROS nodes or 

packages through the UI (bottom-right). The prototyping dashboard also shows the colour image, 

depth image, pre-processed depth image and the retinal encoded image in a 2 by 2 grid (left). 

Having quick access to these features in a UI is extremely useful, as it increases the efficiency of 

the development process for sensory substitution algorithms. 

4.4.5 SSF Core 

SSF Core2 is a Python module developed by the researcher for the SSF. This module contains core 

functions that may be used across the framework and across different sensory substitution 

algorithms. The functions and algorithms that were implemented in SSF Core include but are not 

limited to: 

• Image cropping; 

• Calculating the change in the field of view after image cropping; 

• K-means clustering implementation for processing depth images; 

• Applying quantisation; 

• Temporal filter for denoising depth images; 

• Handling 3D projections; 

• Sampling pixels according to a 2D normal distribution; and 

• Approximating sound frequency using a fast Fourier transform. 

All of the functions and algorithms implemented in the SSF Core are optimised to ensure that they 

can be run in conjunction without noticeably impacting the real-time nature aimed for in SSDs. This 

is done through using parallelised functions wherever possible. The use of SSF Core has the 

potential to greatly decrease the time taken to develop sensory substitution algorithms. 

4.4.6 Language Used 

Python was the development language chosen for the SSF; this was based on the languages 

supported by ROS – one of the main languages being Python (Open Source Robotics Foundation, 

2018). One advantage of using Python is that for a number of years it has been comfortably within 

the top five most commonly used languages according to GitHub’s annual report (GitHub, 2018). 

Another advantage is the broad range of tools and software developed for Python, from 

 

2 https://github.com/jamesdeklerk/sensory-substitution-framework/tree/master/ssf_package/src/core  

https://github.com/jamesdeklerk/sensory-substitution-framework/tree/master/ssf_package/src/core
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Tensorflow (Google, 2018) to OpenCV (OpenCV team, 2018). To improve code readability and ease 

of use, a Python style guide was used. The style guide followed was PEP8 (Python Software 

Foundation, 2018), where PEP stands for Python Enhancement Proposal. This is currently the most 

popular style guideline for Python. 

4.5 Conclusions 

The sensory substitution framework developed was successfully used for implementing the three 

different algorithms for this project – this is discussed in later chapters (Chapter 6 and Chapter 7). 

Using the framework – which allowed for relatively fast algorithm implementation, testing and 

comparison with other algorithms – proved valuable to the research. Other features of the 

framework such as recording and playback of data, configuration files and the dashboards for 

viewing the real-time processing of the algorithms, were also found to be valuable. In addition, 

thanks to the flexibility of the SSF, having the ability to easily swap out both hardware and software 

components made it simple to switch over to better hardware when it became available (Section 

6.3.1). The framework also made it feasible to test out different combinations of Retinal Encoders 

and Sound Generators, which is extremely useful. PDO 1 was thus achieved through the 

development of the SSF. 

The framework developed will be beneficial for researchers in the field of sensory substitution; 

especially for researchers looking to implement and test new algorithms, then compare those 

algorithms to existing algorithms using the same hardware and software setup. Finally, it is hoped 

that this framework or a derivative of this framework will be used to improve the development 

experience of SSDs. The next chapter looks at the evaluation process. 
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Chapter 5: Evaluation Design 

5.1 Introduction 

The previous chapter looked at the framework used to develop new sensory substitution systems. 

The next stage is to look at the development and evaluation process. In the DSR methodology, the 

Design Cycle is a process of development, evaluation and improvement. Before looking at the 

Design Cycles for the sensory substitution prototypes, this chapter looks at the evaluation 

procedure used for evaluating the prototypes. This aims to address: 

RQ 4: “How can visual-to-auditory sensory substitution prototypes be evaluated to provide 

insight into the effectiveness of the different visual-to-auditory sensory substitution 

techniques?” 

The focus of the evaluations for this project is on depth perception and spatial awareness. From 

Section 3.5 it was learnt that many evaluation procedures focus on the visual acuity of the sensory 

substitution systems by looking at Snellen eye charts. Although useful in certain regards, 

evaluations of sensory substitution systems using Snellen eye charts do not provide much 

information on how well the systems perform when navigating an unfamiliar environment. Other 

evaluation procedures in literature only focus on a single aspect of navigation, such as traversing a 

path without obstacles such as tables or chairs. No suitable evaluation procedure was found, which 

was able to evaluate how well the system performed for general navigation, as well as, evaluate 

the system on more isolated tasks; these allow for a better understanding of the specific ways in 

which the system performed well or poorly. 

For this reason, a new evaluation procedure was designed. The evaluation procedure consists of 

two navigation tasks and three object detection tasks. The evaluation procedure was designed 

using ideas from existing evaluation procedures where applicable – such as recording wall touches 

for the navigation tasks, as done in the MeloSee evaluation (Section 3.5). 

The full evaluation procedure involved a comparative study between two systems. The evaluations 

were done to test whether or not a prototype improved relative to the Baseline Prototype. To do 

this, each participant performed a set of tasks with the new prototype and performed the same 

set of tasks with the Baseline Prototype – the order in which the systems were evaluated was 

randomised. This chapter reviews the participant selection, objects used for the evaluations, the 

evaluation tasks, the evaluation procedure and the metrics gathered from the evaluation. 
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5.2 Participant Selection 

Ethics clearance was given for students who were part of the NMU Department of Computing 

Sciences (Section 1.6). For this reason, participants were randomly selected from the NMU 

Department of Computing Sciences. A pre-evaluation questionnaire was completed by each 

potential participant to identify whether they were eligible to participate in the study. Those who 

had prior experience with a sensory substitution system and those who did not have the ability to 

hear from 200Hz to 10000Hz were not eligible for participation in the evaluations. For each of the 

main studies (the comparative studies) eight eligible participants were selected. For each study, a 

new set of participants was selected, with each new participant satisfying the same eligibility 

criteria set out above. 

5.3 Objects Used for Evaluations 

This section reviews the objects used throughout the different evaluation tasks. Four objects where 

used in total. Three different size cardboard boxes and one foam mat rolled up into a cylinder 

secured on the end of a camera monopod were used. The foam mat attached to the camera 

monopod will be referred to as the “quadrant task object” from here on. 

 

Figure 5-1: Three box sizes used in the evaluation, small (a) medium (b) and large (c) together with the quadrant 

task object (d) – all measurements are given in meters 

On the left of Figure 5-1 the three different size boxes – small, medium and large – are illustrated 

with their respective dimensions. Figure 5-1 (d), illustrates the quadrant task object with its 
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respective dimensions. Since the foam mat (top) component of the quadrant task object is rolled 

up to form a cylinder, the horizontal dimension given is a diameter – as indicated in Figure 5-1 (d). 

5.4 Evaluation Tasks 

This section looks at the different tasks completed throughout the comparative study. All tasks 

were completed while the participants were blindfolded and wearing a visual-to-auditory sensory 

substitution device. For all tasks, the participants were told that moving their heads around – as 

one would if they were looking around – helps with the perception of their surroundings as it allows 

them to “see” more of their surroundings. For the tasks, there were two main task classifications, 

object detection tasks and navigation tasks. An orientation task was completed for each of these 

task classifications. The object detection tasks were completed in the evaluation room (Figure 5-4), 

and the navigation tasks were completed in a fixed set of passages in the NMU Department of 

Computing Science (Figure 5-2). For all navigation tasks, participants were told to put their elbows 

to their hip bones and point their forearms forward – forming an L shape. They were also told no 

reaching is allowed – they are to keep their arms fixed in the L position. Additionally, all doors in 

the passages were closed for the duration of the evaluation and passages cleared of people and 

objects not shown in Figure 5-2. This allowed for consistency when gathering metrics. 

 

Figure 5-2: Scale diagram of the passages used in the evaluation – all measurements are in meters 

Navigation Task (no obstacles): This task involved walking down Path 1 as illustrated in Figure 5-2. 

Path 1 is a narrow passage with no obstacles. The participant was told to walk to the end of the 

passage avoiding touching the end and avoiding touching any walls along the way. If the participant 

touched a wall, the evaluator re-centred the participant in the middle of the left and right passage 
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walls, and the participant then continued. When the participant believed that they had reached 

the end of the passage – a dead end – they said “done”. 

Navigation Task (with obstacles): This task involved being given a set of directions, and being told 

to follow the directions avoiding walls and obstacles as far as possible. Path 2 (Figure 5-2) traces 

the directions given to the participants. Along Path 2, a barrier was randomly placed at one of two 

locations, B1 or B2 as illustrated in Figure 5-2. For either placement the barrier blocked the right-

hand side of the passage, leaving a gap on the left – that is, when the participant was oriented 

along the path direction (as illustrated in Figure 5-2 using the start arrow for Path 2). For either 

barrier placement, the barrier was placed at a 60° angle to the wall, this left an approximately 

0.85m gap on the left side of the passage. 

Based on the barrier placement, the participants were told one of two things. For barrier 

placement B1, Path 2 was explained to the participant in the following order: 

1. Walk down the passage, take the first right and carry on going. 

2. Once they had taken the right, at some point, there would be a barrier blocking the right 

side of the passage, they were to walk around the barrier and carry on going. 

3. Once they had passed the barrier, they were to take the first left. 

4. After taking the first left, they would be in a passage with a dead end; it was explained that 

they were to walk to the end of the passage and when they believed they had reached the 

end of the passage, they said “done”.  

For barrier placement B2, Path 2 was explained to the participant in the following order: 

1. Walk down the passage, at some point, there would be a barrier blocking the right side of 

the passage, they are to walk around the barrier and carry on going. 

2. Once they had passed the barrier, they were to take the first right and carry on going. 

3. Once they had taken the right, they were to take the first left. 

4. After taking the first left, they would be in a passage with a dead end; it was explained that 

they were to walk to the end of the passage and when they believed they had reached the 

end of the passage, they said “done”.  

For both barrier placements (B1 and B1) along Path 2, the participants were told that after each of 

the four objectives – taking the right turn, after passing the barrier, after taking the left turn and 

after reaching the end of the passage – they were to state that they think they have completed the 

relevant objective. The evaluator then confirmed whether they believed they had completed the 

objective and confirmed the next objective with the participant. The participant was told that there 

may be objects along the path. The participant was also told to avoiding touching any walls and 
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obstacles along the way. If the participant touched anything, the evaluator re-centred the 

participant in the middle of the left and right passage walls, and the participant then continued. 

Quadrant Task: For this task, the quadrant task object discussed in Section 5.3 was held up to one 

of four quadrants – top-left (T-L), top-right (T-R), bottom-left (B-L) or bottom-right (B-R). The 

participant was then asked to point to the quadrant they believed the object was in. The Quadrant 

Task was completed in the evaluation room using configuration (a) as illustrated in Figure 5-4. 

 

Figure 5-3: The quadrant task object being held up 

For the Quadrant Task, the participant was guided to the appropriate location, given a chair to hold 

on to for support and asked to remain standing (see Figure 5-4 for the exact location). The 

evaluator then stood 2.5m in front of the participant (see Figure 5-4 for the exact location). The 

quadrant task object was then held up to one of the four quadrants by the evaluator (Figure 5-3). 

The front of the quadrant task object (the front of the foam mat) lined up with the Left Placement 

or Right Placement (Figure 5-4) at 0.5 (bottom) or 1.8 (top) meters high depending on the quadrant. 

The quadrants were randomly selected, and the participants were never told what the quadrant 

task object was, nor were they allowed to feel the object. 

 

Figure 5-4: Two configurations of the evaluation room. Quadrant Task configuration (a). The Box Placement Task 

and Object Count Task configuration (b) – all measurements are in meters 
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Box Task: For this task, a small, medium or large box was placed on the left or right half of a table 

in front of the participant. The box was placed at one of three distances and in one of two 

orientations. The participants were then asked the following about the box: 

1. What size box did they believe was in front of them – they were given three options: small, 

medium or large (Figure 5-1). 

2. What side did they believe the box was on – they were asked to point to the side they 

believed it was on and were given two options: left or right. 

3. What distance did they believe the box was at – they were given three options (1) 0.8m, (2) 

1.6m or (3) 2.4m (Figure 5-4). 

4. What orientation did they believe the box was in – they were given two options tall 

(portrait) or long (landscape). 

The participants were seated in a chair in front of a table in the evaluation room (see Participants 

Location in Figure 5-4). Configuration (b) of the evaluation room (as illustrated in Figure 5-4) was 

used for the Box Task. The box size, left-right position, distance and orientation were all 

randomised. 

Multiple Boxes Task: For this task, between one and three boxes were placed in front of the 

participant. A box could be placed on the left, middle or right. For example, a box could be placed 

on the left and the middle, with the right side left open. Once the boxes were placed, the 

participants were then asked the following: 

1. Did they believe there was a box on the left? 

2. Did they believe there was a box in the middle? 

3. Did they believe there was a box on the right? 

For the Multiple Boxes Task, all the boxes were the same size, placed at the same distance and in 

the same orientation. These parameters remained fixed – the parameters used were: a medium 

box at a distance of (1) 0.8m in the tall (portrait) orientation. 

Orientation Task (for object detection): This task was performed to allow the participants to get 

accustomed to the system. This task was comprised of three examples, the Box Size and Distance 

Example, the Quadrant Example and the Person Example. For each example, the participant was 

told to listen for how the sounds generated changed as the evaluator described what was in front 

of them. Configuration (b) of the evaluation room (as illustrated in Figure 5-4) was used for the Box 

Size and Distance Example. The procedure for the Box Size and Distance Example was: 
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1. The participant was seated in front of a clear table (see Figure 5-4 for placement). 

2. The participant was told that there was an empty table in front of them. 

3. A large box was then placed in the horizontal-centre of the table in the long (landscape) 

orientation, at three different distances (see Figure 5-4 for distance markings) – (1) 0.8m, 

then (2) 1.6m, then (3) 2.4m. 

4. A medium box was then placed in the horizontal-centre of the table in the long (landscape) 

orientation, at three different distances (see Figure 5-4 for distance markings) – (1) 0.8m, 

then (2) 1.6m, then (3) 2.4m. 

5. A small box was then placed in the horizontal-centre of the table in the long (landscape) 

orientation, at three different distances (see Figure 5-4 for distance markings) – (1) 0.8m, 

then (2) 1.6m, then (3) 2.4m. 

The Box Size and Distance Example was designed to give the participants an understanding of how 

different size boxes at different distances sound through the system when placed on a table. For 

the next example, the Quadrant Example, configuration (a) of the evaluation room (as illustrated 

in Figure 5-4) was used. In the same manner as the Quadrant Task, the quadrant task object was 

held up to one of the four quadrants. The procedure for the Quadrant Example was: 

1. The participant was guided to stand next to a chair, holding onto the chair for stability, and 

the evaluator stood 2.5m in front of the participant. 

2. The quadrant task object was held at the top-left quadrant, then moved to the bottom-left, 

then back to the top-left, then back to the bottom-left. 

3. The quadrant task object was then moved to the top-right quadrant, then moved to the 

bottom-right, then back to the top-right, then back to the bottom-right. 

The Quadrant Example was designed to give the participants an understanding of what a relatively 

isolated object sounds like through the system – when the object was in one of the four quadrants. 

The next example was the Person Example – configuration (a) of the evaluation room (as illustrated 

in Figure 5-4) was used. For that example, the evaluator simply stood on the participant’s left, then 

on the participant’s right – 1m in front of the participant. This meant that rather than the evaluator 

standing at the position illustrated in Figure 5-4 configuration (a), the evaluator stood at the Left 

Placement and Right Placement respectively. The Person Example was designed to allow the 

participant to hear what an isolated object on their left and right sounded like through the system. 

Orientation Task (for navigation): This task was also performed to allow the participants to 

become accustomed to the system. For this orientation task, the participant was once again told 

to listen to how the sounds produced by the system changed as the evaluator described what was 

in front of them. The procedure for the Orientation Task (for navigation) for each participant was: 
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1. The evaluator guided the participant by the shoulders into an open space. 

2. The evaluator then guided the participant to a table that was on the right; the evaluator 

then took the participant’s wrist and guided his/her hand to touch the table. 

3. The evaluator then guided the participant to a wall which was on the left; the evaluator 

then took the participant’s wrist and guided his/her hand to touch the wall. 

4. The evaluator then guided the participant to a wall which was on the right; the evaluator 

then took the participant’s wrist and guided his/her hand to touch the wall. 

5. The evaluator then guided the participant to a table which was on the left; the evaluator 

then took the participant’s wrist and guided his/her hand to touch the table. 

The Orientation Task (for navigation) was designed to allow the participants to hear how the 

system sounds changed as they navigated an environment. This included allowing the participants 

to hear how the system sounds changed as they approached lower objects such as tables. 

5.5 Questionnaires 

The questionnaires for the evaluation were primarily used to obtain qualitative data from the 

participants. There were three types of questionnaires designed for the evaluation: a Pre-

Evaluation Questionnaire (Appendix D), a Post-Evaluation Questionnaire (Appendix E), and a Final 

Questionnaire (Appendix F). The Pre-Evaluation Questionnaire was designed to gather data before 

the participants had used the sensory substitution systems. The Post-Evaluation Questionnaire was 

designed to gather data straight after the participants had used a system – it was completed for 

each system used. The Final Questionnaire was designed to gather data about how the two systems 

compared to one another. For the questions asked and metrics gathered in the questionnaires, 

refer to the appendices (Appendix D, Appendix E and Appendix F) or Section 5.7.2. 

5.6 Comparative Study Evaluation Procedure 

This section looks at the evaluation procedure developed for a comparative study between sensory 

substitution systems. This procedure was followed for each participant in the study. Before the 

evaluation procedure began, the evaluator talked through the consent form (Appendix C) with the 

participants. This included explaining the aim of the study, the procedure that was to be followed 

for the study and the potential risks involved. The participants were then given a consent form and 

asked to complete it. If they gave their consent to participate in the evaluation, the evaluation 

procedure was started. The evaluation procedure involved completing a series of questionnaires 

as well as a series of tasks for two different visual-to-auditory sensory substitution systems. The 

purpose of the evaluation was to compare the two sensory substitution systems with one another. 
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The order in which the systems were evaluated was randomised on a per participant basis. The 

evaluation procedure was as follows: 

1. The participant completed the Pre-Evaluation Questionnaire. 

2. The participant completed the System Evaluation Procedure for the first system. 

3. The participant completed the System Evaluation Procedure for the second system. 

4. The participant completed the Final Questionnaire. 

The Final Questionnaire was the last step in the evaluation procedure. The entire evaluation 

procedure took approximately two hours from beginning to end. 

Since the purpose of the evaluation was to compare two sensory substitution systems with one 

another, part of the evaluation procedure was repeated – the part repeated is called the System 

Evaluation Procedure. The System Evaluation Procedure is a sub-procedure of the evaluation 

procedure. The details of this sub-procedure are discussed in Section 5.6.1 below. 

5.6.1 System Evaluation Procedure 

The System Evaluation Procedure was the procedure followed when evaluating a system – it 

formed part of the entire evaluation procedure. It started with the setup procedure, then the 

orientation tasks, followed by the navigation tasks and then the object detection tasks – the details 

of the tasks are discussed in Section 5.4. No feedback was given to the participants regarding their 

performance on the various tasks. The System Evaluation Procedure is described below in an 

ordered sequence: 

Setup Procedure: 

1. The participant was blindfolded. 

2. A recording of the “processed_depth_image” and the “processed_color_image” topics was 

started, these topics were published by the Sensory Substitution Framework (Section 

4.4.2). The recording was done using a ROS bag (Section 4.4.1) for review purposes. 

3. The participant was equipped with the system. 

4. The participant was told that moving one’s head around may make it easier to complete 

the tasks. That is because it allows the user to perceive more of the surroundings. 

Orientation Tasks: 

1. The Orientation Task (for object detection) was completed once. 

2. The Orientation Task (for navigation) was completed once. 
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Navigation Tasks: 

1. The Navigation Task (no obstacles) was completed once. 

2. The Navigation Task (with obstacles) was completed once. 

For the navigation tasks, the participants were asked to talk through what they were experiencing 

and what they thought they were perceiving – if they felt comfortable doing so. For these tasks, 

the evaluator was always close to the participant, ensuring that the participant did not bump into 

objects or fall over. 

Object Detection Tasks: 

1. The Quadrant Task was completed five times. 

2. The Box Task was completed five times. 

3. The Multiple Boxes Task was completed three times. 

For the object detection tasks, the participants were asked to talk through what they were 

experiencing and what they thought they were perceiving – if they felt comfortable doing so. When 

placing a box for the Box Task and Multiple Boxes Task, random box placing noises were made 

using another box to confuse the participants. This was done so that the participants were not able 

to identify information about the box and its position using sounds not produced by the system – 

they were only to use the sounds generated by the system for the object detection. 

Questionnaire Completion: 

1. The system was taken off the participant. 

2. The recording of the “processed_depth_image” and the “processed_color_image” topics 

was stopped. 

3. The participant’s blindfold was removed. 

4. The participant completed the Post-Evaluation Questionnaire. 

Completing the Post-Evaluation Questionnaire (Appendix E) was the last step of the System 

Evaluation Procedure. 

5.7 Evaluation Metrics 

This section discusses the metrics collected as part of the evaluation. Both quantitative and 

qualitative metrics were collected. This section is broken up into two parts: the metrics gathered 

through the evaluation tasks (Section 5.4), and the metrics gathered through the questionnaires 

(Section 5.5). 
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5.7.1 Evaluation Task Metrics 

These are the metrics recorded for each of the different tasks described in Section 5.4. The 

quantitative metrics recorded for each task are given below. No qualitative metrics are discussed 

here, however, for each of the tasks, the evaluator took notes of any anomalies noticed by the 

evaluator or expressed by the participants. Participants were not told how any of the metrics – 

such as errors – were counted. All the Evaluation Task Metrics were recorded on the Evaluator’s 

Sheet (Appendix G – note that pages 2 to 5 of the appendix were repeated for each system). On 

the Evaluator Sheet, the order in which the two systems were evaluated was also noted. 

Table 5-1: Metrics Recorded for the Navigation Task (no obstacles) 

Type Description Unit 

𝑇𝑜𝑇 Time on task Minutes and Seconds 

𝐸𝑤𝑎𝑙𝑙  Wall touch Integer (Error Count) 

𝐸𝑟𝑜𝑟 Reoriented/went off course Integer (Error Count) 

𝐸𝑒𝑛𝑑 Realized was at the end Boolean (True or False) 

𝐸𝑜𝑡ℎ𝑒𝑟 
Other errors – e.g. discrepancies between the 

real world and what they say they perceived 
Integer (Error Count) 

Navigation Task (no obstacles): The metrics recorded for that task are shown in Table 5-1. For 

𝐸𝑤𝑎𝑙𝑙, 𝐸𝑟𝑜𝑟 and 𝐸𝑜𝑡ℎ𝑒𝑟 error types, the number of errors was recorded using the tally mark system 

(IIII). The moment the participants made an 𝐸𝑤𝑎𝑙𝑙  or 𝐸𝑟𝑜𝑟 error, they were re-centred between the 

left and the right walls of the passage, and set in the correct orientation. The purpose of collecting 

these metrics for the Navigation Task (no obstacles) was to enable conclusions to be drawn about 

how well each system performed when navigating a simple environment – i.e. navigating through 

a straight narrow passage. 
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Table 5-2: Metrics Recorded for the Navigation Task (with obstacles) 

Type Description Unit 

𝑇𝑜𝑇 Time on task Minutes and Seconds 

𝐸𝑤𝑎𝑙𝑙  Wall touch Integer (Error Count) 

𝐸𝑜𝑏𝑗 Object touch Integer (Error Count) 

𝐸𝑟𝑜𝑟 
Reoriented/went off course – excluding missing 

turns 
Integer (Error Count) 

𝐸𝑡1 Failed to make turn Integer (Error Count) 

𝐸𝑔𝑎𝑝 Failed to make gap Integer (Error Count) 

𝐸𝑡2 Failed to make turn into narrow passage Integer (Error Count) 

𝐸𝑒𝑛𝑑 Realized was at the end Boolean (True or False) 

𝐸𝑜𝑡ℎ𝑒𝑟 
Other errors – e.g. discrepancies between the 

real world and what they say they perceived 
Integer (Error Count) 

Navigation Task (with obstacles): For this task, the barrier placement (Section 5.4) was recorded. 

Table 5-2 shows additional metrics recorded for the Navigation Task (with obstacles). For 𝐸𝑤𝑎𝑙𝑙, 

𝐸𝑜𝑏𝑗, 𝐸𝑟𝑜𝑟, 𝐸𝑡1, 𝐸𝑔𝑎𝑝, 𝐸𝑡2 and 𝐸𝑜𝑡ℎ𝑒𝑟 error types, the number of errors was recorded using the tally 

mark system (IIII). The moment the participants made an 𝐸𝑤𝑎𝑙𝑙, 𝐸𝑜𝑏𝑗 or 𝐸𝑟𝑜𝑟 error, they were re-

centred between the left and the right walls of the passage, and their orientation was corrected 

when necessary. The procedure for errors 𝐸𝑡1, 𝐸𝑔𝑎𝑝 and 𝐸𝑡2 during the navigation task was to allow 

a maximum of 2 errors per error type. After one of these error types, the participants were walked 

back roughly 2m, re-centred between the left and the right walls of the passage, set in the correct 

orientation and told that they may continue. If the participant had made two errors of a specific 

type (either 𝐸𝑡1, 𝐸𝑔𝑎𝑝 or 𝐸𝑡2), the participant was centred at the beginning of the relevant turn (or 

gap) and told to continue. The participant was considered to have failed to make the gap (𝐸𝑔𝑎𝑝) if 

they touched the barrier. The participant was considered to have failed to make the left (𝐸𝑡1) or 

right turn (𝐸𝑡2), if they walked past the turn without promptly realising they had done so, and if 

they made a complete turn towards the wall when the turn was further on. The purpose of 

collecting the metrics for the Navigation Task (with obstacles) was to enable conclusions to be 

drawn about how well each system performed when navigating a complex environment – i.e. a 

following a path with turns and obstacles. 
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Figure 5-5: Quadrant Task marking system 

Quadrant Task: For this task, three metrics were recorded: did the participant get the left-right 

position correct, did the participant get the top-bottom position correct, and did the participant 

get the exact quadrant correct. This was done using the Quadrant Task marking system (shown in 

Figure 5-5) for each of the five times the Quadrant Task was completed (per system) – as part of 

the System Evaluation Procedure (Section 5.6.1). The Correct Quadrant – which was randomly 

generated – was marked on the Quadrant Task marking system prior to the evaluation (i.e. for each 

system, there were five copies of Figure 5-5). During the actual evaluation, the answer given was 

recorded on the Quadrant Task marking system under Answer Given (Figure 5-5). The purpose of 

collecting these metrics for the Quadrant Task was to enable conclusions to be drawn about how 

well each system performed at identifying the top-bottom (B/T) and left-right (L/R) position of a 

relatively isolated object. 

 

Figure 5-6: Box Task marking system 

Box Task: For this task, four metrics were recorded each time the task was completed. These four 

metrics were: 

1. The box size (S, M or L) the participant believed it was, compared to the actual box size. 

2. The horizontal position (L or R) in which the participant believed the box was placed, 

compared to the actual horizontal position of the box. 

3. The distance (1 = 0.8m, 2 = 1.6m, 3 = 2.4m) at which the participant believed the box was 

placed, compared to the actual box distance. 

4. The orientation (Tall = portrait or Long = Landscape) in which the participant believed the 

box was placed, compared to the actual box orientation. 

This was done using the Box Task marking system (shown in Figure 5-6) for each of the five times 

the Box Task was completed (per system) – as part of the System Evaluation Procedure (Section 

5.6.1). The Correct Values for the box size, horizontal position, distance and orientation were 

marked on the Box Task marking system prior to the evaluation – these values were randomly 

generated. During the actual evaluation, the participant’s answers were recorded on the Box Task 

marking system under Answers Given (Figure 5-6). The purpose of collecting these metrics for the 

Box Task was to enable conclusions to be drawn about how well each system performed. 
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Specifically, when identifying information about an object’s size and position when there was 

interference from a larger object in a known position, e.g. a table. 

 

Figure 5-7: Multiple Boxes Task marking system 

Multiple Boxes Task: For this task, three metrics were recorded each time the task was completed. 

These three metrics were: 

1. Whether the participant believed there was a box on the left, compared to whether there 

was. 

2. Whether the participant believed there was a box in the middle, compared to whether 

there was. 

3. Whether the participant believed there was a box on the right, compared to whether there 

was. 

This was done using the Multiple Boxes Task marking system (shown in Figure 5-7) for each of the 

three times the Box Task was completed (per system) – as part of the System Evaluation Procedure 

(Section 5.6.1). The Correct Values for whether a box was placed on the left, whether a box was 

placed in the middle, and whether a box was placed on the right were marked on the Multiple 

Boxes Task marking system prior to the evaluation – these values were randomly generated. During 

the actual evaluation, the participant’s answers were recorded on the Multiple Boxes Task marking 

system under Answers Given (Figure 5-7). The purpose of collecting these metrics for the Multiple 

Boxes Task was to enable conclusions to be drawn about how well each system performed when 

identifying how many objects there were at a specified distance when there was interference from 

a larger object in a known position, e.g. a table. 

5.7.2 Questionnaire Metrics 

Questionnaire metrics are the metrics recorded for each of the different questionnaires described 

in Section 5.5. The majority of metrics recorded in the questionnaires were qualitative metrics. 

Participants were not told how they performed in the System Evaluation Procedure for either of 

the two systems – neither before nor after completing the questionnaires. 

Pre-Evaluation Questionnaire: This questionnaire gathered information about whether the 

participant had prior experience with SSDs, in addition to identifying whether the participant was 

suitable for the evaluation – i.e. are they able to hear with both ears, and are they able to hear 

within the required frequency range. The metrics gathered using the Pre-Evaluation Questionnaire 

(Appendix D) are listed below: 
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1. Whether the participant had any previous experience using sensory substitution systems. 

If so, the sensory substitution device and duration it was used for was recorded. 

2. The participant’s age range, from the options 18-20, 21-30, 31-40 or 40+. 

3. The participant’s gender, from the options male or female. 

4. Whether the participant was able to hear with their left ear. 

5. Whether the participant was able to hear with their right ear. 

6. The participant’s audible frequency range. 

The evaluator performed the left-right ear test, as well as the test for the participant’s audible 

frequency range while using bone conduction headphones (Section 6.3.1). These tests were done 

using instrumental music (“Stereo Audio Test,” 2011) played separately to the left and right ears, 

and using a video (“20Hz to 20kHz - Human Audio Spectrum,” 2012), which played the full human 

audible frequency range (Section 2.2.2). If the participant had previous experience with sensory 

substitution systems, or was not able to hear with both ears, or did not have the required audible 

frequency range, the evaluation was terminated as the participant did not meet the requirements 

for the study. 

Post-Evaluation Questionnaire: This questionnaire gathered subjective information about the 

participant’s experience with a single system. The metrics gathered using the Post-Evaluation 

Questionnaire (Appendix E) are listed below: 

1. What they enjoyed about the system – this was an open-ended question. 

2. What they did not enjoy about the system (issues, difficulties, etc.) – this was an open-

ended question. 

3. Additional feedback about the software – this was an open-ended question. 

This feedback was used to identify issues with the systems, and possible suggestions for changes 

to the systems. 

 

Figure 5-8: System Preference Rating 

Final Questionnaire: This questionnaire primarily gathered subjective information about the 

participant’s experience of one system compared to the other. The metrics gathered using the Final 

Questionnaire (Appendix F) are listed below: 
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1. How much the participant preferred one system over another – this was done using the 

System Preference Rating shown in Figure 5-8. 

2. Why the participant preferred the chosen system – this was an open-ended question. 

3. Feedback regarding changes to the hardware – this was an open-ended question. 

4. Any additional feedback the participant wanted to give – this was an open-ended question. 

This feedback was used to identify which – of the two systems evaluated – the participant 

preferred, why they preferred it, and what could be improved. It was also used to identify potential 

issues with the hardware used. 

5.8 Conclusions 

This chapter reviewed the evaluation design. The metrics gathered covered a broad range of 

scenarios using consistent metric gathering techniques. The metrics provided a broad overview of 

how well the systems performed in different scenarios. This enabled the researcher to make 

comparisons between the two systems evaluated, drawing conclusions about the usability of the 

system for navigation. Additionally, due to the nature of the metrics gathered, the evaluation 

enabled the researcher to draw conclusions about which systems performed better, and in which 

ways they performed better. The next chapter looks at the implementation and evaluation of the 

system. 
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Chapter 6: Design Cycle 1 

6.1 Introduction 

Chapter 4 looked at the Sensory Substitution Framework, which can be used for developing sensory 

substitution prototypes. Chapter 5 looked at the evaluation design for evaluating sensory 

substitution prototypes. This chapter uses these two prior chapters as it focuses on the system 

design, implementation details and evaluation results. It does this with the aim of addressing: 

RQ 5: “What visual-to-auditory sensory substitution techniques can be used to develop a 

visual-to-auditory sensory substitution prototype for depth perception?” and; 

RQ 6: “Does the prototype developed provide the visually impaired with an accurate 

understanding of their surroundings through audition?” 

The chapter starts off by giving a system overview, discussing the core ideas behind the prototypes. 

It then looks at the hardware and software used to implement the prototype visual-to-auditory 

sensory substitution algorithms. A breakdown of Design Cycle 1 is then given, followed by each of 

the phases in the first design cycle. 

6.2 System Overview 

The visual-to-auditory prototypes developed used the ability to localize sounds in a three-

dimensional space as a substitution for vision. This works by capturing a depth map (information 

about the distance to surfaces in a scene) of what is in the user’s field of view. Using this depth 

map, the system places virtual sound emitters on the surfaces in the user’s field of view. Sound 

emitters are placed in three-dimensional space with each sound emitter relating to a point on a 

surface. 

The idea, based on the sensory substitution literature and one’s ability to localize sounds is that, 

over time, through neural plasticity (the brains ability to adapt to new information), one would be 

able to associate the placement of virtual sound emitters with points on surfaces in a scene. This 

then enables the formation of a type of depth map in one’s mind, hence, creating spatial 

perception. 
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Figure 6-1: Visualisation of the virtual speaker placement in a scene, for a SSD which uses sound localization 

Figure 6-1 (a) shows the user’s field of view using red lines. Figure 6-1 (b) shows how the virtual 

sound emitters could be placed for this scene. Figure 6-1 (c) shows an alternative view (with the 

walls, floor, door and window removed) of where the virtual sound emitters would be placed for 

this scene. In Figure 6-1 (c), one can see that the virtual sound emitters were not placed on the 

part of the wall obscured by the lamp (relative to the user’s view point) – since the user would not 

have been able to see that surface. 

6.3 Hardware and Software Used 

This section looks at the hardware and then the software used for the development and evaluation 

of the prototypes. The hardware design subsection looks at the hardware design as well as the 

specifications of the hardware used. The software subsection goes over the software used, as well 

as the software structure used for the prototypes. 

6.3.1 Hardware Design 

The final hardware design consisted of a depth camera mounted to a hard hat, a laptop strapped 

to the outside of a backpack and a pair of bone conduction headphones, see Figure 6-2 (a). The 

laptop was strapped to the outside of the backpack to allow for cooling, preventing the system 

from overheating or slowing down due to CPU thermal throttling. The depth camera was attached 

to the hard hat using a custom designed 3D printed mount shown in Figure 6-2 (b) and Figure 6-2 

(d). The depth camera provided image data to the laptop via USB, the same USB cable powered 

the depth camera. The bone conduction headphones, shown in Figure 6-2 (c), were connected to 

the laptop via a standard 3.5mm audio jack. 
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Figure 6-2: Hardware used for the prototype. The full sensory substitution system (a), a close-up of the depth 

camera mounted to a hard hat (b), a close-up of the bone conduction headphones (c), multiple angles of the 3D 

printed mount used to connect the depth camera to the hard hat (d). 

The depth camera used was the Intel RealSense D435. The laptop used was an Apple MacBook, 

which was powered through its internal battery. The bone conduction headphones used were the 

Aftershokz Sportz 2 (AS320). The hardware specifications for the depth camera, laptop and 

headphones are listed in Table 6-1, Table 6-2, and Table 6-3 respectively. 

Table 6-1: Intel RealSense D435 Specifications (Pruitt, 2018) 

Intel RealSense D435 Specifications 

The Description Specification Setting Used 

Depth Filed of View (FoV) — (Horizontal × 
Vertical) for HD 16:9 

91.2° x 65.5° (+/- 3°) - 

Depth Stream Output Resolution Up to 1280 x 720 480 x 270 

Depth Stream Output Frame Rate Up to 90 fps 30 fps 

Minimum Depth Distance (min-z) 0.11 meters - 

Maximum Range Approx. 10 meters 
(Accuracy varies depending 
on calibration, scene, and 
lighting condition) 

- 

RGB Sensor Resolution & Frame Rate 1920 x 1080 at 30 fps 480 x 270 at 30 fps 

RGB Sensor FoV (Horizontal × Vertical) 69.4° x 42.5° (+/- 3°) - 

Camera Dimension (Length x Depth x 
Height 

90 mm x 25 mm x 25 mm - 

Connection Type Single USB for both power 
and data 

- 
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Table 6-2: Apple MacBook Specifications 

Apple MacBook Specifications 

Description Specification 

Operating System Ubuntu 16.04 

CPU Intel® i5-3210M 

RAM 8GB 

Table 6-3: Aftershokz Sportz 2 (AS320) Specifications (Newegg, n.d.) 

Aftershokz Sportz 2 (AS320) Specifications 

Description Specification 

Speaker Type Bone Conduction Transducers 

Sensitivity 100 +- 3dB 

Frequency Response 20Hz – 20KHz 

Connection Type 3.5mm Audio Jack 

Three depth cameras were tested throughout the initial stages of development: the Microsoft 

Kinect for Windows, the Intel RealSense D415 and the Intel RealSense D435. After completing the 

Baseline Prototype, it was decided that the D435 would be used for further development and 

throughout the evaluation process. 

 

Figure 6-3: Intel RealSense D435 mounted onto a hard hat next to a Microsoft Kinect 

The Intel RealSense cameras had the advantage of being more portable than the Microsoft Kinect 

for Windows (Figure 6-3) – this is due to their size and the fact that they are USB powered, unlike 

the Kinect which is powered through a wall socket. The D435 was chosen over the D415 primarily 

due to the D435’s wider field of view – approximately 90 degrees compared to the D415’s 70 

degrees. 

6.3.2 Software 

PDO 3.a was to implement each prototype using a standardised framework. The main piece of 

software used for developing all the visual-to-auditory sensory substitution prototypes was the 

Sensory Substitution Framework (SSF), hence achieving PDO 3.a. The structure of the SSF – and 

thus, the structure for the prototypes developed – is shown in Figure 6-4. The Pre-processor, 
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Retinal Encoder and the Sound Generator nodes are the core components (Chapter 4). The Pre-

processor was primarily responsible for pre-processing the depth and colour images produced by 

the depth camera – the colour images were only used for review purposes, although future 

prototypes could use them for improving the algorithms. The Retinal Encoder was responsible for 

processing the images into a compressed form using principles from the human visual system. The 

Sound Generator was responsible for the auditory processing. The Sound Generator used 

psychoacoustic principles to generate the soundscape (Section 3.4.1) from the retinal encoded 

image; the Sound Generator was also responsible for playing the soundscape. For all prototypes, 

the Sound Generator used OpenAL – a positional audio library, which allows for the virtual placing 

of sounds in 3D space (Section 2.2.5) – to play sounds; more specifically, the PyAL (von Appen, 

2017) Python wrapper for the popular OpenAL library. OpenAL uses many of the sound localization 

principles (this achieves PDO 3.d). 

 

Figure 6-4: Sensory Substitution Framework Structure 

The depth and colour images were obtained from the Intel RealSense D435 depth camera. The 

installation of the ROS Wrapper for Intel RealSense Devices was required to use this camera with 

the SSF. The ROS Wrapper for Intel RealSense Devices is a set of packages for using Intel RealSense 

cameras with ROS. The Intel RealSense D435 depth and colour cameras could be launched after 

installation. Using the ROS Wrapper, the D435 was able to publish the raw image data to topics to 

which the Pre-processor subscribed, and so, the flow of events shown in Figure 6-4 could proceed. 

6.4 Design Cycle 1 Overview 

Design Cycle 1 focuses on the implementation of the Baseline Prototype (𝑃0) and Prototype 1 (𝑃1). 

The reason it focused on both is that without 𝑃0, a comparative study could not be completed. 

Figure 6-5 illustrates the different phases that make up the first design cycle. As can be seen in 

Figure 6-5, Design Cycle 1 consists of two sub cycles. The first sub cycle being the implementation 

and then preliminary study of the Baseline Prototype (𝑃0). In this case, a preliminary study is a 

small-scale study done using one or two participants – the same procedure described in Section 

5.6 was followed. 
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Figure 6-5: Overview of Design Cycle 1 

The only difference between a preliminary study and the full-scale comparative study was the 

number of participants used. For the first sub cycle of Design Cycle 1, only one round of the System 

Evaluation Procedure (Section 5.6.1) was completed since there was no system to compare to 𝑃0. 

The preliminary study of 𝑃0 provided the opportunity to identify any potential issues with the 

software, as well as an opportunity to identify possible improvements. A set of recommendations 

for potential improvements was then generated based on knowledge gained from the 

implementation of 𝑃0, in addition to the knowledge gained from the preliminary study.  

The second sub cycle was the implementation of Prototype 1 (𝑃1), the preliminary study and then 

the comparative study between 𝑃1 and 𝑃0. The implementation of 𝑃1 used the recommendations 

generated from the implementation and preliminary study of 𝑃0. The preliminary study between 

𝑃1 and 𝑃0 then gave the opportunity to fix any potential issues with the software, as well as an 

opportunity to make minor tweaks to 𝑃1 before doing the more intensive comparative study. A set 

of recommendations for potential improvement were then generated based on knowledge gained 

from the implementation of 𝑃1, and the comparative study between 𝑃1 and 𝑃0. 

6.5 Baseline Prototype (𝑷𝟎) 

𝑃0 was the first fully functional prototype developed for this project. It was the sensory substitution 

algorithm used as a point of comparison for the other prototype iterations. It was also the 

algorithm used as a starting point for improvement (PDO 3). As discussed in Section 3.6, the 

MeloSee algorithm was chosen to be the baseline algorithm. This section discusses the researcher’s 

implementation of the 𝑃0, the preliminary study done for the 𝑃0, and the recommendations 

generated from the evaluation. 

6.5.1 Implementation 

PDO 2 was used to implement 𝑃0 using the standardised framework. Hence, as discussed in Section 

6.3.2, the SSF (Chapter 4) was used for the implementation of 𝑃0. The main components of the SSF 
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are: the Pre-processor, Retinal Encoder and Sound Generator. For 𝑃0, no Pre-processor was 

implemented, so the RAW depth image from the camera bypasses the Pre-processor and gets used 

directly by the Retinal Encoder. The implementation of the Retinal Encoder and Sound Generator 

are discussed below. 

6.5.1.1 Retinal Encoder 

The Retinal Encoder for 𝑃0 was the researcher’s implementation of the retinal encoder discussed 

in the MeloSee papers (Fristot et al., 2012; Stoll et al., 2015). The visual processing component (the 

Retinal Encoder) of the MeloSee algorithm took the original depth image, and down sampled the 

depth image to an 8 by 8 image. As discussed in Section 3.4.3, downscaling was done by 

approximating the mean of the surrounding pixels for each pixel in the downsampled depth image. 

The approximation of the mean was done by sampling 10 neighboring pixels from the original 

depth image, these pixels were randomly sampled according to a 2D normal distribution – using 

standard deviations calculated based on the width and height of the original depth compared to 

the width and height of the downsampled image. 

 

Figure 6-6: Depth Image with overlay of the sampling process (a) next to the output from the Baseline Prototype’s 

Retinal Encoder (b) 

Figure 6-6 is an illustration of the downscaling process and the resulting retinal encoded image (the 

downsampled image). On the left of Figure 6-6, one can see an illustration of the 10 randomly 

sampled pixels for each of the 64 (8 x 8) pixels in the final retinal encoded image. 

6.5.1.2 Sound Generator 

The Sound Generator implemented for 𝑃0 is the researcher’s implementation of the auditory 

processing part of the MeloSee algorithm (Section 3.4.3). The algorithm works by associating: 

• Pitch with vertical position; 

• Relative left-right gain (respective loudness on the left and right) with horizontal position; 

and 

• The tone loudness to distance. 
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For the vertical position, the higher the pixel, the higher the pitch – humans naturally associate 

pitch with height (Section 2.2.3.2). The different pitch sounds used ranged from 264Hz (low) to 

528Hz (high) on the just intonation scale (Table 3-1); low tones were associated with pixels at the 

bottom of the retinal encoded image, high tones were associated with pixels at the top of the 

retinal encoded image. Using these different aspects of sound means that the entire image can be 

converted to a soundscape and played in one go; hence, the soundscape can be updated in real-

time, rather than using the scanline technique (Section 3.4.1). 

The way that this was implemented was as follows. The first time the Sound Generator received 

the retinal encoded image from the Retinal Encoder, the setup process was run. This involved 

creating the virtual sound sources and attaching the appropriate sounds. Using PyAL (the 3D 

positional audio library), a sound source was generated for each of the 64 (8 x 8) pixels in the retinal 

encoded image. For each sound source, the appropriate tone was attached based on the row its 

related pixel was in – the tones were pre-generated and stored as .wav files, these were able to be 

played by PyAL. For example, if the pixel was in the 1st row of the image (i.e. the highest row), the 

tone attached to the related sound source would be the 528Hz tone, whereas if it were the 8th row, 

the 264Hz tone would be attached. Once the setup was completed, the sound sources were able 

to be independently and dynamically positioned using PyAL. To position a sound source one simply 

sets the x, y and z position of the sound source (in meters) and the audio library dynamically 

performed the sound processing to virtually place the sound – it did this using a number of 

techniques (discusses in Section 2.2.3). All positioning was relative to the listener’s head. 

The positioning of sound sources was used to effectively mimic how the MeloSee algorithm dealt 

with horizontal position and distance. The position of the sound sources was obtained from the 

retinal encoded image. Depending on the column the pixel was in (i.e. horizontal position), the x-

value for the associated sound source was set between -1.75m (column 1) and 1.75m (column 8).  

The distance of a sound source (z-value) was set based on the depth value of the associated pixel. 

Since the retinal encoded image was a scaled down depth image, the distance was simply the value 

of the pixel. The maximum distance was set to 3m; for any distance further than 3m, the associated 

sound source was muted. The setup process linked the vertical position to pitch, so the y-value 

(vertical position) was left at 0m; this again was done to mimic how the MeloSee algorithm works. 

The dynamic positioning of the sounds happened for every depth frame received, hence they were 

repositioned at a rate of 30Hz. 

While implementing the 𝑃0 Sound algorithm, the problem of audio clipping (hard clipping) was 

encountered (Section 2.2.4). For example, combining two sine waves, 264Hz and 352Hz each with 

an amplitude of 0.6 (where the maximum is 1.0) would result in clipping, since at some peaks the 
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amplitude would reach up to 1.2 (0.6 + 0.6), this is illustrated in Figure 6-7. Additionally, in Figure 

6-7 one sees both constructive and destructive interference at different points. 

 

Figure 6-7: Waveforms generated in Audacity by combining 264 Hz and 352 Hz sound waves 

When playing the sounds back simultaneously through PyAL, the sounds would get combined; if 

the resulting wave had peaks that had an amplitude greater than the system threshold, then the 

audio would be clipped as illustrated in Figure 6-7. To solve this issue, the amplitude of the sound 

files generated was set to 0.95 (where the maximum would be 1), and then the gain for each sound 

source was divided by the number of sound sources. This meant that a peak amplitude of 

95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 could be reached. 

6.5.2 Preliminary Study 

Once the implementation and subjective testing had been completed by the researcher, a small-

scale preliminary study was performed using two participants. Both participants were able to hear 

the range of sounds used in the prototypes. The preliminary study was performed to identify 

potential improvements to be made in future prototype iterations. Since only 𝑃0 was being 

evaluated, the full comparative study (Section 5.6) was not conducted; rather, a Pre-Evaluation 

Questionnaire and a single System Evaluation Procedure (Section 5.6.1) was conducted. The 

System Evaluation Procedure involves completing all the tasks discussed in Section 5.4, as well as 

completing the Post-Evaluation Questionnaire. The results from the preliminary study are briefly 

discussed below. 

6.5.2.1 Questionnaires 

The qualitative feedback was gathered from the questionnaires. Additional qualitative feedback 

was gathered from notes the evaluator made while observing the participants. Table 6-4 shows 

the general positive and negative comments and notes made regarding the system. Overall, the 

participants felt that the system was useful for navigating, although still challenging. They felt that 
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the system would become easier to use with practice, but even without much practice they felt 

the system was helpful for knowing when they were getting close to walls or large objects. Small 

objects on the other hand were harder to detect. This is likely due to the resolution of the retinal 

encoded image, in addition to the averaging technique used for generating the retinal encoded 

image – this appears to blur smaller objects into the background. 

Table 6-4: Baseline Prototype Qualitative Feedback 

 Positive Negative 

1 
Close large objects were easy to detect 

(i.e. walls) 
Floor dominated sound 

2 System became easier to use with practice Table dominated sound 

3 - 

Sound anomalies/artefacts (users 

commented they didn’t know if it was 

intended for detection) 

4 - 
Low objects and small objects against a plane 

(table/floor/wall) were hard to detect 

5 - 

Distance distinction: struggled to determine 

how far away something was, only knew 

when it was right in front of them 

6 - 
Left-right spacing: struggled to accurately 

gauge distance to left and right 

Participants also felt that during the navigation tasks, the floor dominated the sound, and during 

the object detection tasks, the table dominated the sound. This happened since the floor as well 

as the table covered a significant proportion of the visual scene. Finally, participants struggled with 

determining the distance to objects. They were only able to tell whether or not a large object (i.e. 

a wall) was very near, however distinguishing the precise depth was found to be challenging – even 

for large objects. 

6.5.2.2 Tasks 

The tasks completed for the preliminary study were the Navigation Task (no obstacles), the 

Navigation Task (with obstacles), the Quadrant Task, the Box Task and the Multiple Box Task. For 

the Navigation Task (no obstacles), each participant touched the wall once. For the Navigation Task 

(with obstacles), there were an average of 3.5 wall touches, and 2.5 object touches. During the 

completion of the Navigation Tasks using 𝑃0, the researcher could see the participants avoiding 

larger objects such as walls as the participants came close to these objects. 
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For the Quadrant Task, the participants were able to determine left from right 60 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the 

time, and top from bottom 40 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time. For the Box Task, the participants got the box 

size correct 70 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time, whether the box was to the left or right 50 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the 

time, the distance to the box 30 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time and the orientation of the box 40 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of 

the time. For the Multiple Box Task, the participants were correct at determining whether there 

was a box on the left, middle and right, 33 𝑝𝑒𝑟𝑐𝑒𝑛𝑡, 67 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 and 17 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 respectively. 

It should be noted that the sample size for the preliminary study was only two (𝑛 = 2). For all the 

tasks, a larger sample size would yield greater clarity in the results. Due to the very small sample 

size, a combination of observational data, qualitative and quantitative data from the participants, 

knowledge from the literature, and subjective testing by the researcher was used to gauge whether 

or not the system functioned as a visual-to-auditory sensory substitution system – and hence could 

be used as a baseline prototype. It was determined that 𝑃0 could successfully operate as the 

baseline, as participants found it helpful for navigating their environment. 

6.5.3 Recommendations 

The recommendations for improving the system are discussed below. These recommendations are 

based on the Background Research, the review of Existing Systems, the experience gained from 

implementing 𝑃0 (Section 6.5.1), as well as the feedback from the preliminary study (Section 6.5.2). 

 

Figure 6-8: RAW Depth Image 

First, it was noticed that the depth images produced by the depth camera had a fair amount of 

noise, as shown by the black spots in Figure 6-8. For this reason, it was recommended that a pre-

processor should be implemented to clean up the depth image. Below are some recommendations 

for the pre-processor: 

• Cropping: Cropping the depth image would get rid of the sensor’s dead zones, reducing the 

depth image noise. 

• Temporal Filter: Using data from previous frames, a temporal filter would fill in the pixels 

which have NaN values (i.e. points where the depth camera could not determine the 

depth). This would also reduce the minor depth errors, for example in the spots in Figure 

6-8, one may be able to see the slight inconsistency in the walls gradient (i.e. the depth 
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values); this is due to the minor depth errors. The temporal filter would also reduce these 

errors. As a result, this would reduce the subtle crackling noise generated by the Sound 

Generator because of the NaN values (Table 6-4 row 3). 

• Down Scaling: This means that there is less data for the algorithm to process. 

One of the problems that was identified was depth accuracy (Table 6-4 row 4 and 5). With the goal 

of improving the depth accuracy, some recommendations for improvements to the retinal encoder 

are listed below: 

• Quantization: Changes in depth appeared hard to identify in the testing of 𝑃0. It was 

assumed that this had to do with the fact that there was a large amount of noise, and 

hearing subtle changes amongst that noise proved difficult. Because of this, rather than 

having continuous subtle changes, one could test discrete changes (as opposed to 

continuous). To achieve this, one could quantize the depth information. With each level 

getting further apart, approximating how our depth perception accuracy decreases with 

distance. 

• Minimum Value Downscaling: Downscaling the depth image using minimum value 

downscaling. This means that for any given group of pixels, the nearest pixel will be used 

as the sample. One of the goals being to identify small objects in the scene, as small objects 

would potentially not be picked up.  

It was noted that the participants struggled to tell whether an object was close on their left or their 

right, as well as the distance to the left or the right (Table 6-4 row 6). With that issue in mind, two 

recommendations for improving the Sound Generator are given below: 

• Single Complex Sound: To improve the sound localization accuracy, especially regarding 

elevation (e.g. identifying a table from a roof), the literature recommends the use of 

complex sound (Section 2.2.3.2). One could start off with a single complex sound. 

• Perspective Projection: With the implementation of 𝑃0, sound separation on the left and 

right was relatively poor. To improve on this and make the movement of the sounds more 

aligned with reality, when placing the virtual sounds, perspective projection (along ray) 

could be used rather than orthogonal projection. 

The researcher hypothesized that using the above recommendations would improve the random 

noise in the depth image, the depth accuracy, and the top-bottom left-right accuracy. 
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6.6 Prototype 1 (𝑷𝟏) 

𝑃1 was developed based on the recommendations generated from the implementation and 

preliminary study of  𝑃0. This section reviews the implementation, preliminary study and 

comparative study of  𝑃1. Based on what was learnt from the implementation and studies, a set of 

recommendations for potential improvement are given. 

6.6.1 Implementation 

As mentioned in Section 6.3.2, 𝑃1 was implemented using the SSF (Chapter 4). The main 

components of the SSF are: the Pre-processor, Retinal Encoder and Sound Generator. As per PDO 

3.b, all the components were implemented to ensure the system worked in real-time. The 

implementation of the Pre-processor, Retinal Encoder and Sound Generator are discussed below. 

6.6.1.1 Pre-processor 

Noise in RAW depth images primarily occurs when the depth camera is not able to resolve the 

depth for a certain point. This happens for various reasons, resulting in a NaN (Not a Number) value 

for the depth value that could not be determined – NaN values are rendered as black pixels as 

shown in Figure 6-9. The Pre-processor was responsible for cleaning up the depth image, this 

primarily involved techniques to clean up the noise in the image. It also involved reducing the 

image size to improve algorithm speed. The three techniques used were cropping, temporal 

filtering and then scaling – in that order. 

Cropping: The first step in preprocessing the image was to crop it. As can be seen on the left of the 

RAW Depth Image in Figure 6-9, there are a large number of pixels for which the depth camera 

could not determine the distance. This “dead zone” on the left of the RAW Depth Image often 

occurs as a result of how depth images are generated (i.e. disparity mapping). For this reason, an 

equal amount was cropped off on the left and right of the RAW Depth Image to get rid of the 

commonly occurring noise. For the Pre-processor, 5 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 was cropped off the left, and 

5 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 cropped off the right, the center of Figure 6-9 shows the result of this cropping. The 

cropping function was implemented as part of the SSF Core (Section 4.4.5). 
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Figure 6-9: Pre-processor Event Flow 

Temporal Filter: After cropping, a temporal filter was applied to reduce noise in the RAW depth 

image. A temporal filter is a filter that is applied over time. In this case, it was an averaging filter 

applied over the last 𝑛 + 1 depth frames. This meant that if the specified number of frames is 𝑛 =

2, and the current frame is the 235th frame, the depth values for each respective pixel of the 233rd, 

234th and 235th frames would be averaged to produce the temporally filtered frame. This smoothed 

out the inconsistencies. The custom temporal filter algorithm implemented had the additional 

condition that when it encountered a NaN value, it did not include it in the averaging process. This 

exclusion of the NaN values in the averaging process is what made the algorithm so effective at 

reducing noise. This was because there would need to be 𝑛 frames with the exact same pixel having 

a NaN value in order for the NaN value to appear in the temporally filtered frame (the output image 

from the temporal filter). 

The temporal filter algorithm worked as follows. It had a buffer which kept the last 𝑛 frames. For 

each new frame, the buffer was updated by dequeuing the oldest frame from the buffer and 

appending the current frame to the buffer. The depth values for each pixel were then averaged 

with the respective pixels across the frames in the buffer – excluding any NaN values from the 

averaging process. The result was a de-noised depth image – the temporally filtered frame. This 

process was repeated for each new depth frame received. For the first 𝑛 frames, no temporal 

filtering was applied, since the buffer needed to be filled. 

For the pre-processor the number of temporal filter frames was set to 𝑛 = 2. One does not want 

to set 𝑛 to be too large, as this would result in the image becoming blurry with fast movement. But 

with a small 𝑛, these unwanted effects were not noticeable and noise in the depth image was often 

dramatically reduced. In the temporally filtered image on the far right of Figure 6-9, one can see 

the spottiness of the wall was decreased, in addition to a dramatic reduction in the image noise. 

The temporal filter function was implemented as part of the SSF Core (Section 4.4.5). 

Down Scaling: Finally, the image was downscaled. This was done to reduce the amount of 

information that needed to be processed in future stages of the algorithm. Reducing the amount 

of information to be processed reduced the amount of time taken to process that information, 
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resulting in a faster algorithm. Many researchers in the field of machine learning use 96 x 96 pixel 

images for image recognition tasks (Coates, Lee, & Ng, 2011; Khorrami, Le Paine, & Huang, 2015). 

Some researchers use 32 x 32 images to improve algorithm performance (Le et al., 2010). Based 

on this, it was decided to scale the image down to be 96 pixels wide – the height was then 

determined to be 60 pixels based on the image ratio. 

 

Figure 6-10: Original Depth Image (Suh, Kim, Park, & Suh, 2010) used to generate 9 x 9 scaled down depth images 

Several scaling techniques were tested as shown in Figure 6-10 – where the original image was 

downscaled to a 9 by 9 image. What was looked for was clean depth distinction, for example, it 

can be seen in Figure 6-10 (d) that the Pixel Area Relation Sampling blurs the depth values in an 

attempt at antialiasing. This antialiasing is often desired for normal images, however, for depth 

images, the blurring it performs results in incorrect depth values – for example, resulting in a depth 

value in between a wall and the person in front of the wall, rather than the depth value for either 

the wall or the person. The algorithm that was chosen for scaling ended up being the Nearest-

neighbor Interpolation algorithm shown in Figure 6-10 (b). Nearest-neighbor Interpolation gave 

the cleanest depth distinction and resulted in the least incorrect depth values. The result of scaling 

a depth image to a 96 x 60 image – using Nearest-neighbor Interpolation – is shown in Figure 6-9 

(c). Since the images depicted in Figure 6-9 are small, the downscaling is not very apparent. The 

pre-processor used OpenCV to efficiently scale the colour and depth frames generated by the 

depth camera. 
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6.6.1.2 Retinal Encoder 

The auditory nerve is able to carry significantly less information to the brain than the optical nerve 

(Section 3.3). For this reason, the depth image needs to be reduced in an effective way before 

being converted into sound. The Retinal Encoder was responsible for this information reduction, 

in addition to using intelligent processing techniques to improve the end result of generating a 

soundscape for a particular scene. The Retinal Encoder implemented in 𝑃1 did this processing using 

a temporal filter, quantization and using a minimum value downscaling technique. The Retinal 

Encoders processing was done on the 96 x 60 pixel preprocessed image received from the Pre-

processor; the output from the Retinal Encoder was a 10 x 5 pixel retinal encoded image. 

Temporal Filter: First, a temporal filter was applied using 𝑛 = 2. This was the same temporal filter 

discussed in the Pre-processor implementation section (Section 6.6.1.1). The primary difference 

being that in the pre-processor, the temporal filter was applied to the cropped RAW depth image, 

where this was applied to the fully preprocessed image. The reason for this was to further reduce 

noise in the image. 

 

Figure 6-11: Quantization Levels 

Quantization: The next step was quantization. This was implemented based on the principle that 

a sound’s loudness decreases proportionally to the distance squared, this is known as the inverse 

square law (Section 2.2.3.3); hence, it was hypothesized that quantizing the distance levels – using 

increasing spacing (Figure 6-11) – would produce more noticeable distance changes when “seeing” 

through sound. The reason for quantizing the depth image was to improve depth accuracy in real-

world usage. 

𝑆𝑛 = ∑(𝑎 + 𝑘𝑏) =
𝑛

2
(2𝑎 + (𝑛 − 1)𝑏)

𝑛−1

𝑘=0

 

Equation 4 

Since 𝑎 = 0, and 𝑆𝑛𝑚𝑎𝑥 = 𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛: 

∴ 𝑏 =
2 × (𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛)

𝑛𝑚𝑎𝑥
 ÷ (𝑛𝑚𝑎𝑥 − 1) 

Equation 5 

𝑑𝑛 = 𝑑𝑚𝑖𝑛 + 𝑆𝑛 

Equation 6 
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To simulate the increasing spacing in a useful way, a quantization function was written. The 

quantization function used the arithmetic sum formula (Equation 4) to calculate the increasing step 

size (𝑆𝑛) for each level (𝑛) – using 𝑎 = 0, the initial step size (𝑏 ≡ 𝑆2) was calculated based on the 

maximum distance (𝑑𝑚𝑎𝑥 = 3), minimum distance (𝑑𝑚𝑖𝑛 = 0.2) and the number of quantization 

levels (𝑛𝑚𝑎𝑥 = 12). The calculation for determining the initial step size (𝑏) is shown in Equation 5. 

The initial step size (𝑏) for 𝑃1 ended up being 0.042, using a minimum distance of 0.2𝑚, a maximum 

distance of 3𝑚 and 12 quantization levels; this resulted in the quantization levels 𝑑1 to 𝑑12 being: 

[0.2, 0.24, 0.33, 0.45, 0.62, 0.84, 1.09, 1.39, 1.73, 2.11, 2.53, 3] when rounded to two decimal 

places. The distance for each level was calculated using Equation 6. The quantization function now 

forms part of the SSF Core (Section 4.4.5). 

 

Figure 6-12: Grid overlaid on top of the Pre-processed depth image showing the resolution for the Baseline 

Prototype (a) and Prototype 1 (b) Retinal Encoders 

Minimum Value Downscaling: Minimum value downscaling means creating a smaller image by 

choosing the minimum value from the cluster of pixels. Figure 6-12 shows (via a grid overlay) two 

possible ways in which the pre-processed depth image (from the Pre-processor) can be divided 

into clusters of pixels – a single cluster is highlighted. The number of clusters represents the 

number of pixels – i.e. the resolution – the retinal encoded image would have, and each cluster of 

pixels is used as the sample set for the respective pixel in the downscaled image. 

For the 𝑃1 Retinal Encoder, a resolution of 10 pixels across was chosen for two reasons; the first is 

that humans are able to locate a sound’s azimuth (horizontal) more accurately than its elevation 

(vertical), hence having a higher horizontal pixel count. Additionally, due to the dimensions of the 

pre-processed depth image, 10 x 5 resolution provided pixels which were closer to being square. 

This meant that sound emitters covered roughly the same height as they did width. 

The reason for using the minimum value was to avoid incorrect depth values. This is illustrated by 

the circled areas in Figure 6-13, as one can see the MeloSee Retinal Encoder (i.e. the 𝑃0 Retinal 

Encoder) produced a pixel lighter than the original Pre-processed depth image and lighter than 

that produced by the 𝑃1 Retinal Encoder – this means that the person’s shoulder would be seen as 
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farther away than in reality. The reason this happens is that the MeloSee algorithm approximates 

the average of the pixels in that cluster; in this case a little less than half the pixels were part of the 

background and a little less than half were part of the person’s shoulder. This resulted in a depth 

value, which was roughly halfway between the person’s shoulder and the background, even 

though in this case there was nothing at that position in space – hence, it is an incorrect depth 

value. On the other hand, the 𝑃1 Retinal Encoder chose the closest object in that area (the 

minimum depth value). Figure 6-12 shows the exact cluster of pixels chosen for the respective 

algorithms, and Figure 6-13 shows the results of the respective processing. 

 

Figure 6-13: MeloSee Retinal Encoder (b) vs Prototype 1 Retinal Encoder (c) 

The results of the combination of temporal filtering, quantization and minimum value downscaling 

are shown in Figure 6-13. On the far left of three images in Figure 6-13 is a wall, and on the right is 

a person. Comparing the far left hand sides of the retinal encoded images – Figure 6-13 (b) and 

Figure 6-13 (c) – it can be seen that the 𝑃1 Retinal Encoder produced a uniform column of depth 

values representative of the wall.  The MeloSee Retinal Encoder also showed that something was 

on the far left, although it is less uniform. On the right side of the same respective images, it can 

be seen that the 𝑃1 Retinal Encoder produced a more uniform representation of the person. This 

is a good representation of how the combination of quantization and minimum value downscaling 

was able to group objects based on their depth values – making objects more distinct. 

6.6.1.3 Sound Generator 

The Sound Generator was responsible for taking the retinal encoded image produced by the Retinal 

Encoder, and generating a soundscape from that image. The Sound Generator for 𝑃1 built on the 

concepts used in the MeloSee algorithm (i.e. the 𝑃0 Prototype’s Sound Generator). That is, by 

associating: 
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• Pitch with vertical position; 

• Relative left-right gain (respective loudness on the left and right) with horizontal position; 

• The sound loudness to distance. 

As with the MeloSee algorithm, using these associations – one for each dimension (achieving PDO 

3.c) – means that the soundscapes can be generated in real-time (achieving PDO 3.b) rather than 

using the scanline technique (Section 3.4.1). Although 𝑃0 and the 𝑃1 Sound Generators are very 

similar, there are two core differences between them. The first is that the 𝑃1 Sound Generator used 

a single complex sound, changing the pitch of the complex sound, rather than using different 

pitched tones. The second is that the 𝑃1 Sound Generator used perspective projection rather than 

orthogonal projection for positioning the sound emitters in 3D space. Perspective projection is how 

one perceives the world through sight (Figure 6-14). As with the 𝑃0 Prototype, the Sound Generator 

algorithm developed for 𝑃1 uses PyAL (the 3D positional audio library). The way the Sound 

Generator was implemented is described below. 

Single Complex Sound: When the Sound Generator received the first retinal encoded image, the 

setup process was run. This involved loading the complex sound (a flowing river); then, for each 

pixel (10 × 5 = 50 pixels) in the retinal encoded image, a sound source was generated and a copy 

of the complex sound was attached to each sound source. The gain for each sound source was then 

set relative to the number of sound sources; this was done to avoid clipping (Section 2.2.4) – this 

gain setting was separate from the left-right loudness, and the overall loudness relative to distance, 

each of which were dynamically managed by PyAL based on the sound source position. Once the 

sound sources had been setup, each sound source was then played in a loop. Finally, depending 

on the row of pixels the sound source was related to, the pitch was set:  

• The 1st row was set to 1.7; 

• The 2nd row to 1.3; 

• The 3rd row to 1.0; 

• The 4th row to 0.7; 

• The 5th row to 0.3. 

Where the 1st row was the top row of pixels, and where set to 1.5 would mean that the sound was 

played at 1.5 times the speed, changing the sound’s pitch – for example, a 100𝐻𝑧 × 1.5 = 150𝐻𝑧. 

This resulted in a high-pitched sound at the top, and low-pitched sound at the bottom, as with 

MeloSee. This implementation mimicked how MeloSee worked, while adding the use of a complex 

sound; the aim of this was to improve sound localization accuracy while using the system. 
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Figure 6-14: Perspective Projection (“Script Tutorials,” 2018) 

Unit Vector Map: Another part of the setup process was generating the unit vector map. The unit 

vector map contained a unit vector for each pixel – each unit vector described the perspective 

projection for its related pixel. This allowed for efficient calculation of the projected position of 

each pixel. To generate the unit vector map, one needed the pixel width (𝜇𝑤) and height (𝜇ℎ), and 

the retinal encoded image width (𝑟𝑤) and height (𝑟ℎ). To calculate the pixel width (𝜇𝑤) and height 

(𝜇ℎ), one needed the retinal encoded image width (𝑟𝑤) and height (𝑟ℎ), and the retinal encoded 

image horizontal (𝐹𝑜𝑉ℎ) and vertical (𝐹𝑜𝑉𝑣) field of view. It should be noted that the retinal 

encoded images horizontal field of view (𝐹𝑜𝑉ℎ) was the depth cameras horizontal FoV cropped by 

10 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 since the pre-processor crops the depth image by 10 𝑝𝑒𝑟𝑐𝑒𝑛𝑡– the retinal encoded 

image vertical (𝐹𝑜𝑉𝑣) was the same as the depth cameras vertical FoV. The calculations were done 

with respect to a fixed arbitrarily chosen distance (𝜀), 𝑃1 used 𝜀 = 0.5. To calculate the pixel width 

(𝜇𝑤), Equation 7 was used, and for pixel height (𝜇ℎ) a very similar equation was used, Equation 8. 

𝜇𝑤 =
(2 × 𝜀) × tan(

𝐹𝑜𝑉ℎ
2 )

𝑟𝑤
 

Equation 7 

𝜇ℎ =
(2 × 𝜀) × tan(

𝐹𝑜𝑉𝑣
2 )

𝑟ℎ
 

Equation 8 

𝑥 =

{
 
 

 
 

𝑝𝑥 × 𝜇𝑤, 𝑟𝑤 𝑖𝑠 𝑜𝑑𝑑

(𝑝𝑥 × 𝜇𝑤) − (
𝜇𝑤
2
), 𝑟𝑤 𝑖𝑠 𝑒𝑣𝑒𝑛 𝑎𝑛𝑑 𝑝𝑥 > 0

(𝑝𝑥 × 𝜇𝑤) + (
𝜇𝑤
2
), 𝑟𝑤 𝑖𝑠 𝑒𝑣𝑒𝑛 𝑎𝑛𝑑 𝑝𝑥 ≤ 0

 

Equation 9 
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𝑦 =

{
 
 

 
 

𝑝𝑦 × 𝜇ℎ, 𝑟ℎ 𝑖𝑠 𝑜𝑑𝑑

(𝑝𝑦 × 𝜇ℎ) − (
𝜇ℎ
2
), 𝑟ℎ 𝑖𝑠 𝑒𝑣𝑒𝑛 𝑎𝑛𝑑 𝑝𝑦 > 0

(𝑝𝑦 × 𝜇ℎ) + (
𝜇ℎ
2
), 𝑟ℎ 𝑖𝑠 𝑒𝑣𝑒𝑛 𝑎𝑛𝑑 𝑝𝑦 ≤ 0

 

Equation 10 

𝑙 = √𝑥2 + 𝑦2 + 𝜀2 

Equation 11 

𝑣𝑥,𝑦 = (𝑣𝑖 , 𝑣𝑗 , 𝑣𝑘) = (
𝑥

𝑙
,
𝑦

𝑙
,
𝜀

𝑙
) 

Equation 12 

Once the pixel width and height had been calculated, the unit vector was calculated for each pixel 

using Equation 12, and hence Equation 11, Equation 10 and Equation 9. The perspective was from 

the centre of the image; which meant that the unit vectors were calculated from the centre of the 

image. As shown in Figure 6-15, 𝑝𝑥 is the number of pixels from the centre of the image along the 

x-axis (𝑝𝑥 is negative to the left of the centre), 𝑝𝑦 is the number of pixels from the centre of the 

image along the y-axis (𝑝𝑦 is negative to the bottom of the centre). Each calculated unit vector 

(𝑣𝑥,𝑦) was stored in a 2D array referred to as the unit vector map. The functions for calculating the 

pixel size as well as generating the unit vector map form part of SSF Core (Section 4.4.5). 

 

Figure 6-15: Segmentation of the image for generating the unit vector map 

After the setup process was completed, the sound sources were able to be dynamically and 

independently positioned in virtual 3D space using PyAL. This was done by setting the x, y and z 

position (in meters) for a sound source; PyAL then dynamically performed the sound processing to 

position the sound source. The positioning was done relative to the listener’s head. 
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𝑓(𝑣𝑥,𝑦, 𝑑) = (𝑣𝑖 × 𝑑, 𝑣𝑗 × 𝑑, 𝑣𝑘 × 𝑑) 

Equation 13 

Perspective Projection: For the positioning of the sound sources, a perspective projection was used 

(Figure 6-14). Once the unit vector map had been generated, efficient calculation of the projected 

x, y and z values for a given depth (𝑑) could be done using Equation 13. This was done by obtaining 

the unit vector (from the unit vector map), which described the specific perspective projection for 

the given pixel, then scaling that unit vector (𝑣𝑥,𝑦) by the depth value (𝑑) given – hence, the 

projection was dependent on the pixel’s placement from the centre of the image (i.e. 𝑝𝑥 and 𝑝𝑦) 

as well as the depth (𝑑) it was projected to. Using a perspective projection was how the depth 

camera captured the depth image; hence, using perspective projection for the placement of the 

sound emitters mimicked the actual placement of the points in space, unlike an orthogonal 

projection, which would have distorted the position of the points captured by the depth camera. 

Since perspective projection simulates the way objects are perceived by humans in the real world, 

the aim of implementing it for the placement of the sound emitters was to improve localization 

accuracy when using the system. The projection function was implemented as part of the SSF Core 

(Section 4.4.5). 

6.6.2 Preliminary Study 

A preliminary study was performed, comparing 𝑃0 and 𝑃1. In the first preliminary study an issue 

was found. The issue had to do with special cases where multiple depth values could not be 

determined (i.e. were NaN), for reasons such as the depth camera being too close to an object and 

the minimum working distance was reached – this was not catered for, and caused the program to 

freeze. When the bug was encountered, this was experienced in the form of a constant sound, 

rather than a sound that changed with the environment. It is recommended that future researchers 

test the edge cases for their algorithms. For example, testing how an algorithm handles walking 

close to a wall and receiving many undetermined depth values in the depth buffer. After fixing the 

issue with 𝑃1, another preliminary study was performed to verify that everything behaved as 

expected. After verifying that all was working as expected, the comparative study was performed. 

6.6.3 Comparative Study 

This section looks at the results for the comparative study done between 𝑃0 and 𝑃1. The results 

discussed below were obtained by processing the metrics gathered – the metrics gathered are 

discussed in Section 5.7. For the comparative study between 𝑃0 and 𝑃1, there were a total of eight 

participants (𝑛 = 8), each one completing the comparative study evaluation procedure (Section 

5.6). One may refer to Section 5.2 for further details on the participant selection. 



DESIGN CYCLE 1 

83 | P a g e  

 

The Pre-Evaluation Questionnaire (Section 5.7.2) revealed that: six of the participants were male 

and two were female; none of the participants had any prior experience using sensory substitution 

systems; all participants were between the ages of 21 and 30; all the participants had the ability to 

hear in their left and right ears. The highest hearable minimum frequency in the group was 190Hz, 

and the lowest maximum hearable frequency was 15000Hz, meaning all participants could hear 

between 190Hz and 15000Hz. 

 

Figure 6-16: Graph legend 

For statistical comparison of the results obtained from the study, the paired t-Test for two sample 

means was used; the Chi-Squared Goodness of Fit Test was also used where appropriate. For all 

the statistical tests, 𝛼 = 0.05 was used, and the hypotheses were: 

𝐻0: 𝑇ℎ𝑒 𝑡𝑤𝑜 𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒𝑠 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑒𝑑 𝑒𝑞𝑢𝑎𝑙𝑙𝑦 𝑤𝑒𝑙𝑙 

𝐻1: 𝑂𝑛𝑒 𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑒𝑑 𝑏𝑒𝑡𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑡ℎ𝑒 𝑜𝑡ℎ𝑒𝑟 

If the 𝑝-𝑣𝑎𝑙𝑢𝑒 generated for a given t-Test was less than 𝛼 (𝑝-𝑣𝑎𝑙𝑢𝑒 <  𝛼) that meant that the null 

hypothesis could be rejected; in which case it was concluded – with a 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence – 

that there was a statistically significant difference between the two prototypes. Figure 6-16 shows 

the legend used to indicate which results are for which prototype, and whether those results are 

statistically significant. 

6.6.3.1 Questionnaires 

This section summarizes the results from the Post-Evaluation Questionnaires and the Final 

Questionnaires, comparing 𝑃0 to 𝑃1. This was done primarily by looking at the qualitative data 

gathered. From the questionnaires (Section 5.7.2), the positive and negative feedback for 𝑃0 was 

sorted and summarized into Table 6-5. 

It should be noted that these tables are an overview of participants’ feedback, this means that 

participants may have given certain feedback about one system, but not another. For example, if 

one participant made a comment about preferring one aspect of a certain system, and no one else 

made that comment; it cannot be concluded that the rest of the participants did or did not prefer 

a given system in that regard. The only thing that can be said is that one participant preferred a 
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specific part of a specific system. It is with this in mind that these summary tables were compiled, 

and only when general trends appear are general statements made. 

Table 6-5: Baseline Prototype (𝑷𝟎) Qualitative Feedback from the 𝑷𝟎 vs 𝑷𝟏 study (𝐧 = 𝟖) 

 Positive Negative 

1 

A minority of participants preferred the 

tonal sounds of 𝑃0 compared to the 

sounds used for 𝑃1 

Some participants felt the tonal sounds used 

cause fatigue 

2 
One participant felt the harmonies 

provided a good indication of distance 

Some participants found it difficult to detect 

changes in the tonal sound – the changes 

seemed small 

3 - 

One participant felt the merging of the 

sounds made navigation difficult (the 

participant said the same thing about 𝑃1) 

4 - 

One participant found it difficult to tell the 

difference between being close to the end of 

a passage and at the end of a passage (the 

participant said the same thing about 𝑃1) 

5 - 
A majority of participants felt that object 

detection was less reliable than 𝑃1 

6 - 
One participant felt the left side was slightly 

louder than the right 

7 - Sound anomalies/artefacts 

8 - 
Low objects and small objects against a plane 

(table/floor/wall) were hard to detect 

As reflected in Table 6-5, a minority (less than 50 𝑝𝑒𝑟𝑐𝑒𝑛𝑡) of the participants enjoyed the tonal 

sounds, where others found the constant tonal sounds tiring. Some participants also mentioned 

they found it difficult to distinguishing small changes in the tonal sounds. Considering this, it makes 

sense that participants found it difficult to detect low objects against a plane – especially during 

navigation where the scene can be fairly complex. Some participants heard unexpected sound 

anomalies such as random crackling noises. One participant felt that the left side sounded slightly 

louder than the right. It was unclear what caused this. 

As was done for 𝑃0 in Table 6-5, the positive and negative feedback for 𝑃1 was sorted and 

summarized into Table 6-6. This was done primarily by looking at the qualitative data gathered 

from the questions asked in the questionnaires (Section 5.7.2). 
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Table 6-6: Prototype 1 (𝑷𝟏) Qualitative Feedback from the 𝑷𝟎 vs 𝑷𝟏 study (𝐧 = 𝟖) 

 Positive Negative 

1 

Some participants found the sounds used 

were less tiring, as compared to 𝑃0 it was 

more comfortable to use for longer 

periods of time 

One participant felt the upper quadrant’s 

feedback dominated the lower quadrant’s 

feedback 

2 

Some participants found it easier than 𝑃0 

to differentiate between openings on the 

left and the right, making it easier to 

determine where the gaps were when 

navigating 

One participant felt the merging of the 

sounds made navigation difficult (the 

participant said the same thing about 𝑃0) 

3 
A majority of participants felt that object 

detection was more reliable than 𝑃0 

One participant found it difficult to tell the 

difference between being close to the end of 

a passage and at the end of a passage (the 

participant said the same thing about 𝑃0) 

4 
Some participants felt that the distance 

accuracy was better than with 𝑃0 

Low objects and small objects against a plane 

(table/floor/wall) were hard to detect 

5 
One participant felt it was easier to 

identify and learn the different sounds 
- 

As can be seen in Table 6-6, some participants found that the sounds used in 𝑃1 were less tiring 

than those used in 𝑃0. Some participants also found that 𝑃1 made it easier to find gaps on the left 

or right, and they felt the distance accuracy of 𝑃1 was better than 𝑃0 – this would make navigation 

slightly easier. Finally, the majority of participants felt that the object detection of 𝑃1 was more 

reliable than 𝑃0. One participant did however comment that they felt the upper quadrants 

feedback dominated the lower quadrants feedback. 

With both 𝑃0 and 𝑃1, one participant mentioned that they felt as though the sounds merged 

together, making navigation difficult. Another participant mentioned finding difficulty with both 

systems when trying to distinguish being at the end of the passage versus being close to the end 

of the passage. For both 𝑃0 and 𝑃1 there was also a general consensus that low objects and small 

objects against a plane (table/floor/wall) were hard to detect – the same was said in the 

Preliminary Study of 𝑃0 (Section 6.5.2). In fact, with both systems, participants mentioned 

throughout the study that they found the Box Task and the Multiple Boxes Task difficult – some 

even mentioning they felt as though they were guessing. 
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Table 6-7: System preference rating for 𝑷𝟎 vs 𝑷𝟏 normalized to be between -3 and 3 (𝐧 = 𝟖) 

Evaluation 𝑷𝟎 (-3) vs 𝑷𝟏 (3) 

1 2 

2 -2 

3 2 

4 2 

5 2 

6 2 

7 1 

8 -2 

Mean 0.875 

Variance 3.268 

Considering that the majority of the positive feedback was given to 𝑃1 one may conclude that in 

general, users preferred 𝑃1 over 𝑃0. To check this, a paired t-Test for two sample means was 

performed on the preference ratings given by the participants (Table 6-7). The resulting 𝑝-𝑣𝑎𝑙𝑢𝑒 

was 0.107. Since 𝑝-𝑣𝑎𝑙𝑢𝑒 > 𝛼, 𝐻0 was not rejected. This means that with the given data, one 

should not generalize and conclude that users preferred one system over another. 

The majority (75  𝑝𝑒𝑟𝑐𝑒𝑛𝑡) of the selected participants, preferred 𝑃1 to 𝑃0. The primary reason for 

this was that they felt the object detection was more reliable than 𝑃0. Additional reasons included 

feeling that the distance accuracy was better than with 𝑃0 and that with 𝑃1 it was easier to identify 

and learn the sounds – as one participant put it. 

Finally, from the additional feedback, it became clear that many of the participants felt that given 

more time to use and learn the systems, their performance using both systems would improve. 

Regarding the system hardware, participants felt that it could be made smaller and lighter. 

6.6.3.2 Navigation Task (no obstacles) 

Figure 6-17 shows the average number of 𝐸𝑤𝑎𝑙𝑙  errors (number of wall touches) made per 

participant while using 𝑃0 and while using 𝑃1 – the less wall touches, the better. 𝑃0 had an average 

of 1.625 wall touches for the navigation task with no obstacles, while 𝑃1 had 1.375 wall touches 

for the same task. From the results of the task, a 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.258 was calculated using a paired t-

Test for two sample means. Since 𝑝-𝑣𝑎𝑙𝑢𝑒 > 𝛼, 𝐻0 was accepted; and so, the t-Test determined 

there was not a statistically significant difference between the average number of errors (number 

of wall touches) for this task. 
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Figure 6-17: Average number of 𝑬𝒘𝒂𝒍𝒍 errors made per participant (𝒏 = 𝟖) in the Navigation Task (no obstacles) 

From the t-Test it was concluded that there was no significant difference between 𝑃0 and 𝑃1 when 

considering the number of wall touches while navigating a straight passage with no obstacles. This 

indicated that for navigating a simple environment, the two systems performed equally well. 

6.6.3.3 Navigation Task (with obstacles) 

Figure 6-18 shows the mean number of errors obtained – across a number of error categories 

(𝐸𝑤𝑎𝑙𝑙, 𝐸𝑜𝑏𝑗, 𝐸𝑟𝑜𝑟, 𝐸𝑡1, 𝐸𝑔𝑎𝑝, 𝐸𝑡2) – while using 𝑃0 and 𝑃1 for the navigation task with obstacles. 

Initially, looking at the results shown in Figure 6-18 seems to reveal that 𝑃1 was an improvement 

across almost all error categories. To check this conclusion, a paired t-Test for two sample means 

was run for each category of error. By comparing the resulting 𝑝-𝑣𝑎𝑙𝑢𝑒𝑠 to 𝛼 for each category of 

error, it was determined that there were no statistically significant differences for the average 

number of errors between 𝑃0 and 𝑃1, except in the case of 𝐸𝑡2 (Figure 6-18). 

 

Figure 6-18: Average number of errors made per participant (𝒏 = 𝟖) in the Navigation Task (with obstacles) – 

grouped by error type 
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For the error category 𝐸𝑡2 (failed to make turn into narrow passage), a 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.006 was 

calculated, and since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This means that with 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence 

one can say that on average, 𝑃1 performed better than 𝑃0 Prototype at finding narrow passages. 

Interestingly, this result agrees with the qualitative feedback that some participants gave; 

mentioning that they found it easier to differentiate between openings on the left and the right 

when using 𝑃1 (Table 6-6 row 2). 

 

Figure 6-19: Total number of errors made per participant (𝒏 = 𝟖) in the Navigation Task (with obstacles) 

Figure 6-19 shows the average number of errors made across all error categories grouped together 

(i.e. combining error categories 𝐸𝑤𝑎𝑙𝑙, 𝐸𝑜𝑏𝑗, 𝐸𝑟𝑜𝑟, 𝐸𝑡1, 𝐸𝑔𝑎𝑝, 𝐸𝑡2), showing this for both 𝑃0 and 𝑃1. 

A paired t-Test for two sample means was run on the overall error count. As expected from the t-

Tests performed on individual error categories, it was determined that there were no statistically 

significant differences in the average number of overall errors between 𝑃0 and 𝑃1. 

For the navigation task with obstacles, from looking at the graphs (Figure 6-18 and Figure 6-19), it 

appears that 𝑃1 performs better than 𝑃0 in general, the t-Tests performed show that this could not 

be concluded with statistical confidence – except in the case of finding narrow passages (error 

category 𝐸𝑡2). Hence, it was concluded that for navigating a complex environment, the two systems 

performed equally well; with the exception that 𝑃1 improved on 𝑃0 when it comes to finding 

narrow passages. 

6.6.3.4 Quadrant Task 

For the quadrant task, the data collected was first split into whether the participant got the left-

right (L-R) discrimination correct and whether the participant got the top-bottom (T-B) 

discrimination correct. Figure 6-20 shows the total number of correct answers for L-R and T-B 

across the two systems (𝑃0 and 𝑃1); the maximum number of correct answers was 40 
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(8 𝑝𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑠 × 5 = 40). As can be seen from the results in Figure 6-20, 𝑃1 outperformed 𝑃0 

for both vertical and horizontal position discrimination. 

 

Figure 6-20: Total number of correct answers for the Quadrant Task across all participants (𝒏 = 𝟖); separated into 

correct answers for left-right (L-R) and top-bottom (T-B) 

To check whether the results were statistically significant, a Chi-Squared Goodness of Fit Test was 

performed independently for both the L-R and the T-B discrimination of the quadrant task. This 

was done to determine if there was a statistically significant difference in the accuracy of 𝑃0 and 

𝑃1 when it comes to discriminating between left and right, and, discriminating between top and 

bottom; for an isolated object one meter in front of the participant. 

Table 6-8: Contingency table for left-right discrimination 

   Correct Incorrect 

Observed Data (𝑷𝟏) 34 6 

Expected Data (Baseline Prototype) 22 18 

Table 6-8 is a contingency table for the L-R discrimination. Performing a Chi-Squared Goodness of 

Fit Test on this data generated a 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.00014; since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This 

means that with 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence one can say that, 𝑃1 performed better than 𝑃0 at 

discriminating between left and right for a close isolated object. 

Table 6-9: Contingency table for top-bottom discrimination 

   Correct Incorrect 

Observed Data (𝑷𝟏) 33 7 

Expected Data (Baseline Prototype) 21 19 

Table 6-9 is a contingency table for the T-B discrimination. Performing a Chi-Squared Goodness of 

Fit Test on this data generated a 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.00015; since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This 
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means that with 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence one can say that, 𝑃1 performed better than 𝑃0 at 

discriminating between top and bottom for a close isolated object. 

 

Figure 6-21: Total number of correct answers for the Quadrant Task across all participants (𝒏 = 𝟖) 

Figure 6-21 shows the collective number of times the participants got the quadrant correct (i.e. L-

R and T-B position both correct) – this is shown for 𝑃0 and 𝑃1. Looking at the results in Figure 6-21 

it can be seen that 𝑃1 was a significant improvement over 𝑃0. This was confirmed by performing a 

Chi-Squared Goodness of Fit Test on the data, resulting in a 𝑝-𝑣𝑎𝑙𝑢𝑒 of 4.9 × 10−11, hence 𝐻0 was 

rejected. It is also interesting to note that 𝑃0 achieved results equivalent to random guessing, with 

25 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 correct for the quadrant test; this could indicate the need for a longer training period 

to become familiar with the system – something mentioned in the qualitative feedback from 

Section 6.6.3.1.  

From these results, it was concluded that for the given training period, 𝑃1 was significantly more 

accurate than 𝑃0 at determining the position of a relatively isolated object which is close to the 

user. This result matches the majority opinion seen in Section 6.6.3.1, being that participants felt 

that object detection was more reliable with 𝑃1 than with 𝑃0. The result is likely due to a 

combination of using perspective projection, and the use of a complex sounds. 

6.6.3.5 Box Task 

Figure 6-22 shows the total number of correct answers for each metric (Size, L-R, Distance and 

Orientation) in the Box Task; the total number of correct answers are shown for 𝑃0 and 𝑃1. 
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Figure 6-22: Total number of correct answers across all participants (𝒏 = 𝟖) for the Box Task – grouped by metric 

To check whether the results were statistically significant, a Chi-Squared Goodness of Fit Test was 

independently performed for the size, L-R placement, distance and orientation. For determining 

the L-R placement, distance and orientation, 𝑝-𝑣𝑎𝑙𝑢𝑒 >  𝛼, so no statistically significant difference 

was found. 

Table 6-10: Contingency table size discrimination 

   Correct Incorrect 

Observed Data (𝑷𝟏) 12 28 

Expected Data (Baseline Prototype) 19 21 

However, for box size discrimination, there was a statistically significant difference. Table 6-10 is a 

contingency table for the box size discrimination. Performing a Chi-Squared Goodness of Fit Test 

on this data generated a 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.027; since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This means that 

with 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence one can say that, 𝑃0 performed better than 𝑃1 at determining the size 

of an object when there was interference (from something such as a table). 

It should be noted that for the task of determining distance, the 𝑝-𝑣𝑎𝑙𝑢𝑒 calculated was 0.077. 

This means that with a with an alpha of 0.05 we cannot reject the null hypothesis. But if one is 

willing to use an alpha of 0.1, then 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, and the 𝐻0 would be rejected. So, although it 

cannot be concluded with a 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence, it can be concluded with a 90 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 

confidence that on average, 𝑃1 performs better when determining the distance of an object placed 

on a table. It should, however, be noted that the sample size is very small (𝑛 = 8), and that this 

improvement is not too far above random chance, since with 𝑃1, 40 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time users 

correctly identified the boxes distance given the option of three distances. Where guessing 

would’ve resulted in a 33.3 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 chance of guessing correctly. 

The conclusion for the box placement task is that 𝑃0 performed better at determining the box size 

when there was interference. It was also concluded that it is possible that 𝑃1 performed better at 
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determining distance to the objects when there was interference, although more testing would 

need to be performed, as this may have been the result of chance. Finally, based on the feedback 

from the questionnaires (Section 6.6.3.1), it seems that participants felt as though they were 

guessing with this task. It is in part for this reason that the researcher cautions the reader in the 

conclusions they take from the results of this task. 

6.6.3.6 Multiple Boxes Task 

Figure 6-23 shows the total number of correct answers for each metric in the Multiple Box Task. 

The metrics were the following: was the participant able to correctly determine whether there was 

a box on the left, a box in the middle and a box on the right. The total number of correct answers 

are shown for 𝑃0 and 𝑃1. 

 

Figure 6-23: Total number of correct answers across all participants (𝒏 = 𝟖) for the Multiple Box Task – grouped 

by metric 

For boxes on the left and the right there was no statistically significant difference between the 

accuracy of 𝑃0 and 𝑃1. However, interestingly, for the box in middle, there was a statistically 

significant difference between the accuracy of 𝑃0 and 𝑃1.  

Table 6-11: Contingency table for middle box identification 

   Correct Incorrect 

Observed Data (𝑷𝟏) 9 15 

Expected Data (Baseline Prototype) 14 10 

Performing a Chi-Squared Goodness of Fit Test on the data in Table 6-11, a 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.038 was 

calculated; since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This means that with 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence one 

can say that 𝑃0 performed better than 𝑃1 at helping the participant determine whether or not there 

was an object in the middle of a table – when the object was in close proximity to the participant. 
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An interesting observation is that by comparing the graphs in Figure 6-23 and Figure 6-20, one can 

see that the left-right accuracy for 𝑃0 stays roughly the same – around 50 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 – for the 

Quadrant Task and Multiple Boxes Task. But the left-right accuracy of 𝑃1 drops from around 

80 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 to around 50 𝑝𝑒𝑟𝑐𝑒𝑛𝑡. This is likely an indication that interference with nearby objects 

such as tables and other boxes decrease the left-right accuracy of 𝑃1. This is possibly due to the 

granularity of the 𝑃1 quantization, which would be grouping objects such as the table and box 

together. The idea that the difficulties were due to interference would also align with the feedback 

from the questionnaires (Section 6.6.3.1), as participants mentioned difficulties detecting objects 

on tables and near walls. 

6.6.4 Recommendations 

From the qualitative data gathered in the preliminary study and comparative study of 𝑃0 and 𝑃1, it 

was found that with 𝑃1 users did not experience any sound anomalies – where with 𝑃0 some users 

still experienced the sound anomalies (Table 6-4 row 3). This indicated to the researcher that the 

pre-processor and retinal encoder implemented for 𝑃1 successfully reduced the noise in the raw 

depth stream. Given that the pre-processor and retinal encoder developed for 𝑃1 worked relatively 

well, the following recommendations will focus on the Sound Generation part of the algorithm, 

rather than the pre-processing or retinal encoding. The focus of these recommendations is to 

improve the sound localization accuracy using different techniques, in addition to improving 

learnability of the system: 

• Multiple Complex Sounds: For 𝑃1, a single complex sound was used. To improve vertical 

sound localization, one could try using multiple distinct complex sounds, one for each row 

of pixels in the retinal encoded image. As per the literature (Section 2.2.3.2), humans 

naturally associate higher pitched sounds with higher objects – this should be considered. 

For example, the top row would have a single unchanging high-pitched complex sound 

associated with it. The bottom would have a single unchanging low-pitched complex sound 

associated with it. The aim is that this would improve the ability to distinguish objects at 

different heights – i.e. improving the detection of objects on a table. 

• Varying Pitch with Distance: 𝑃1 used intensity (i.e. loudness) to indicate distance. The 

louder the sound, the closer the object. For the next iteration, a combination of loudness 

and varying pitch (relative to the original pitch of the sound) could be used to represent 

distance, providing the user with two distinct distance queues. The aim being to improve 

distance accuracy. 

• Warning Beep: Adding a warning beep for when the user is about to bump into a wall. The 

aim of this being to improve learnability of the system, as well as trust in the system. 
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Considering that it is only the sound generator that would be updated based on these 

recommendations, it is not expected that issues such as interference (e.g. when a box is on a table) 

will be handled any differently, since the same retinal encoder and hence the same quantization, 

minimum value downscaling and other techniques would be used. For example, it would be 

expected that there would be a difference between the ability to distinguish objects on the left 

and right when there is interference and where there is not interference – as seen with 𝑃0 and 𝑃1. 

6.7 Conclusion 

This chapter looked at the implementation and evaluation of  𝑃0 and 𝑃1. The majority of 

participants (75 𝑝𝑒𝑟𝑐𝑒𝑛𝑡) preferred 𝑃1 to 𝑃0 (Table 6-7) – although due to the variance and sample 

size, the participants preferences were not considered a statistically significant result. The main 

reason for the preference of 𝑃1 seemed to be that participants felt the object detection was more 

reliable then 𝑃0. Looking at the results from the Quadrant Task (Section 6.6.3.4), it was clear that 

for object detection 𝑃1 outperformed 𝑃0 – the improvement was statistically significant (note 

however that 𝑛 = 8). Another reason participants said they preferred 𝑃1 was that they felt the 

depth accuracy was better than 𝑃0. Although participants felt this way, looking at the results from 

tasks like the Navigation Task (Section 6.6.3.3) and the Box Task (Section 6.6.3.5), it was unclear 

whether 𝑃1 improved on 𝑃0 with regards to depth accuracy, or whether the minor improvements 

were due to chance. For the navigation tasks in a simple and complex environment, the systems 

appeared to perform equally well. With the exception of 𝑃1 improving on 𝑃0 when it came to 

finding narrow passages (Section 6.6.3.3). 

At the end of Section 6.5.3, the researcher hypothesized that the recommendations from Section 

6.5.3 would improve the random depth image noise (i.e. sound anomalies), the depth accuracy and 

the top-bottom left-right accuracy. From the Questionnaires (Section 6.5.2.1 and 6.6.3.1), it can be 

seen that participants continued to experience random sound anomalies with 𝑃0, however with 𝑃1 

no sound anomalies were reported. Regarding the top-bottom left-right accuracy, as mentioned 

earlier, the results from the Quadrant Task (Section 6.6.3.4) show that 𝑃1 improved on 𝑃0 in this 

regard. This indicates that for the most part, the recommendations made had the intended effect. 

The prototypes were developed using the Sensory Substitution Framework (SSF), and hence PDO 

2 and PDO 3 (a) were achieved. 𝑃1 also achieved the rest of PDO 3 objectives since the system 

worked in real-time, included all three dimensions, used sound localization principles, and in a 

number of ways 𝑃1 improved on 𝑃0 – although there is definitely room for further development. 
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The next chapter implements 𝑃2 using the recommendations generated in Section 6.6.4, with the 

aim of further improving the system. It then goes on to evaluate 𝑃2 against  𝑃0, as was done in this 

chapter with  𝑃1 and  𝑃0. 
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Chapter 7: Design Cycle 2  

7.1 Introduction 

The structure of this chapter is very similar to the previous design cycle chapter (Chapter 6), 

however this chapter only focuses on the implementation of Prototype 2 (𝑃2). 𝑃2 is intended to be 

an incremental improvement over 𝑃1. The premise of 𝑃2 is the same as 𝑃0 and 𝑃1, and hence the 

system overview (Section 6.2) in addition to the hardware and software used (Section 6.3) are not 

repeated from  Chapter 6. As with Chapter 6, the aim of this chapter is to address: 

RQ 5: “What visual-to-auditory sensory substitution techniques can be used to develop a 

visual-to-auditory sensory substitution prototype for depth perception?” and; 

RQ 6: “Does the prototype developed provide the visually impaired with an accurate 

understanding of their surroundings through audition?” 

The chapter starts off with an overview of Design Cycle 2, followed by each of the phases in the 

second design cycle. The chapter concludes with a set of recommendations for potential 

improvements that could be made to 𝑃2. 

7.2 Design Cycle 2 Overview 

Building on what was learnt from Design Cycle 1, Design Cycle 2 focuses on the implementation of 

Prototype 2 (𝑃2). Figure 7-1 illustrates the different phases of the second design cycle, and how 

these phases link to the first design cycle. 

 

Figure 7-1: Overview of Design Cycle 1 and Design Cycle 2 
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As can be seen from Figure 7-1, Design Cycle 2 has three main phases. The implementation of 𝑃2, 

followed by a preliminary comparative study between 𝑃0 and 𝑃2, concluding with a comparative 

study between 𝑃0 and 𝑃2. As with Design Cycle 1, the preliminary study is a small-scale study used 

to identify any potential issues with the software, as well as providing an opportunity to make 

minor tweaks to 𝑃2 before doing the more intensive comparative study. Once the researcher was 

satisfied with the feedback from the preliminary study, the comparative study between 𝑃0 and 𝑃2 

was performed. A set of improvement recommendations can then be generated from what was 

learnt over the course of this design cycle. 

7.3 Prototype 2 (𝑷𝟐) 

This section follows the second design cycle, by going over the implementation of 𝑃2, a preliminary 

study and then a comparative study of 𝑃0 and 𝑃2. It concludes with a set of improvement 

recommendations generated from the knowledge gained from implementing and evaluating the 

system. 

7.3.1 Implementation 

As with 𝑃0 and 𝑃1, the SSF (Chapter 4) was used for the implementation of 𝑃2. The main 

components of the SSF being: the Pre-processor, Retinal Encoder and Sound Generator. For 𝑃2, the 

focus was on creating an improved Sound Generator. Thanks to the flexibility of the node system 

used in the SSF – as well as the standardisation of the topics used for communication – the 

framework made it simple to focus on creating an improved Sound Generator without worrying 

about the other components of the system. It also made it simple to test the new Sound Generator 

against 𝑃0 and 𝑃1 Sound Generators. For 𝑃2, the Pre-processor and Retinal Encoder from 𝑃1 were 

used unchanged. The implementation of the Sound Generator for 𝑃2 is discussed below. 

7.3.1.1 Sound Generator 

The Sound Generator for 𝑃2 builds on the concepts used in the 𝑃0 Sound Generator and concepts 

used in the 𝑃1 Sound Generator. The focus of this implementation was to improve the sound 

localization accuracy using different techniques. The algorithm works by associating: 

• Different complex sounds with vertical position – rather than only pitch as with 𝑃0 and 𝑃1; 

• Relative left-right gain (respective loudness on the left and right) with horizontal position; 

and 

• The sound loudness and sound pitch with distance – rather than solely loudness as with 𝑃0 

and 𝑃1. 
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As with the 𝑃1, using these different associations for each dimension (achieving PDO 3.c) means 

that the soundscapes can be generated in real-time (achieving PDO 3.b). And although 𝑃0, 𝑃1 and 

𝑃2 Sound Generators are very similar, the 𝑃2 Sound Generator aimed to improve on the previous 

Sound Generators by using multiple complex sounds in an attempt to improve vertical sound 

localization accuracy; and, using pitch (as well as loudness) for distance, in an attempt to improve 

distance sound localization accuracy. The way the Sound Generator was implemented is as follows. 

Multiple Complex Sounds: Upon receiving the first retinal encoded image, the setup process for 

the Sound Generator was run. This included loading the complex sounds, then generating a sound 

source for each of the 50 pixels (10 × 5 = 50 pixels) in the retinal encoded image – as with 𝑃1. 

Once the sound sources had been created, a complex sound was attached to each sound source. 

𝑃1 used a single complex sound and varied its pitch, for the 𝑃2 Sound Generator, it was decided 

that multiple complex sounds would be used in a further attempt to improve localization accuracy. 

Since there were 5 rows of pixels, five complex sounds were carefully chosen, one for each row: 

• The 1st row was bird tweets; 

• The 2nd row was cricket sounds; 

• The 3rd row was leaves crunching; 

• The 4th row was river flowing; 

• The 5th row was waterfall. 

Where the 1st row of pixels was the top row. Based on literature (Section 2.2.3.2), it was decided 

that 𝑃2 would use higher pitched sounds for the higher pixels, as well as using sounds logically 

associated with height – i.e. birds for above, and water for below. As with 𝑃1, to avoid clipping of 

the sounds (Section 2.2.4), the default gain for each sound source was set relative to the number 

of sound sources. As with 𝑃1, the additional measures of loudness, such as left-right loudness and 

loudness based on distance are dynamically managed by PyAL. 

Unit Vector Map: Another part of the setup process was generating the unit vector map; as with 

𝑃1, the unit vector map contained a unit vector for each pixel in the retinal encoded image – each 

unit vector described the perspective projection for that specific pixel. The unit vector map is an 

efficient way of calculating 3D projection placements for pixels given a specific depth value. The 

exact same functions used in the 𝑃1 Sound Generator were used to generate the unit vector map 

– having these functions as a part of SSF Core is what made this possible. For implementation 

details, see Section 6.6.1.3. Once the sound sources had been setup and the unit vector map had 

been generated, the setup process was complete; from there, the sound sources could be 

dynamically and independently positioned, additional adjustments such as varying the pitch could 

also be done dynamically. 
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Perspective Projection: As with the 𝑃1 Sound Generator, once the unit vector map had been 

generated, the projected x, y and z values for a given depth could be efficiently calculated. The 

exact same projection functions used in 𝑃1 were used in the 𝑃2 Sound Generator – this was possible 

thanks to SSF Core. For implementation details see Section 6.6.1.3. Once the projected 3D 

placement had been calculated, the sound source was positioned in virtual 3D space using PyAL – 

this was done independently for each sound source. 

Varying Pitch with Distance: The benefit of using different complex sounds for different heights 

was that it freed up the ability to use pitch for indicating something other than height. For the 𝑃2 

Sound Generator it was decided that pitch (as well as loudness) would be used to indicate depth – 

with the aim of improving depth accuracy. For each sound source, the pitch was set based on the 

depth (i.e. the distance) of the related pixel in the retinal encoded image. As discussed in the 𝑃1 

Retinal Encoder, 𝑑𝑚𝑖𝑛 = 0.2 (minimum distance) and 𝑑𝑚𝑎𝑥 = 3 (maximum distance), these values 

were fixed. The depth percentage (𝑑𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒) is a measure of where in that depth range the given 

depth value (𝑑) falls (each pixel has its own depth value), i.e. if 𝑑 = 𝑑𝑚𝑖𝑛 then 𝑑 = 0 𝑝𝑒𝑟𝑐𝑒𝑛𝑡, 

where if 𝑑 = 𝑑𝑚𝑎𝑥  then 𝑑 = 100 𝑝𝑒𝑟𝑐𝑒𝑛𝑡. The depth percentage was calculated using Equation 

14. 

𝑑𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =
𝑑 − 𝑑𝑚𝑖𝑛

𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛
 

Equation 14 

𝑝 = 𝑝𝑚𝑎𝑥 − ((𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛) × 𝑑𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒) 

Equation 15 

Once the depth percentage (𝑑𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒) had been calculated for a given pixel (i.e. sound source), 

the pitch (𝑝) for that sound source could be calculated – this was done using Equation 15. Equation 

15 calculates the pitch (𝑝) by inversely varying the pitch between a fixed maximum and minimum 

pitch (𝑝𝑚𝑎𝑥 = 1.5 and 𝑝𝑚𝑖𝑛 = 0.3 respectively), the varying of the pitch is based off the depth 

percentage. For example, if 𝑑𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 = 0 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 then 𝑝 = 1.5 and if 𝑑𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 =

100 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 then 𝑝 = 0.3. The closer something was, the higher the pitch of the sound source. 

Warning Beep: A warning feature was added to this algorithm, which warns the participant if they 

were about to bump into something (e.g. a wall) on their left, or on their right. The way this worked 

is that whenever a participant was too close to an object on their left, a beep would go off in their 

left ear, and whenever a participant was too close to an object on their right, a beep would go off 

in their right ear. A distance of 0.3𝑚 was set as the minimum depth; hence, when the participant 

was closer than 0.3𝑚 the beeping sound would play on a loop until they moved further than 0.3𝑚 

from the object. The aim of adding the warning beep was to improve the learnability of the system. 
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7.3.2 Preliminary Study 

A preliminary study was performed, comparing 𝑃0 and 𝑃2. After the preliminary study was 

completed the beeping sounds were discussed with the participant. It was realised that the 

participant relied heavily on the beeping to tell when they were close to a wall – relying less on the 

actual variations in sound, i.e. relying less on the actual algorithm, and more on the warning feature 

(the beeping) added to the system. Since the warning beeps were a very dominant sound, and 

based on the discussions with the preliminary study participant, the researcher decided that the 

warning beeps were likely to skew the results; hence, making it difficult to determine whether the 

change in performance for 𝑃2 was due to the changes – such as using multiple complex sounds and 

changing pitch with depth – or whether it was due to the warning beeps. For this reason, the 

warning beeps were disabled for the formal evaluations. In the long term, it is unclear whether 

having warning beeps – in a system such as the prototypes developed – would increase the 

learnability of the system, or become a crutch for the user, in essence decreasing the learnability 

of the actual system. Further than the warning beep removal, 𝑃2 functioned as expected and the 

comparative study was performed. 

7.3.3 Comparative Study 

This section looks at the results of the comparative study between 𝑃0 and 𝑃2. As with the 

comparative study done between 𝑃0 and 𝑃1 (Section 6.6.3), for the comparative study between 𝑃0 

and 𝑃2, there were a total of eight participants (𝑛 = 8). These were not the same participants as 

from the first comparative study (Section 6.6.3) – as per the section on participant selection 

(Section 5.2). Each participant completed the comparative study evaluation procedure discussed 

in Section 5.6. 

The Pre-Evaluation Questionnaire (Section 5.7.2) revealed that: All the participants were male; 

none of the participants had any prior experience using sensory substitution systems; all 

participants, bar one, were between the ages of 21 and 30, with the one being between the ages 

of 31 and 40; all the participants had the ability to hear in their left and right ears. The highest 

hearable minimum frequency in the group was 200Hz, and the lowest maximum hearable 

frequency was 12000Hz, meaning all participants could hear between 200Hz and 12000Hz. 

As was the case in Section 6.6.3, for the results obtained from the study, the paired t-Test for two 

sample means was commonly used for statistical comparison. The Chi-Squared Goodness of Fit 

Test was also used where appropriate. For all the statistical tests throughout this section, 𝛼 = 0.05 

was used, and the hypotheses were: 
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𝐻0: 𝑇ℎ𝑒 𝑡𝑤𝑜 𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒𝑠 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑒𝑑 𝑒𝑞𝑢𝑎𝑙𝑙𝑦 𝑤𝑒𝑙𝑙 

𝐻1: 𝑂𝑛𝑒 𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑒𝑑 𝑏𝑒𝑡𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑡ℎ𝑒 𝑜𝑡ℎ𝑒𝑟 

The graphs throughout this section use the same graph legend as in Section 6.6.3 (Figure 6-16). 

This section will discuss the results of the different metrics gathered. 

7.3.3.1 Questionnaires 

This section summarizes the results from the Post-Evaluation Questionnaires and the Final 

Questionnaires comparing 𝑃0 to 𝑃2. The results are primarily qualitative data obtained from the 

questionnaires. The feedback collected for 𝑃0 was sorted and summarized into positive and 

negative feedback shown in Table 7-1. 

Table 7-1: Baseline Prototype (𝑷𝟎) Qualitative Feedback from the 𝑷𝟎 vs 𝑷𝟐 study (𝐧 = 𝟖) 

 Positive Negative 

1 

Some participants preferred the sound 

compared to 𝑃2, feeling that the sound 

from 𝑃0 was less cluttered 

Some participants felt it was difficult to 

detect the distance to obstacles since the 

changes in sound were too small 

2 
One participant felt that using 𝑃0 it was 

easy to detect walls and gaps 

One participant felt that compact spaces such 

as corridors were difficult to navigate since 

constant noise was produced 

3 

One participant said it felt easier using 𝑃0 

than 𝑃2 to make turns and find the 

passage 

Two participants felt the sound was slightly 

unbalanced 

4 - Sound anomalies/artefacts 

5 - 
Low objects and small objects against a plane 

(table/floor/wall) were hard to detect 

Table 7-1 shows that some participants preferred the sound of 𝑃0 compared to 𝑃2, stating that it 

felt less cluttered. Some participants however found the sound to have too little distinction, 

making it difficult to detect obstacles since the changes were harder to detect than with  𝑃2. With 

regards to navigation, one of the participants said that they found it easy to detect walls and gaps 

using 𝑃0 – although they felt they did equally well in the navigation tasks with 𝑃0 and 𝑃2. Another 

participant said that it felt easier to find the passage with 𝑃0, however the same participant said 

that they felt that 𝑃2 gave them a better understanding of the overall environment, compared to 

𝑃0. As was the case in the first comparative study (Section 6.6.3), there were sound anomalies since  

𝑃0 does not have a Pre-processor that reduces the issue. From Table 7-1 it can also be seen that 
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two participants felt the sound was slightly unbalanced – as with the previous comparative study 

where one participant found this to be the case (Section 6.6.3.1). 

In Table 7-2, from the questionnaires, the qualitative feedback for 𝑃2 is summarized into positive 

and negative feedback. Looking at Table 7-2, some participants felt that the sounds produced by 

𝑃2 were overwhelming, with one participant saying that less environmental sounds should be used. 

Other participants preferred the sounds from 𝑃2 over the sounds produced by 𝑃0. 

Table 7-2: Prototype 2 (𝑷𝟐) Qualitative Feedback from the 𝑷𝟎 vs 𝑷𝟐 study (𝐧 = 𝟖) 

 Positive Negative 

1 

The majority of participants felt that 𝑃2 

performed better than 𝑃0 at distinguishing 

the distance to obstacles 

Some participants felt that the composition 

of the sounds was overwhelming 

2 

Some participants felt that the different 

sounds made it easier than 𝑃0 to navigate 

environments with barriers and open 

spaces 

One participant felt that compact spaces such 

as corridors were difficult to navigate since 

constant noise was produced 

3 

Some participants felt that the different 

sounds used in 𝑃2 were more 

distinguishable and had a larger range 

Low objects and small objects against a plane 

(table/floor/wall) were hard to detect 

4 

The majority of participants found 𝑃2 to 

be more accurate in determining the 

quadrant of an object 

- 

5 

Some participants found the sounds to be 

pleasant and less monotonous than those 

produced by 𝑃0 

- 

6 
Some participants felt that 𝑃2 was more 

intuitive than 𝑃0 
- 

Regarding the sounds produced by 𝑃2, one participant said, “I feel like some people would be 

annoyed by it, but I enjoyed it”. Sound preferences aside, the majority of participants felt that 𝑃2 

was more accurate in a number of areas, such as distance discrepancy and determining the 

quadrant of an object. One participant said that it might be the variety of sounds that made it 

easier. Another participant said that even though they preferred sounds from 𝑃0, they felt as 

though 𝑃2 was more accurate and more intuitive – a number of participants felt 𝑃2 was more 

intuitive. 
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For both systems one participant felt that they struggled in compact spaces such as corridors, since 

both systems produced a large amount of noise in that environment. As was the case in the 

comparative study between 𝑃0 and 𝑃1 (Section 6.6.3.1), participants found the Box Task and 

Multiple Boxes Task difficult when using 𝑃0 and 𝑃2 in this study. Participants generally found low 

objects and small objects close to a plane (such as a table) difficult to detect. 

Table 7-3: System preference rating for 𝑷𝟎 vs 𝑷𝟐 normalized to be between -3 and 3 (𝒏 = 𝟖) 

Evaluation 𝑷𝟎 (-3) vs 𝑷𝟐 (3) 

1 3 

2 1 

3 3 

4 1 

5 2 

6 3 

7 2 

8 -2 

Mean 1.625 

Variance 2.839 

Table 7-3 shows which system the participant preferred. As can be seen from Table 7-3, 7 of 8 

participants preferred 𝑃2 over 𝑃0. To check the statistical significance of these results, a paired t-

Test for two sample means was performed on the preference ratings. The resulting 𝑝-𝑣𝑎𝑙𝑢𝑒 was 

0.015. Since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This means that with a 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence, one 

can conclude that in general, users preferred 𝑃2 over 𝑃0. 

In summary, participants who preferred the sound from 𝑃0 liked that it was not as overwhelming. 

Participants who preferred the sound from 𝑃2 liked that the sounds were more distinct and less 

monotonous. In general, people felt that they had a better understanding of their environment 

with 𝑃2 compared to 𝑃0; with the majority of participants saying they found 𝑃2 more accurate with 

distance and determining the quadrant an object was in. For navigation, some participants 

preferred 𝑃0 with others preferring 𝑃2. Participants also found it difficult to distinguish low objects 

and small objects close to a plane (such as a table), making that a constant issue across 𝑃0, 𝑃1 and  

𝑃2. 

Finally, from the additional feedback it again became clear – as with the previous comparative 

study – that participants felt that given more time to use and learn the systems, they would have 

performed better. Regarding the hardware, as with the previous comparative study, participants 

said that the hardware could be made smaller and lighter. One participant said that they liked the 
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fact that the earphones used (Section 6.3.1) did not impair sounds from the environment. Another 

participant made a helpful suggestion, saying that it might be beneficial to modify the system so 

that the camera is at eye level (rather than above on the helmet). 

7.3.3.2 Navigation Task (no obstacles) 

Figure 7-2 shows the average number of wall touches (𝐸𝑤𝑎𝑙𝑙) for 𝑃0 and 𝑃2 while completing the 

navigation task with no obstacles. 𝑃0 had an average of 1.875 wall touches – similar 𝑃0’s 1.625 

wall touches seen from Section 6.6.3.2 in the study comparing 𝑃0 and 𝑃1, with 𝑃1 having  1.375 

wall touches. Comparatively, 𝑃2 had an average of only 0.625 wall touches for the same task. 

 

Figure 7-2: Average number of 𝑬𝒘𝒂𝒍𝒍 errors made per participant (𝒏 = 𝟖) in the Navigation Task (no obstacles) 

A 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.006 was calculated using a paired t-Test for two sample means. Since 𝑝-𝑣𝑎𝑙𝑢𝑒 <

𝛼, 𝐻0 was rejected. From the t-Test, it was concluded with a 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence that while 

navigating a straight passage with no obstacles, participants would touch the walls less on average 

when using 𝑃2 rather than 𝑃0. This aligns with the feedback from the questionnaires, where 

participants generally felt as though they had a better understanding of their environment with 𝑃2, 

and that 𝑃2 was more accurate at determining distance. 

7.3.3.3 Navigation Task (with obstacles) 

Figure 7-3 shows the average number of errors made per participant for the navigation task (with 

obstacles) when using 𝑃0 and when using 𝑃2. The errors are grouped into the subcategories listed 

in Section 5.7.1. 
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Figure 7-3: Average number of errors made per participant (𝒏 = 𝟖) in the Navigation Task (with obstacles) – 

grouped by error type 

For each of the error types, a paired t-Test for two sample means was performed. For each of these 

groups their respective 𝑝-𝑣𝑎𝑙𝑢𝑒’s were greater than 𝛼, which meant that 𝐻0 was not rejected and 

hence no statistically significant difference was found. 

 

Figure 7-4: Total number of errors made per participant (𝒏 = 𝟖) in the Navigation Task (with obstacles) 

Figure 7-4 shows the total number of errors made per participant on average for the navigation 

task with no obstacles – comparing 𝑃0 prototype to 𝑃2. A paired t-Test for two sample means was 

run on the overall error count. A 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.06 was calculated, hence for 𝛼 = 0.05, 𝑝-𝑣𝑎𝑙𝑢𝑒 >

𝛼 and so 𝐻0 was not rejected. This means that when using each system, no statistically significant 

difference was found regarding the average number of errors per participant. It should however 
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be noted that if one was willing to use an 𝛼 = 0.1, then 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼 and hence 𝐻0 is rejected. 

With 𝛼 = 0.1, one could conclude with a 90 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence that on average participants 

make less errors when using 𝑃2 to navigate a complex environment than when using 𝑃0. 

7.3.3.4 Quadrant Task 

For the quadrant task, as with Section 6.6.3.4, since there were 8 participants, and since each 

participant was asked to determine the quadrant 5 times, the totals are out of 40. Figure 7-5 shows 

the total number of times the participants discriminated left from right correctly, and top from 

bottom correctly. 

 

Figure 7-5: Total number of correct answers for the Quadrant Task across all participants (𝒏 = 𝟖); separated into 

correct answers for left-right (L-R) and top-bottom (T-B) 

In order to determine whether the results were statistically significant, it was decided to generate 

contingency tables, and perform Chi-Squared Goodness of Fit Tests on the data. This is the same 

procedure that done in Section 6.6.3.4. 

Table 7-4: Contingency table for left-right discrimination 

   Correct Incorrect 

Observed Data (𝑷𝟐) 32 8 

Expected Data (Baseline Prototype) 24 16 

Table 7-4 is a contingency table for how many times participants got the left-right discrimination 

correct while using 𝑃0 and 𝑃2. Using the table, a Chi-Squared Goodness of Fit Test performed on 

this data generated a 𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.01; since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This means that with 

95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence one can say that, 𝑃2 performed better than 𝑃0 at discriminating between 

left and right for a close isolated object. 
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Table 7-5: Contingency table for top-bottom discrimination 

   Correct Incorrect 

Observed Data (𝑷𝟐) 26 14 

Expected Data (Baseline Prototype) 24 16 

Table 7-5 is a contingency table for how many times participants got the top-bottom discrimination 

correct while using 𝑃0 and 𝑃2. Using the table, a Chi-Squared Goodness of Fit Test generated a 

𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.517; since 𝑝-𝑣𝑎𝑙𝑢𝑒 > 𝛼, 𝐻0 was not rejected. This means that no statistically 

significant difference was found between 𝑃0 and 𝑃2 when discriminating whether an object is in 

the top or bottom quadrant. 

 

Figure 7-6: Total number of correct answers for the Quadrant Task across all participants (𝒏 = 𝟖) 

For each prototype, 𝑃0 and 𝑃2, Figure 7-6 shows the number of times the participants got the 

quadrant correct – meaning both whether the object is on the left or right, and whether the object 

is at the top or the bottom, getting either incorrect means the answer was incorrect. Using this 

data, a Chi-Squared Goodness of Fit Test was performed to determine whether participants 

performed better when using 𝑃0 or 𝑃2 when determining the quadrant an object was in. A 𝑝-𝑣𝑎𝑙𝑢𝑒 

of 0.007 was calculated, and hence 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, this meant that 𝐻0 was rejected. With this result, 

one can conclude with 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence that 𝑃2 performs better than 𝑃0 at determining the 

quadrant of an object. 

Looking at the individual results, an interesting observation was made. When using 𝑃2 for the 

quadrant task, and choosing between top or bottom, two of the eight participants chose the 

opposite of where the object was 100 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time – i.e. choosing top when it was at the 

bottom. The consistency with which these two participants were incorrect stood out quite 

prominently to the researcher, both observationally during the study (where the researcher 
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actually noted the consistency, promptness and confidence with which the two participants 

answered incorrectly), and analytically looking at the resulting data. It was realized that this may 

be a result of the sounds chosen to represent high and low objects. In that case, what would 

happen for these two participants, is that whenever they would hear a sound that was intended 

to be associated with the top, they would associate it with the bottom, and vice versa. It was 

decided to correct for this anomaly and investigate the results. To correct the anomaly, it was 

decided to take the average number of correct top-bottom answers from the other six participants 

when using 𝑃2. This resulted in assigning 
4

5
 to the two participants for the top-bottom part of the 

quadrant test when using 𝑃2. Since these two participants had originally answered all the questions 

incorrectly (
0

5
), one could have also assigned 

5

5
 as this would be the opposite. However, it was 

decided that 
4

5
 would be used. Below are some graphs of the corrected data, together with a 

discussion. 

 

Figure 7-7: The corrected graph of the total number of correct answers for the Quadrant Task across all 

participants (𝒏 = 𝟖); separated into correct answers for left-right (L-R) and top-bottom (T-B) 

Figure 7-7 is the corrected version of Figure 7-5. Since it is only the top-bottom results for 𝑃2 that 

were corrected, top-bottom results for 𝑃0 and the left-right results for 𝑃0 and 𝑃2 remain exactly 

the same between Figure 7-7 and Figure 7-5. For the updated results, the number correct for the 

top-bottom discrimination changed from 26 to 34 for 𝑃2. Table 7-6 is the updated contingency 

table, with the original being Table 7-5. 

Table 7-6: Corrected contingency table for top-bottom discrimination 

   Correct Incorrect 

Observed Data (𝑷𝟐) 34 6 

Expected Data (Baseline Prototype) 24 16 
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Performing the same Chi-Squared Goodness of Fit Test on the corrected data in Table 7-6, a 

𝑝-𝑣𝑎𝑙𝑢𝑒 of 0.001 was generated; since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This means that assuming 

the correction made was valid, it can be concluded with a 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence that 𝑃2 performs 

better than 𝑃0 at discriminating between the top and bottom quadrants for nearby objects. 

 

Figure 7-8: The corrected graph of the total number of correct answers for the Quadrant Task across all 

participants (𝒏 = 𝟖) 

Figure 7-8 shows the corrected totals (based on the corrections made above). The totals for the 𝑃0 

remain the same as in Figure 7-6, however, the totals for 𝑃2 changed from 21 to 29 due to the 

corrections. Performing a Chi-Squared Goodness of Fit Test on the corrected data in Figure 7-8, a 

𝑝-𝑣𝑎𝑙𝑢𝑒 of 6.62 × 10−8 was calculated. Since 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼, 𝐻0 was rejected. This is the same 

result as seen for Figure 7-6 – one can conclude with 95 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 confidence that 𝑃2 performs 

better than 𝑃0 at determining the quadrant of an object. 

From the corrected data, one can see the same trend with 𝑃2 as was seen with 𝑃1; where 𝑃2 

significantly outperformed 𝑃0. It is also interesting to note that 𝑃1 and 𝑃2 performed similarly on 

this task with 𝑃1 having an overall of 70 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 correct and 𝑃2 having an overall of 73 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 

correct. 

In conclusion, it appears that whether the results are corrected or not, overall 𝑃2 outperforms 𝑃0 

at determining the quadrant in which a nearby object is. It is also possible to conclude that for a 

minority of people, the complex sounds chosen to represent higher and lower objects (Section 

7.3.1.1) in 𝑃2 had the opposite effect to what was intended. The researcher assumes that it is highly 

likely that with more training these participants would come to understand top from bottom when 

using 𝑃2. It is also reasonable to assume that for both 𝑃0 and 𝑃2, with more training the results 

would further improve. Finally, assuming the corrections made to the top-bottom 𝑃2 results were 
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valid, it can be concluded that 𝑃1 and 𝑃2 performed equally well on the quadrant task – both 

outperforming 𝑃0. Based on the questionnaire feedback from Section 6.6.3.4 and Section 7.3.3.4, 

this result is consistent with the general participants view on how well they did on the Quadrant 

Task when using 𝑃1 compared to 𝑃0, and 𝑃2 compared to 𝑃0. It is left for the reader to decide for 

themselves whether or not the researcher made the correct assumption with how the given data 

should be handled – based on the qualitative and quantitative data gathered. 

7.3.3.5 Box Task 

Figure 7-9 shows the total number of correct answers – grouped by metric – for the box task. It 

compares the results of 𝑃0 and 𝑃2. 

 

Figure 7-9: Total number of correct answers across all participants (𝒏 = 𝟖) for the Box Task – grouped by metric 

As was done in Section 6.6.3.5, a Chi-Squared Goodness of Fit Test was independently performed 

for the size, L-R placement, distance and orientation. For all metrics except the orientation metric, 

no statistically significant difference was found between 𝑃0 and 𝑃2. For the orientation, a 𝑝-𝑣𝑎𝑙𝑢𝑒 

of 0.001 was calculated, hence 𝑝-𝑣𝑎𝑙𝑢𝑒 < 𝛼 and so 𝐻0 was rejected. This means that 𝑃2 performed 

statistically significantly better than 𝑃0 when identifying the orientation of a box. 

It should however be noted that, specifically comparing the distance and orientation results in 

Section 6.6.3.5 to the distance and orientation results seen here (Figure 7-9), there is a large 

amount of variance in the results for 𝑃0. Using the same box task, with new participants, under the 

same conditions and using the same baseline prototype, for the first comparative study the 

participants got the distance correct 28 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time, where in the second the participants 

got the distance correct 53 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time. Similarly, a large discrepancy was seen for the box 

orientation – for the first comparative study the participants got the orientation correct 
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60 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time, where in the second the participants got the distance correct 38 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 

of the time. The only difference between the tests was the prototype 𝑃0 was compared against – 

however the order in which the systems were used was randomized for both studies, hence this 

should not have had an effect on the results. This could indicate that a larger sample size is needed 

for this test to yield clear results. 

It is also possible that for the box task, none of the current iterations of the system are able to 

confidently locate an object which is randomly sized, orientated and positioned on a table. This is 

somewhat unsurprising since this is a complex problem. Additionally, looking at the questionnaire 

feedback in Section 6.6.3.4 and Section 7.3.3.4, it seems that the participants would agree that the 

current systems are not capable of reliably distinguishing objects on tables and in similar situations. 

If that is the case, with a larger sample size, one would expect the results to tend to the equivalent 

of random guessing. That being 33.3 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 for size, 50 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 for L-R, 33.3 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 for 

distance and 50 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 for orientation. Looking at the results in Figure 6-22 and Figure 7-9, this 

seems feasible. 

The reason for stating this is to caution the reader regarding the results of the box task, since, as 

indicated, a larger sample size may be needed for this task. 

7.3.3.6 Multiple Boxes Task 

Figure 7-10 shows the results of the multiple box task when comparing baseline prototype and 𝑃2. 

As explained in Section 5.4, for each different region – left, middle and right – the participant had 

to identify whether or not a medium size box was present. For each metric – left, middle and right 

– a Chi-Squared Goodness of Fit Test was performed. No statistically significant differences were 

found between 𝑃0 and 𝑃2. 

 

Figure 7-10: Total number of correct answers across all participants (𝒏 = 𝟖) for the Multiple Box Task – grouped 

by metric 
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Comparing the results from the study between 𝑃0 and 𝑃1 (Section 6.6.3.6 and Figure 6-23) to the 

results from the study between 𝑃0 and 𝑃2, the baseline results seem to be similar. Overall, 

comparing the results from 𝑃1 to 𝑃2, 𝑃2 appears to be more consistent across the left, middle and 

right. For the most part there is no statistically significant difference between the 𝑃1 and 𝑃2, with 

the exception that the 𝑃2 now performs on par with 𝑃0 for determining whether or not there is an 

object placed in the middle. Finally, for distinguishing whether there was a box on the left and on 

the right in the Multiple Box Task, 𝑃2 did not do as well as it did in the Quadrant Task. However, as 

mentioned in Section 6.6.4, this was expected, since it was not the focus for improvement on this 

iteration. It should also be mentioned that as with the Box Task, participants generally felt that it 

was difficult to reliably distinguish objects on a table, at times mentioning they felt as though they 

were guessing. 

7.3.4 Recommendations 

In Section 6.6.4 of the previous chapter it was recommended that one make use of multiple 

complex sounds, one for each row of pixels in the retinal encoded image. The aim being that this 

would improve the vertical sound localization accuracy. Practically this would mean an improved 

ability to distinguish an object from the table on which it is placed. From the qualitative (Section 

7.3.3.1) and quantitative results of the Box Task (Section 7.3.3.5) and Multiple Boxes Task (Section 

7.3.3.6), it does not seem as though the complex sounds greatly improved the participants’ ability 

to detect low objects – if at all. This could be due to a number of factors, such as the need for more 

training time on these finer grained detection challenges, or it could even be that the systems 

simply are not able to detect these changes due to the resolution of the retinal encoded image 

being too low. 

An interesting comment was made by one participant, stating that to improve the system, one 

could put the camera at eye level (Section 7.3.3.1). This would improve the line of sight since rather 

than the line of sight going out from above the participants head, it would go out from their eye 

level – which is of course a more natural place for the cameras line of sight to be. The closer an 

object is, the worse an offset line of sight (i.e. camera mounted on top of the helmet) would affect 

the localization. For example, if one’s actual line of sight is directed at object close to them, then 

the offset camera’s line of sight might be looking just over the object. Since detecting an object on 

a table is generally something that would be done when a participant is relatively close to the 

object, this error of parallax would likely be relatively significant. Correcting this, by putting the 

camera at eye level could potentially improve participants’ performance on the box tasks with 𝑃0, 

𝑃1 and 𝑃2. 
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Figure 7-11: A participant wearing the MeloSee hardware (Stoll et al., 2015) 

Often SSD designs that one would come across – including MeloSee as seen in Figure 7-11 – placed 

the camera atop a helmet on one’s head, or on ones forehead in some or other way (Danilov et al., 

2006; Hoffmann, Spagnol, Kristjánsson, & Unnthorsson, 2018; Stoll et al., 2015). From this, it 

seemed clear that the camera should be mounted on top of the helmet as seen in Figure 6-2 (b). 

Details such as placing the camera at eye level are obvious in retrospect, but initially, basing the 

hardware design on a number of other systems, this was not something that was considered. 

Future researchers should be encouraged to place the camera at eye level, where possible. 

 

Figure 7-12: Camera mounted at eye level 

In Section 6.6.4 of the previous chapter it was also recommended that one use a varying pitch with 

distance – which was implemented in 𝑃2. From the participants feedback (Section 7.3.3.1) in 

addition to the results of things such as the Navigation Task (Section 7.3.3.2), it can be seen that 

the distance discrimination for 𝑃2 improved on 𝑃0.  

Based on these results, it is recommended that some parts such as the varying pitch with distance 

are kept, while other parts change. Below are the recommendations for future prototype 

implementations, starting with a hardware recommendation: 

• Eye level Camera: As per the feedback given by the participant, and the discussion above, 

the camera should be put at eye level – rather than on top of the helmet. This can be done 

by mounting the camera upside-down (Figure 7-12), then in software, one can use OpenCV 

to flip the image to be orientated correctly. Mounting the camera at eye level will align the 
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camera’s line of sight with one’s normal line of sight. This will likely improve one’s ability to 

locate objects, especially nearby objects, since one does not need to account for an offset 

line of sight. This will mean that no mental transposing of the object’s location needs to be 

done. Additionally, this should improve learnability of the system, since the line of sight is 

more natural. 

The next recommendations are for the Sound Generator: 

• HRTFs: To further improve sound localization accuracy, Head-Related Transfer Functions 

(HRTFs) could be used. As discussed in Section 2.2.3.4, HRTFs are functions, which change 

the sound based on a number of factors such as how sounds interact with the shape of 

one’s pinna. The transformations applied by HRTFs provide spectral cues – these cues are, 

especially helpful in vertical sound localization (Section 2.2.3.2). Applying HRTFs could be 

challenging, since different people have unique HRTFs. It is, however, known from 

literature, that humans have the ability to adapt to deformed pinna (Section 2.2.3.2). This 

indicates that it is highly likely that given sufficient training time, participants would be able 

to adapt to generic HRTFs. The aim of using HRTFs would be to improve the sound 

localization accuracy, in addition to improving the learnability of the system. To improve 

the learnability of the system, a fairly universal set of HRTFs would need to be used. 

• Unique Complex Sounds: The reason for using complex sounds is that humans are better 

at localizing complex sounds (Section 2.2.3.2). Additionally, without the complex sounds, 

the HRTFs would not be able to generate the spectral cues since there would only be one 

frequency. The combination of spectral cues from the HRTF and using a unique complex 

sound per receptive field (i.e. per pixel) – rather than just one per row – would likely allow 

for greater localization accuracy both in the vertical and horizontal directions. It is also 

possible, however, that using a unique complex sound per receptive field would be 

overwhelming. To get around this, one could possibly mirror the left and right sounds. Using 

the unique complex sounds per receptive field could then be compared to the use of a 

single complex sound per row in the retinal encoded image as implemented in 𝑃2. 

The recommendations given aim to improve the accuracy of localizing low objects and small 

objects against a plane, in addition to improving the learnability of the system by continuing to 

build on the use of how humans localize sounds. 
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7.4 Conclusion 

This chapter looked at the implementation of 𝑃2 and then the results from the study comparing 𝑃0 

and 𝑃2. From the results it was concluded that participants preferred 𝑃2 over 𝑃0 (Table 7-3). The 

majority of participants felt that they had a better understanding of their environment when using 

𝑃2 compared to 𝑃0. As with 𝑃1, participants felt that 𝑃2 was more reliable than 𝑃0 for object 

detection (this achieves PDO 3.e). This was especially true of the Quadrant Task, where based on 

the corrected results, participants got the exact quadrant correct 73 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time when 

using 𝑃2, whereas with 𝑃0 they only got it correct 33 𝑝𝑒𝑟𝑐𝑒𝑛𝑡 of the time (Section 7.3.3.4). 

For distance discrimination participants also felt that they were more accurate when using 𝑃2. 

Looking at the results in Section 7.3.3.2 from the Navigation Task (no obstacles), 𝑃2 improved on 

𝑃0 and 𝑃1 – indicating that participants were able to tell the distance to walls more accurately. This 

improvement was likely due to a combination of varying the pitch with distance, in addition to 

using a wider variety of complex sounds (Section 6.6.4). It should also be mentioned that when 

comparing 𝑃0 and 𝑃2, some participants felt that the different sounds from 𝑃2 made it easier to 

navigate environments with barriers, and where open spaces needed to be found, some 

participants also found that 𝑃2 was more intuitive than 𝑃0 – i.e. improved learnability. However, 

with the more complex navigation task (Section 6.6.3.3), no significant difference was found 

between 𝑃0 and 𝑃2, as was the case with the study comparing 𝑃0 and 𝑃1 (Section 6.6.3.3). That is, 

with the exception of 𝑃1 outperforming 𝑃0 and 𝑃2 when it comes to finding narrow passages (Figure 

6-18 and Figure 7-3). 

For all three of the systems (𝑃0, 𝑃1 and 𝑃2) it is clear that participants found it difficult to detect 

low objects and small objects close to a plane – as with the comparative study between 𝑃0 and 𝑃1; 

this made participants feel as though they were guessing during the box tasks. As mentioned at 

the end of Section 6.6.4, this was expected. Due to the qualitative and quantitative results for the 

box tasks, the researcher felt that no conclusions should be made in this section regarding the 

results of the Box Task and the Multiple Boxes Task. It also became clear that for all the different 

tasks, participants felt that their performance would have improved if they were given more time 

to become accustomed to the systems. 
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Chapter 8: Conclusion 

8.1 Introduction 

This chapter forms part of the DSR Rigor Cycle, by reflecting on the research completed and its 

contributions. The chapter begins by looking at the contributions made throughout the research, 

focusing on the techniques identified for improving the visual-to-auditory sensory substitution; 

techniques that would give the visually impaired an improved understanding of their surroundings 

– as per the main research question (Section 1.4). The chapter then looks at the research 

achievements by reviewing the various chapters and how they addressed the research questions 

in Section 1.4. It then goes on to discuss the challenges and limitations of the research. The chapter 

concludes with a summary. 

8.2 Research Contributions 

Based on the background research (Chapter 2) and a review of several existing systems (Section 

3.4), three visual-to-auditory sensory substitution prototypes were created over the course of two 

Design Cycles (Chapter 6 and Chapter 7). The prototypes developed were 𝑃0 (Section 6.5), 𝑃1 

(Section 6.6) and 𝑃2 (Section 7.3), each prototype building on what was learnt from the previous 

prototype. From each implementation, a number of techniques were identified for improving the 

visual-to-auditory sensory substitution prototypes, and presented as recommendations (Section 

6.5.3, 6.6.4 and 7.3.4). Each set of recommendations was implemented and tested in the form of 

another prototype – all with the aim of providing the visually impaired with an accurate 

understanding of their surroundings through audition. The main techniques, which proved useful 

in the studies (Section 6.5.2, 6.6.3 and 7.3.3) are summarised below: 

• Techniques for improving depth accuracy: The researcher found that quantization of the depth 

values into discrete distances (Section 6.6.1.2) provided a more distinct and identifiable change 

in distance, which users preferred (Section 6.6.3.1). It was also found that varying the pitch 

with distance (Section 7.3.1.1) provided more accurate depth perception in certain instances 

(Section 7.3.3.2), compared to not associating pitch with distance as with 𝑃0. Using perspective 

projection (Section 6.6.1.3 and 7.3.1.1) also contributed to the fact that participants felt 𝑃1 and  

𝑃2 had better depth accuracy than 𝑃0 (which did not use perspective projection). 

• Techniques for improving quadrant discrimination accuracy: Both 𝑃1 and 𝑃2 successfully used 

perspective projection to improve localization accuracy – especially regarding the left-right 

separation of sounds. The use of various complex sounds was also successful in improving 
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localization accuracy – specifically with regard to the elevation of an object. From the Quadrant 

Task results (Section 6.6.3.4 and 7.3.3.4), it can be seen that using these techniques greatly 

improved the quadrant discrimination accuracy when compared to 𝑃0. 

• Techniques for cleaning up and smoothing out the depth image: For visual-to-auditory sensory 

substitution systems using depth cameras, it is important to ensure the depth data is clean. It 

is recommended that one identify and crop out any “dead zones” in the depth images 

generated by the camera. It is also recommended that one use a temporal filter (Section 

6.6.1.1) to smooth out the inconsistencies in the depth data provided as output by many depth 

cameras, hence reducing the image noise. 

The recommendations focused on improving the previous prototypes, hence none of the baseline 

prototypes techniques were mentioned above. Further than the techniques mentioned above, 

when developing a visual-to-auditory sensory substitution system, it is recommended that one use 

an accurate lightweight depth camera with a wide field of view. One should also aim to mount the 

camera at eye level (Section 7.3.4) to provide an accurate line of sight, rather than an offset line of 

sight.  

Additionally, it is recommended that one use a framework such as the Sensory Substitution 

Framework (Chapter 4), which represents another contribution. Using such a framework allows for 

faster iteration and testing of prototypes, since it allows the researcher to focus on the algorithm 

being implemented rather than things such as how to get data from the depth camera. It also 

breaks the system into reusable components such as the Pre-processor, Retinal Encoder and Sound 

Generator, which helps when it comes to testing, iterating and improving the system since the 

parts are modular and interchangeable (Section 4.5). Finally, from the recommendations in Section 

7.3.4, it is believed that using HRTFs (Section 2.2.3.4) would also improve on the sound localization 

accuracy and the learnability of the system. 

8.3 Research Achievements 

The Design Science Research methodology was followed throughout the research process (Section 

1.7). First, the DSR Relevance Cycle was completed, this was done in Chapter 1 to ensure the 

relevance of the research. From this cycle, the aim of the research was refined and presented in 

Section 1.3, namely “To investigate and develop visual-to-auditory sensory substitution techniques 

– using sound localization as a sensory substitution for depth perception”. In order to achieve this 

aim, a set of research questions were formulated (Section 1.4). 
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The research questions are shown below: 

RQ 1. What characteristics of audition (hearing) and sound localization can be used for visual-
to-auditory sensory substitution? 

RQ 2. What are the benefits and shortcomings of existing visual-to-auditory sensory 
substitution techniques? 

RQ 3. How can visual-to-auditory sensory substitution prototypes be developed to allow for 
the testing of different visual-to-auditory sensory substitution techniques? 

RQ 4. How can visual-to-auditory sensory substitution prototypes be evaluated to provide 
insight into the effectiveness of the different visual-to-auditory sensory substitution 
techniques? 

RQ 5. What visual-to-auditory sensory substitution techniques can be used to develop a visual-
to-auditory sensory substitution prototype for depth perception? 

RQ 6. Does the prototype developed provide the visually impaired with an accurate 
understanding of their surroundings through audition? 

Each of these research questions were addressed throughout various chapters (Figure 1-3). This 

section looks at how these research questions were addressed, and whether they were addressed 

successfully. 

Chapter 2 reviewed the literature on audition and sound localization by looking at the field of 

psychoacoustics. The chapter reviewed the literature on topics such as the anatomy of the human 

ear (Section 2.2.1), the audible range of humans (Section 2.2.2) and sound localization (Section 

2.2.3). From this a number of useful characteristics of audition and sound localization were 

discovered. These include the interaural time difference (ITD) and the interaural level difference 

(ILD) which are used for azimuth (horizontal) localization; the fact that the elevation of a complex 

sound is easier to identify than the elevation of a tone, due to spectral cues; and, that the primary 

cue for determining the distance of an unfamiliar sound is loudness. In identifying these 

characteristics, RQ 1 was successfully answered by Chapter 2. 

Using the background research from Chapter 2, Chapter 3 discussed sensory substitution – focusing 

on visual-to-auditory sensory substitution. The chapter looks at a number of visual-to-auditory 

sensory substitution devices (Section 3.4), discussing the techniques used by these devices. It then 

discussed the benefits and shortcomings of existing visual-to-auditory sensory substitution 

techniques in Section 3.4.5, with a summary in Table 3-2. It was identified that certain techniques 

allowed for the use of real-time feedback by using binaural audio to provide three-dimensional 

sound localization information at the same time. It was also identified that none of the systems 

tested the use of complex sounds for improving localization – although one SSD used complex 

sounds (musical instruments) to represent colour. Chapter 3 successfully answered RQ 2. 

Chapter 4 then discussed the Sensory Substitution Framework (SSF). It was noted in Section 4.5 

that the SSF was successfully used to implement, test and evaluate all three prototypes. It provides 
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a standardised structure for developing and testing visual-to-auditory sensory substitution 

techniques and algorithms. Hence, Chapter 4 answers RQ 3. 

Chapter 5 details the evaluation design. It discusses the various evaluation tasks (Section 5.4), in 

addition to the evaluation procedure followed (Section 5.6). It also covered the evaluation metrics 

gathered for the tasks, together with the types of conclusions that could be drawn from the metrics 

(Section 5.7.1). Chapter 5 answered RQ 4. 

Chapter 6 and Chapter 7 covered the Design Cycles in the DSR methodology. The Design Cycles 

followed an iterative process of implementation followed by evaluation. The evaluations resulted 

in a set of recommended techniques for improving the visual-to-auditory sensory substitution 

prototypes. With the intention that each set of recommendations can be used in the next 

implementation (Figure 7-1). The first prototype implemented was 𝑃0, which was the 

implementation of a chosen existing system called MeloSee (Section 3.4.3). 𝑃0 was used as a 

baseline for comparison. Based on what was learnt from 𝑃0, a set of recommendations were 

generated (Section 6.5.3), 𝑃1 was implemented based on these recommendations (Section 6.6.1). 

A comparative study was then performed between 𝑃0 and 𝑃1, generating a new set of 

recommendations (Section 6.6.4). 𝑃2 was then implemented based on the recommendations 

generated from the comparative study between 𝑃0 and 𝑃1. A comparative study was then 

performed between  𝑃0 and 𝑃2, generating another set of recommendations (Section 7.3.4). From 

the Design Cycle process followed in Chapter 6 and Chapter 7, a number of visual-to-auditory 

sensory substitution techniques were generated – as shown in Section 8.2. Hence, RQ 5 was 

successfully answered. It was also concluded that in a number of ways, 𝑃0, 𝑃1 and 𝑃2 provided an 

accurate understanding of one’s surroundings. With 𝑃1 and 𝑃2 improving on 𝑃0 in many regards 

(Section 6.7 and 7.4) – this is especially true of the Quadrant Tasks, where 𝑃1 and 𝑃2 both achieved 

an accuracy of around 70 𝑝𝑒𝑟𝑐𝑒𝑛𝑡. In other regards such as with small objects against a table, all 

three prototypes performed poorly. So although the prototypes provided a fairly accurate 

understanding of one’s surroundings, there is still room for improvement. Hence, RQ 6 was 

successfully answered. 

This means that over the course of a number of chapters, the research successfully addressed all 

of the research questions posed in Section 1.4. However, throughout the research there were 

challenges and limitations, which were discussed in the next section. 

8.4 Challenges and Limitations 

Over the course of the completing this research, a number of challenges and limitations were 

encountered. One of the challenges was to ensure the various techniques (Section 8.2) used were 
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implemented in a performant manner. This is because many of the functions and algorithms used 

needed be applied in real-time, going from a raw depth image to sound in a few milliseconds. This 

included needing to quantize the incoming depth image and temporally filter it in real-time. 

A limitation of the study was the performance of the prototypes with regard to low objects and 

small objects against a plane such as a table. For example, as was mentioned by the participants 

(Section 6.6.3.1 and 7.3.3.1), the Box Task and Multiple Boxes Task proved difficult. This is likely 

due a combination of the short training period used, in addition to the low resolution of the 

prototypes – meaning they did not have the granularity to distinguish objects in these scenarios. It 

is recommended that future researchers experiment with longer training periods, in addition to 

investigating ways of increasing the resolution used. 

A final limitation of the study was the small sample size of participants used per study (𝑛 = 8). Due 

to the small sample size, for certain results it was difficult to determine whether the general trend 

of marginally improved results was down to chance, or that given a larger sample size the trend 

would be seen to be an actual improvement. With a larger sample size, it is likely that more trends 

would become clear, giving the researcher an improved understanding of the strengths and 

weaknesses of the various visual-to-auditory sensory substitution techniques. It is for this reason 

that it is recommended that future researchers use a larger participant sample size. 

8.5 Summary 

The Design Science Research methodology was successfully followed throughout the research 

(Section 1.7). This resulted in three artefacts being developed, namely the three visual-to-auditory 

sensory substitution prototypes. The first was the researcher’s implementation of an existing 

system (Section 6.5); the other two being novel implementations based on learnings throughout 

the research (Section 6.6 and 7.3). Each prototype used sound localization as a sensory substitution 

for depth perception. The research performed provided a number of contributions, including 

several techniques for visual-to-auditory sensory substitution (Section 8.2), and a framework for 

implementing and testing sensory substitution algorithms (Chapter 4). Despite challenges and 

limitations, the research questions were successfully addressed over the course of the various 

chapters (Section 8.3). In addition, over the course of these chapters, the main research aim, “To 

investigate and develop visual-to-auditory sensory substitution techniques – using sound 

localization as a sensory substitution for depth perception.” was achieved. 
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Appendix H: SSF Usage 

This appendix aims to give a brief introduction to using the SSF. The frameworks core components 

are the configuration files, SSF Core, the Pre-processor, the Retinal Encoder and the Sound 

Generator. Looking at Figure 0-1, one can see this reflected in the folder structure – with the folder 

names cfg, core, pre-processor, retinal_encoder and sound_generator respectively. 

The SSF provides templates for the Retinal Encoder (template_retinal_encoder.py) and the Sound 

Generator (template_sound_generator.py). To create a new Retinal Encoder, one would make a 

copy of the file template_retinal_encoder.py to the same location (i.e. the retinal_encoder folder). 

Then one would rename the file to <algorithm_name>_retinal_encoder.py. For example, if one 

wanted to create a new Retinal Encoder algorithm called “algorithm_2”, the name of the main file 

containing the algorithm should be algorithm_2_retinal_encoder.py and the file should be placed 

in the retinal_encoder folder. The same procedure is followed for a creating a new Sound 

Generator, using “sound_generator” in place of “retinal_encoder” and placing it in the 

sound_generator folder. The Pre-processor generally remains the same for all algorithms as it is 

not intended to do much aside from cleaning up the raw depth and colour images. If one wanted 

to create a new Pre-processor or edit the existing one, they would edit or replace the file 

preprocessor.py. 

 

Figure 0-1: The Sensory Substitution Frameworks (SSFs) folder structure 
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SSF Core is found in the core folder. SSF Core contains a number of algorithms and functions 

(Section 4.4.5) used across the framework and can be used in custom Retinal Encoder or Sound 

Generator algorithms. If one wants to add algorithms or functions that would be used across 

multiple Retinal Encoders or Sound Generators, SSF Core is a good place to put them. Using SSF 

Core in a custom Retinal Encoder or Sound Generator is done in the same way one would use a 

standard Python module – once the module is imported, one simply calls the functions needed. 

The cfg folder houses two files, custom_parameters.py and default_parameters.py. The default 

parameters for the camera, Pre-processor, Retinal Encoder and Sound Generator are all set in 

default_parameters.py. For each algorithm developed (whether a PP, RE or SG) one can have 

custom parameters set up; these are set in custom_parameters.py – an example is shown in Figure 

0-2 where the algorithm is named “algorithm_2”. In the example, “algorithm_2” has custom 

parameters for its Retinal Encoder and Sound Generator components – if for example 

“algorithm_2” was only a Retinal Encoder, the custom Sound Generator parameters could be left 

blank. 

 

Figure 0-2: Example of custom parameters in custom_parameters.py 

In custom_parameters.py (shown in Figure 0-2) one will also see “dynamic_parameter_server”; this 

is where one would specify the default Retinal Encoder and Sound Generator algorithms to be 

launched. In the case of the example in Figure 0-2, the Retinal Encoder from “algorithm_2” is 

launched with the “template” Sound Generator algorithm. When the program is started, the 

framework looks at the “dynamic_parameter_server” settings to find the Retinal Encoder and 

Sound Generator algorithms to be used. The framework then looks up the related filenames and 

launches those as ROS nodes. In this case the files launched are algorithm_2_retinal_encoder.py 

and template_sound_generator.py. 

For a detailed guide to setting up and using the SSF, as well as how to launch the algorithms, how 

to record information to ROS bags and more, please see Appendix I.  
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Appendix I: Sensory Substitution Framework – README 
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