
A Radiative Transfer Simulator for
PACE: Theory and Applications
Peng-Wang Zhai1*, Meng Gao2,3, Bryan A. Franz2, P. Jeremy Werdell 2, Amir Ibrahim2,
Yongxiang Hu4 and Jacek Chowdhary5,6

1Department of Physics, University of Maryland Baltimore County, Baltimore, MD, United States, 2Ocean Ecology Laboratory,
NASA Goddard Space Flight Center, Greenbelt, MD, United States, 3Science Systems and Applications, Inc., Greenbelt, MD,
United States, 4NASA Langley Research Center, Hampton, VA, United States, 5NASA Goddard Institute for Space Studies, New
York, NY, United States, 6Department of Applied Physics and Applied Mathematics, Columbia University, New York, NY,
United States

A radiative transfer simulator was developed to compute the synthetic data of all three
instruments onboard NASA’s Plankton Aerosol, Cloud, ocean Ecosystem (PACE)
observatory, and at the top of the atmosphere (TOA). The instrument suite includes
the ocean color instrument (OCI), the Hyper-Angular Rainbow Polarimeter 2 (HARP2), and
the Spectro-Polarimeter for Planetary Exploration 1 (SPEXone). The PACE simulator is
wrapped around amonochromatic radiative transfer model based on the successive order
of scattering (RTSOS), which accounts for atmosphere and ocean coupling, polarization,
and gas absorption. Inelastic scattering, including Raman scattering from pure ocean
water, fluorescence due to chlorophyll, and colored dissolved organic matter (CDOM), is
also simulated. This PACE simulator can be used to explore the sensitivity of the
hyperspectral and polarized reflectance of the Earth system with tunable atmosphere
and ocean parameters, which include aerosol and cloud number concentration, refractive
indices, and size distribution, ocean particle microphysical parameters, and solar and
sensor-viewing geometry. The PACE simulator is used to study two important case
studies. One is the impact of the significant uncertainty in pure ocean water absorption
coefficient to the radiance field in the ultraviolet (UV) spectral region, which can be as much
as 6%. The other is the influence of different amounts of brown carbon aerosols and
CDOMon the polarized radiance field at TOA. The percentage variation of the radiance field
due to CDOM is mostly for wavelengths smaller than 600 nm, while brown aerosols affect
the whole spectrum from 350 to 890 nm, primarily due to covaried soot aerosols. Both
case studies are important for aerosol and ocean color remote sensing and have not been
previously reported in the literature.

Keywords: PACE, radiative transfer, ocean color, ultraviolet, CDOM, Brown carbon aerosols

1 INTRODUCTION

NASA’s Plankton, Aerosol, Cloud, and ocean Ecosystem (PACE) mission will carry the Ocean Color
Instrument (OCI), which is a hyperspectral scanning radiometer with spectral coverage from the
ultraviolet (340 nm) to near-infrared (890 nm) measured at 5 nm spectral resolution with 2.5-nm
spectral sampling (Werdell et al., 2019). The 5-nm resolution will better resolve spectral features of
some plankton species, as well as atmospheric gas absorption features such as the Oxygen-A band
centered near 765 nm. OCI also includes seven shortwave infrared (SWIR) bands centered on 940,
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1,038, 1,250, 1,378, 1,615, 2,130, and 2,260 nm, to be used for
ocean color atmospheric correction and aerosol and cloud
retrievals. In addition, PACE plans to carry two Multi-Angle
Polarimeters (MAPs): the Hyper-Angular Rainbow Polarimeter 2
(HARP2) (McBride et al., 2020) and the Spectro-Polarimeter for
Planetary Exploration 1 (SPEXone) (Hasekamp et al., 2019).
HARP2 will measure the first three Stokes parameters (I, Q,
and U) at four wavelengths (441, 549, 669, and 873 nm) and at
multiple viewing angles (60 angles for 669 nm, and 10 angles for
the other wavelengths) for each pixel. SPEXone will measure the
radiance and the Degree of Linear Polarization (DoLP) from 385
to 770 nm with a variable spectral resolution of 2–5 nm for
radiance and 10–40 nm for DoLP at five viewing angles, but
with less swath coverage than OCI and HARP2. The combined
dataset of OCI and the MAPs will provide a plethora of data that
will significantly enhance our understanding of the Earth’s ocean,
atmosphere, and land systems.

Satellite sensors such as OCI, HARP2, and SPEXone measure
radiometric signals at the top of the atmosphere (TOA). Remote
sensing algorithms infer environmental variables from the
radiometric signals. Over oceans, the environmental variables
may include the abundance of aerosols, cloud particles, and
hydrosols (in-water particles) and their microphysical
properties, many of which are used to infer biogeophysical
properties. The radiative transfer model governs the
relationship between the environmental variables and
radiometric signals, which use the single-scattering properties
of particles as inputs. It is imperative to build a satellite sensor
simulator based on rigorous radiative transfer models, which
conserves the transfer of energy and adequately simulates the
interactions between the light and the medium. Rigorous models
would allow for understanding the change of radiometric signals
in response to variations in the environmental variables needed
for developing and testing remote sensing algorithms. The
simulator also needs to account for the radiometric
characteristics of the sensors, such as the spectral response, so
that it can be used as the best representation of the sensor
measurements, and which maximizes the benefits of a satellite
mission.

In this paper, we report a PACE simulator, which can
simulate the hyperspectral radiance that OCI would measure
and the polarized signals at multiple wavelengths and multiple
viewing angles from HARP2 and SPEXone. The simulator is
built around a vector radiative transfer model, which models
light multiply scattered in the coupled atmosphere-ocean
systems based on the successive order of scattering method
(Zhai et al., 2009; Zhai et al., 2010). Plane-parallel geometry is
assumed in the radiative transfer model, i.e., we only consider
the vertical variation of the optical properties of the atmosphere
and ocean. Scattering and absorption due to molecules,
aerosols, clouds, and oceanic particles are accurately
considered. Gas absorption due to H2O, CO2, O2, CH4, O3,
and NO2 are adequately accounted for, which is essential for
studying the photon path length distribution in the strong
absorbing bands. The model can also simulate inelastic
scattering in ocean waters, i.e., Raman scattering by pure
waters and fluorescence due to chlorophyll and colored

dissolved organic matter (CDOM) (Zhai et al., 2015; Zhai
et al., 2017b; Zhai et al., 2018). The detailed system
configuration and algorithm are described in Section 2.

Previously, the Global Ocean Physical-Biogeochemical Model
(Gregg and Rousseaux, 2017) was developed, which can generate
a proxy of global distributions of spectral water leaving radiances
based on the spatial distribution of ocean components from the
global ocean circulation model. As a result, approximations have
been used in the radiative transfer process in the ocean. Our
simulator aims to represent all properties of the radiation field in
both the atmosphere and ocean as accurately as possible, which
preserves both the angular dependence of the light field and the
polarization properties.

Two applications of the PACE simulator are presented in the
result section. One is a sensitivity study on the impacts of the
uncertainty of the spectral absorption coefficient of pure seawater
in the ultraviolet (UV) on the radiance field at TOA. The
absorption coefficient of pure seawater in the UV is poorly
characterized, with values that vary by two orders of
magnitude within the literature (Lee et al., 2015; Mason et al.,
2016; Twardowski et al., 2018). This uncertainty will significantly
impact ocean color remote sensing in the UV once the OCI data is
available. The other study is on the convoluted influences of
aerosols and CDOM on both radiance and degree of linear
polarization at TOA. In particular, both brown carbon and
CDOM spectral absorption coefficients increase exponentially
as wavelength decreases in the UV. The similarity of the spectral
variation of these two components of the atmosphere and ocean
system has created great challenges in quantifying their
abundances. This paper reports our sensitivity study on
different amounts of brown carbon aerosols (Mok et al., 2016)
as well as CDOM (Twardowski et al., 2004) to the radiance field
using our new PACE simulator, which is a novel contribution to
the remote sensing field.

This paper is organized as the following: Section 2 describes
the theoretical background of the various elements of this PACE
simulator; Section 3 covers the two sensitivity studies in the UV
we performed using the PACE simulator; Section 4 provides the
discussion.

2 THEORETICAL BACKGROUND

2.1 Atmospheric and Ocean Optical
Properties
2.1.1 Atmospheric Components
The description of radiative transfer processes in the atmosphere
needs vertical profiles of scattering and absorbing particles to be
properly defined as inputs. The atmospheric particles include
molecules, as well as aerosol, and cloud particles. The default
profiles of molecules in the PACE simulator are based upon the
US standard atmosphere (1976), but other profiles can easily be
substituted by using input files with the same data format. The
profile data include the total number density of atmospheric
molecules and the volume mixing ratios of the significant
absorbers (H2O, CO2, O2, CH4, O3, and NO2) in the UV-
SWIR spectral range. The scattering cross-section and the
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depolarization ratio are a function of wavelength, temperature,
and pressure, which we calculate using the algorithm of Tomasi
et al. (2005). The molecular scattering cross-section is multiplied
by the total number density and integrated over height to obtain
the optical depths due to molecular scattering in each discretized
vertical layer. We use the Rayleigh scattering matrix, which
depends on the depolarization ratio for characterizing
molecular scattering (Hovenier et al., 2004).

The scattering matrices of aerosols or clouds can be calculated
by the Mie theory for spherical particles (Mishchenko et al., 2002)
or other more flexible methods for non-spherical particles, for
instance, the finite-difference time-domain method (Yang and
Liou, 1996; Sun et al., 2017), the T-matrix method (Mishchenko
et al., 2002; Bi and Yang, 2014), and discrete dipole
approximation (Yurkin and Hoekstra, 2011). The scattering
matrices from different components (molecules, aerosols, and
cloud particles) can be weighted by their scattering optical depth
in a discretized vertical layer, i.e.,:

Pt(Θ) � (τs,mPm(Θ) + τs,aPa(Θ) + τs,cPc(Θ))/(τs,m + τs,a + τs,c)
(1)

where Pt(Θ), Pm(Θ), Pa(Θ), and Pc(Θ) are the scattering
matrices for the total layer, molecules, aerosols, and cloud
particles, respectively, as a function of scattering angle Θ; and
τs,m, τs,a, and τs,c are the scattering optical depths for molecules,
aerosols, and clouds, respectively. The scattering optical depth τs
for a vertical layer bounded by heights z0 and z1 are calculated by:

τs � ∫
z1

z0

Cscat(z)n(z)dz (2)

where Cscat is the scattering cross section and n(z) is the number
density of particles in consideration. The number density n(z)
from Braslau and Dave (1973) are used as the default vertical
distribution of aerosols, though it can be easily changed.

The extinction optical depth τe can be calculated in the same
way as Eq. 2 by replacing Cscat by Cext which is the extinction
cross-section. The single scattering albedo for a layer is defined as:

ω � (τs,m + τs,a + τs,c)/(τs,m + τg + τe,a + τe,c) (3)
where τg, τe,a, and τe,c are the optical depth due to gas absorption,
aerosol extinction, and cloud extinction, respectively.

The gas absorption optical depth τg is calculated from the
absorption cross-section of a gas molecule, the number density,
and its vertical distribution. The ARTS software (Buehler et al.,
2018) is used to generate the absorption cross-section look-up-
table for H2O, CO2, O2, and CH4 based on the molecular
parameters from the HITRAN database (Gordon et al., 2017).
The ozone and NO2 absorption sections are interpolated from the
data from Serdyuchenko et al. (2014) and Burrows et al. (1998),
respectively.

2.1.2 Ocean Components
The ocean is bounded by the air-sea interface, with its surface
roughness parameterized in terms of wind speed (Cox andMunk,
1954). The ocean body is assumed to be a mixture of pure

seawater, phytoplankton particles, and their derivative non-
algal particles, and CDOM. The Einstein–Smoluchowski phase
function is adopted to represent scattering by pure seawater
(Mobley, 1994). The scattering coefficient of seawater is a
function of salinity and temperature based on Zhang and Hu
(2009). In this paper we have used the salinity of 37‰ and
temperature of 20 ℃. The absorption coefficients in the visible,
namely λ ≥550 nm, are from the measurements by Pope and Fry
(1997). In the UV there is no consensus on the magnitude of the
absorption coefficient of pure water yet. We consider three
sources in this paper: the International Ocean Colour
Coordinating Group (IOCCG) protocol, which compiles
several credible data (Twardowski et al., 2018, hereafter
referred to as IOC), the best possible retrieval data by Lee
et al. (2015), hereafter referred to as LEE) based on in-water
radiometric measurements, and pure water absorption data
measured by Mason et al. (2016), hereafter referred to as MCF.

Figure 1 shows the absorption coefficient from the three
sources between 300 and 550 nm. MCF is smaller than both
IOC and LEE, especially in the UV. The shortest wavelength in
the LEE dataset is 350 nm, below which we use the same values as
in IOC. The large discrepancy we see in Figure 1 imposes
significant uncertainties in ocean color remote sensing in the
UV. Section 3 reports a sensitivity study of the TOA radiance due
to this discrepancy, which helps quantify the error in future
remote sensing algorithms of ocean color in the UV.

The spectral absorption coefficient ap(λ) of the total
particulate matter is parameterized in terms of chlorophyll-a
concentration [Chla]:

ap(λ) � Ap(λ)[Chla]Ep(λ) (4)
where Ap and Ep are the coefficients from Bricaud et al. (1998).
The data from Bricaud et al. (1998) covers the wavelength from
400–700 nm. For λ <400 nm, another source of data from Bricaud
et al. (2010) is used to expand the spectral range to the UV. The
absorption coefficient in λ <400 nm is scaled to ensure continuity
between these two datasets at 400 nm.

FIGURE 1 | The absorption coefficients of pure water from the three
sources: IOC, LEE, and MCF.
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The spectral backscattering coefficient bbp(λ) is modeled by
(Morel and Maritorena, 2001; IOCCG, 2006 and reference
within):

bbp(λ) � bbp(660)(660/λ)Sbp (5)
where the free parameter bbp(660) is the backscattering
coefficient for phytoplankton particles at 660 nm and Sbp is
the spectral exponent. The backscattering fraction Bbp can be
modeled as a spectrally flat constant (Whitmire et al., 2007) so
that bp(λ) � bbp(λ)/Bbp. The extinction coefficient is the sum of
absorption and scattering coefficients: cp(λ) � ap(λ) + bp(λ).

Another option to parameterize cp(λ) is to make it a power law
function of wavelength (Voss, 1992) and model the scattering
coefficients as bp(λ) � cp(λ) − ap(λ), which can be easily
adopted in the simulator by switching an internal logical flag. We
did not use this option in the sensitivity presented in Section 3.

The phase function of the phytoplankton particle is
determined by the backscattering fraction Bbp based on
Mobley et al. (1993). The total phase function of ocean water is:

Pt(Θ) � (bwPw(Θ) + bpPp(Θ))/(bw + bp) (6)
where bw and Pw(Θ) are the scattering coefficient and phase
function of the pure sea water; and Pp(Θ) is the phase function of
phytoplankton particles determined by Bbp. The scattering matrix
of ocean water is:

Pt(Θ) � Pt(Θ) �M(Θ) (7)
where �M is the reduced Mueller matrix of ocean waters measured
by Voss and Fry (1984).

CDOM in our model is assumed to be absorbing only, i.e., the
scattering coefficient of CDOM is zero. The absorbing coefficient
of CDOM is modeled as:

aCDOM(λ) � ΦaCDOM(λref) exp[ − SCDOM(λ − λref)] (8)
where Φ is a constant factor to account for natural variability of
ocean waters (Morel et al., 2007). In Morel and Gentili (2009), the

reference wavelength is λref � 400 nm;
aCDOM(400) � 0.065[Chla]0.63; and SCDOM � 0.018 nm−1. This
option represents the global ocean average, which is referred
to as MG 2009. In Morel et al. (2007), λref � 370 nm;
aCDOM(370) � 0.1[Chla]0.8; and SCDOM � 0.016 nm−1, which
is referred to as MAG2007 representing the behavior of south
pacific oceans.

Figure 2 shows the CDOM absorption coefficients as a
function of wavelength for [Chla] = 0.03 mg/m3 and [Chla] =
0.1 mg/m3 calculated by using MG2009 and MAG2007 with
Φ � 1. The MAG2007 values are much lower than those from
MG2009 for the same [Chla] value, which we will use in our
sensitivity study in Section 3.

We also have an option to include the scattering and
absorption by sediments following Ibrahim et al. (2016) and
Zhai et al. (2017a), which we will not emphasize in this paper.

2.2 Monochromatic Vector Radiative
Transfer Model (RTSOS)
The core of the PACE simulator is a monochromatic radiative
transfer model based on the successive order of scattering method
(RTSOS) (Zhai et al., 2009; Zhai et al., 2010). This model was
recently validated in a comprehensive comparison and testbed
study (Chowdhary et al., 2020). The atmospheric and ocean
optical properties as a function of wavelength is provided as
input to RTSOS to calculate the polarized radiance field at user
specified locations. The total radiance field is denoted by
Lt � (I, Q, U, V)T, where I, Q, U, and V are the Stokes
parameters and the superscript T stands for matrix transpose.
In RTSOS, Lt is decomposed into contributions from different
orders of scattering Ln:

Lt(λ, θs, θv, ϕv) � ∑N

n�1Ln(λ, θs, θv, ϕv) (9)
where N is the maximum order of scattering included in the
series, θs is the solar zenith angle, and θv and ϕv are the viewing
zenith and azimuth angles, respectively. Note that we define ϕv �
0 as the half plane where the Sun glint is located in, so that the
azimuth angle of the solar ray is always zero. The first order of
scattering solution L1 can be solved analytically in the
atmospheric and ocean system (Zhai et al., 2012), and each
higher-order scattering solution can be obtained by
performing optical depth and solid angle integrations of the
previous order solution (Zhai et al., 2010).

For the scattering functions with a large forward peak, we
implemented several truncation methods to increase the
efficiency and maintain the accuracy, including the Delta-M
method (Wiscombe, 1977), δ-fit method (Hu et al., 2000), and
Delta-M+ method (Lin et al., 2018). The default option is the
δ-fit method, which gives the best solution in most of the
situations. RTSOS solves the vector radiative transfer
equation at viewing angles corresponding to discrete
Gaussian quadrature points. An advanced interpolation
scheme based on the integration of source function is used to
obtain the radiance field at arbitrary viewing angles (Zhai et al.,
2013).

FIGURE 2 | The absorption coefficient of CDOM as a function of
wavelength for two [Chla] values: 0.03 mg/m3 and 0.3 mg/m3Φ = 1 in Eq. 8 is
used in the figure.
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To simulate inelastic scattering processes in ocean waters, the
excitation radiation field is obtained by looping elastic RTSOS
over the excitation wavelengths to evaluate the inelastic source
function at the emission wavelength (Zhai et al., 2015; Zhai et al.,
2017b). The chlorophyll fluorescence quenching processes can be
modeled by allowing the quantum yield, and the fraction of
photons reemitted in the total number of photons absorbed by
chlorophyll molecules, to vary with the instantaneous
photosynthetically available radiation (IPAR) (Morrison and
Goodwin, 2010). For more details on how inelastic scattering
is implemented in the radiative transfer model, readers are
referred to Zhai et al. (2015), Zhai et al. (2017a).

2.3 Double-k Method for Simulating
Intra-band Spectral Response
The PACE simulator calls RTSOS in each instrument channel to
simulate the radiance field at the center wavelength at a specified
location and viewing direction. For channels with little or weak
gas absorption, an averaged gas absorption optical depth �τg can
be calculated for each atmospheric layer:

T(λi) � ∫
∞

−∞
exp[−τg(λ)]ILS(λi, λ)dλ/∫

∞

−∞
ILS(λi, λ)dλ (10)

�τg(λi) � −ln[T(λi)] (11)
where λi is the center wavelength of i th channel; τg(λ) is the
monochromatic optical depth at λ; and ILS(λi, λ) is the
instrument line shape function for i th channel. Using �τg, we
only need to call RTSOS once for each channel to simulate the
band averaged polarized radiance.

In some strong absorption bands of gases, such as the Oxygen-
A band centered at 765 nm, the absorption cross-section can vary
by several orders of magnitude within the full width at half
maximum (FWHM) of the considered channel. The
approximation made in Eqs 10, 11 will introduce a significant
error that cannot be tolerated. In this case, we adopt the
philosophy of the double-k method (Duan et al., 2005) to
model the monochromatic radiance in a channel by:

Lt(λ) �
Lc/[τg(λ) − d]e τg(λ) ∈ [0, 1]
L′
c exp{ − [f · τg(λ)]} τg(λ) ∈(1, 5]

L′′
c exp{ − [h · τg(λ)]} τg(λ) ∈[5,∞ )

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (12)

where Lc, L′c, L
′′
c , d, e, f, and h are fitting parameters. To find

these fitting parameters, the PACE simulator calls RTSOS m
times within [λi − FWHM

2 , λi + FWHM
2 ] for a channel centered at λi.

The number of calls m depends on the maximum value of the gas
absorption optical depth τg,max, i.e., m = 3 if τg,max < 1; m = 5 if
1< τg,max < 5; m = 7 if τg,max > 5. The resultant radiance vectors
are denoted as Lt(λi, λj), where j � 1, 2, . . . , m. The first three
wavelengths λj�1,2,3 are sampled in τg(λj) ∈ [0, 1]; λj�4,5 are
sampled in τg(λj) ∈ [1, 5], and λj�6,7 are sampled in
τg(λj) ∈ [5, 10]. In all three intervals ln τg(λj) is uniformly
distributed in [ln τg,min

′ ln τg,max
′ ] where τg,max

′ and τg,min
′ are

the maximum and minimum values in the gas absorption

optical depth interval. If τg,max
′ >10, we set τg,max

′ � 10 to avoid
unnecessary simulations of small reflectance. After the fitting
parameters are found in Eq. 12, the band averaged radiance can
be found with:

Lt(λi) � ∫
λmax

λmin

Lt(λ) ILS(λi, λ)dλ (13a)

where the integration limit λmin and λmax are determined by the
negligible values of ILS(λi, λ). The integration can be numerically
approximated by the following summation:

Lt(λi) � ∑
k
Lt(λk) ILS(λi, λk)Δλk (13b)

where λk ∈ [λmin, λmax] is the discretized integration wavelength
and the wavelength step Δλk is small enough to resolve the
spectral features of the gas absorbing bands. In the weakly
absorbing bands, Δλk is mostly 0.1 nm. In strongly absorbing
bands, for instance, the oxygen A (~765 nm) and B (~686 nm)
bands, Δλk is as small as 0.005 nm. A sensitivity test (not shown)
indicated that the fitting scheme Eqss 12, 13 provides an accuracy
level better than 0.5% for most OCI channels, which meets the
calibration goal of OCI (Werdell et al., 2019). For a few strongly
absorbing bands, including oxygen A and B bands, and the error
could be as large as 1%.

3 SIMULATION RESULTS

In this section we present two novel sensitivity studies to show the
capabilities of our PACE simulator. The first one is the impact of the
uncertainty of pure ocean water absorption coefficients on the
radiance field at TOA. In ocean color remote sensing, this is the
essential baseline knowledge needed before obtaining information
on other constituents. As we showed in Section 2.1.2, there is a large
discrepancy in pure water absorption coefficients in the UV.
Understanding the variation of the TOA radiance field due to
this uncertainty will help the remote sensing community better
quantify and interpret derived biogeophysical and bio-optical
products. In the second sensitivity study, we check the influences
of different amounts of brown carbon aerosols in the atmosphere
and CDOM in the ocean to the TOA polarized reflectance to explore
how one can address the difficulty of separating the two signals. OCI
and SPEXone will cover the UV spectral region, where both brown
carbon aerosols and CDOM have increased absorption as
wavelength decreases. Brown carbon aerosols are essential for
evaluating the radiative forcing balance in the Earth system, while
CDOM is critical for ocean carbon cycle studies. It is important to
separate two signals and quantify them.

3.1 Variation of the TOA Radiance Field due
to the Uncertainty of the Pure Water
Absorption Coefficient in the UV
The PACE simulator is used to simulate the spectral TOA
reflectance, ρt(λ) � πLt(λ)/Ed(λ), where Lt(λ) and Ed(λ) are
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the upwelling radiance and the downwelling irradiance at TOA,
respectively. The molecular density is from the 1976 US standard
atmosphere. The aerosol model is the Urban aerosol model from
Shettle and Fenn (1979) with the relative humidity of 0.90. The
aerosol optical depth at 550 nm is 0.1. In the ocean, three sources
of the absorption coefficient of the pure ocean water are used:
IOC (Twardowski et al., 2018), LEE (Lee et al., 2015), and MCF
(Mason et al., 2016). Two [Chla] values are used: 0.03 mg/m3 and
0.1 mg/m3. For each [Chla] value, two CDOM absorption bio-
optical models are used to see the impacts of different waters:
MG2009 and MAG 2007. Other inherent optical properties are
the same as those outlined in Section 2.1.2. No sediment is
included in the simulation. Ocean water depth is set as 200 m so
that the bottom effect is minimal at TOA. The solar zenith angle
is 30°.

Figures 3A,B show the TOA reflectance at nadir as a
function of wavelength for [Chla] = 0.03 mg/m3 and
0.1 mg/m3, respectively. FWHM of 5 nm is used in the
simulation. Figure 3C shows the percentage differences of
the reflectances calculated with LEE and IOC with respect to

those with MCF for [Chla] = 0.03 mg/m3. Figure 3D is the
same as Figure 3C except for [Chla] = 0.1 mg/m3. It can be
seen that the impact of the different aw values is larger when
[Chla] is small (0.03 mg/m3), which is expected because the
contribution of aw in the total absorption coefficient becomes
smaller when [Chla] becomes larger, as both ap and aCDOM

increase with [Chla] in the UV. Figures (C–D) show that
adopting MAG2007 leads to a larger percentage difference
between different aw data, as aCDOM based on MAG2007 is
smaller than those of MG2009 so that the relative importance
of aw is larger. Overall, the impacts of different aw source are in
the range of −6–2% for [Chla] = 0.03 mg/m3 and −2%–1% for
[Chla] = 0.1 mg/m3, respectively. This is small albeit detectable
by OCI, whose calibration accuracy is 0.5%. In ocean color
remote sensing the water leaving contribution is mostly
smaller than 10% of the total signal at TOA at 440 nm. The
uncertainty of the TOA reflectance would be amplified some
10 times in terms of the accuracy of the water leaving signals,
which becomes worse in the UV due to large atmospheric
signal contribution.

FIGURE 3 | (A) the total reflectance at TOA for [Chla] = 0.03 mg/m3. Six curves are shown, corresponding to three sources of water absorption coefficients times
two different CDOM absorption parameterization in [Chla]. (B) the same as Figure 3A, except for [Chla] = 0.1 mg/m3. (C) the percentage difference of the TOA
reflectance compared to MCF, where the subscript i in ρt,i can be either IOC or LEE, as shown in the legend. (D) the same as (C) except for [Chla] = 0.1 mg/m3.
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3.2 Impacts of brown Carbon Aerosols and
CDOM to the Polarized Radiance Field
at TOA
We used the PACE simulator to simulate polarized reflectance at
the TOA for nine cases with different amounts of brown aerosol
and CDOM in the coupled atmosphere and ocean system. The
wind speed is 5 m/s. The ocean water is assumed to be a mixture
of pure seawater, phytoplankton particles, and CDOM. The
absorption coefficient of the phytoplankton particles follows
the bio-optical model Eq. 4 with [Chla] = 1 mg/m3. The
backscattering coefficient at 660 nm bbp(660) is 0.00347 m−1;
the spectral exponent Sbp is 0.15 nm−1; and the backscattering
fraction Bbp is 0.01 and has no spectral dependence (Whitmire
et al., 2007). This leads to bp(660) � 0.347 m−1 which is
consistent with Morel and Maritorena (2001) when [Chla] =
1 mg/m3. For the absorption coefficient of CDOM, we use
reference wavelength of λref = 440 nm, and aCDOM(440) =
0.0316 m−1 and Scdom � 0.018 nm−1, which are calculated by
MG2009 with [Chla] = 1 mg/m3. In addition, we perturb the
CDOM absorption by setting Φ � 0.5 and 2 in Eq. 8 so that two
more values of aCDOM(440) are used: 0.0158 and 0.0632 m−1,
which creates a variability of aCDOM so that it can be compared
with the effect of variable amounts of absorbing aerosols.

The aerosol optical depth is 0.1 at 550 nm. The aerosol model
is assumed to be a bio-modal lognormal distribution, with the fine
and coarse modes to be 90 and 10% of the total volume,
respectively. The coarse mode is assumed to be sea salt with
the effective radius and variance of 2.0194 μm and 0.672,
respectively. The fine mode is assumed to be an internal
mixture of dust-like, water-soluble, and brown carbon, and
soot carbon aerosols, with the effective radius and variance of
0.15 μm and 0.437, respectively. Three brown carbon volume
fractions are used in the fine mode: 0.02, 0.04, and 0.06 (Schuster
et al., 2016; Shi et al., 2021). The volume ratio of dust-like to
water-soluble aerosols is fixed at 1:3, while the volume ratio of
brown carbon to soot carbon aerosols is assumed to be 2, which is
consistent with Schuster et al. (2016). If brown carbon aerosol
fraction in the fine mode is 0.02, the corresponding soot, dust-
like, and water soluble aerosol volume fraction are: 0.01 (1–0.02-
0.01)/4 = 0.2425 (1–0.02-0.01) 3/4 = 0.7275, respectively. These
numbers will need to be multiplied by 90% to get their total
fraction in aerosols including both fine and coarse modes. The
fractions of the different components of the other two cases can
be calculated similarly, with the fractions showing in Table 1.

The refractive indices of soot carbon, dust-like, water-soluble,
and sea-salt are from Shettle and Fenn (1979). The real refractive
index n of brown carbon is set to 1.55 for all wavelengths and the

imaginary part k between 375 and 532 nm is based on the
Kramers–Kronig fitting of the measurement data from Sumlin
et al. (2018). For λ< 375 nm, we use the exponent fitting (Mok
et al., 2016):

k(λ) � k(375)(375
λ
)5.7

(14)

where k(375) � 0.01235 is from Sumlin et al. (2018) to ensure
continuity.

Figure 4 shows the singe scattering albedo of the aerosol
models with three different brown carbon volume fractions: 0.02,
0.04, and 0.06 in the fine mode. It shows that the single scattering
albedo ranges between 0.915 and 0.965. It is smaller for smaller
brown carbon fraction, primarily due to soot carbon which is ½ of
brown carbon volume fraction. The separation between the three
lines in the UV bands are slightly larger than other spectral
region, indicating the influence of brown carbon. In addition, the
DoLP signal has different sensitivity to single scattering albedo,
which may be used to further differentiate the influence of
CDOM and absorbing aerosols.

We calculate the percentage difference of the TOA signals for
each case in comparison to a reference case, which is
aCDOM(440) � 0.0316 m−1 and the brown carbon aerosol
fraction of 0.04. The left and right diagrams of Figure 5 show
the variation of the TOA reflectance and degree of linear
polarization (DoLP), respectively. The solar zenith angle is 30°

and the viewing angle is set to be 60° with the relative azimuth

TABLE 1 | The volume fractions of different components for the aerosol models used in the study.

Aerosol models Fine mode (0.90) Coarse mode

Brown Carbon Soot Carbon Water Soluble Dust-like

BrC Frac 0.02 0.02 × 0.9 = 0.018 0.01 × 0.9 = 0.009 0.7275 × 0.9 = 0.6548 0.2425 × 0.9 = 0.2182 Sea Salt (0.10)
BrC Frac 0.04 0.04 × 0.9 = 0.036 0.02 × 0.9 = 0.018 0.7050 × 0.9 = 0.6345 0.2350 × 0.9 = 0.2115 Sea Salt (0.10)
BrC Frac 0.06 0.06 × 0.9 = 0.054 0.03 × 0.9 = 0.027 0.6825 × 0.9 = 0.6142 0.2275 × 0.9 = 0.2048 Sea Salt (0.10)

FIGURE 4 | The single scattering albedo of the three aerosol models with
the brown carbon volume factions of 0.02, 0.04, and 0.06 in the fine mode.
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angle of 0°, which is in the same half-plane as the glint. The
influence of different aCDOM(440) values is mainly for
wavelength shorter than 600 nm, while the different values of
brown carbon fractions move the reflectance up and down in the
whole spectral range. The DoLP plot shows different trends from
those of reflectance, which can be used to enhance the accuracy of
the retrieval algorithms. The calibration requirement of OCI is
0.5%, which is sufficient to discriminate the variation shown in
Figure 5. The polarization signal variation is between -0.008 and
0.008, which can be detected by SPEXone, which aims to achieve
0.003 of DoLP accuracy (Werdell et al., 2019).

The MAP instruments will measure the polarized radiance at
different viewing angles, which can provide extra information on the
aerosol and hydrosol microphysics. Figure 6 shows the dependence
of DoLP in the principal plane as a function of viewing zenith angle.
The principal plane is defined as the plane containing the direct solar
ray and local vertical. Positive viewing zenith angles indicate the half
plane with an azimuth angle of 0°, which contains the Sun glint,
while negative viewing zenith angles are the half plane of an azimuth

angle of 180°. Two HARP wavelengths, 441 and 669 nm, are chosen
to show the angular dependence. At 441 nm, both the brown carbon
fractions and the CDOM absorption coefficients have visible
influences on the DoLP at TOA (see Figure 6A, the difference of
DoLPwith those of a reference case). At 669 nm, the influence due to
CDOM absorption diminishes and only brown carbon aerosols
would have influences on DoLP (See Figure 6B). The DoLP change
at 441 nm is as large as 0.008. It is smaller at 669 nm for which the
DoLP change is mostly smaller than 0.00015, which is hard to be
differentiated by SPEXone. The angular dependence of DoLP at
TOA at different wavelength can be used to differentiate the brown
carbon fraction and CDOM absorption if a proper data fitting
algorithm is implemented.

4 DISCUSSION

In this paper, we described a PACE simulator that is built upon
rigorous radiative transfer models. The monochromatic radiative

FIGURE 5 | Left: the percentage difference of the TOA reflectance with respect to a reference case (ref), which corresponds to aCDOM(440) � 0.0316 m−1 and the
brown carbon aerosol fraction of 0.04, i.e., the dash magenta color line. Right: the absolute difference of the TOA DoLP with respect to the reference case (ref).

FIGURE 6 | (A) DoLP-DoLPref in the principal plane as a function of viewing zenith angle at 441 nm, where ref is corresponds to the case of aCDOM(440) � 0.0316
m−1 and the brown carbon aerosol fraction of 0.04 (B) the same as (A) except for the wavelength of 669 nm. The figure legend is the same as Figure 5.
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transfer model is based on the successive order of scattering
method for coupled atmosphere and ocean systems. A series of
periphery software packages were developed to set up the
atmospheric and ocean optical properties as a function of
wavelengths. In the atmosphere, the Rayleigh scattering matrix
is used for molecular scattering, with the scattering cross-section
and depolarization factor calculated based on the atmosphere’s
vertical pressure and temperature profiles. The aerosol and cloud
properties can be flexibly set. A number of commonly used
aerosol models are built in the simulator for the convenience
of users, including Shettle and Fenn (1979); Ahmad et al. (2010).
Gas absorptions are considered by using a hyperspectral gas
absorption cross-section look-up-table calculated with the
HITRAN database and a few other suitable sources. In the
ocean, a number of different bio-optical models are included
to model the scattering and absorption of light by various
components, including pure seawater, phytoplankton and their
derivative non-algal particles, and CDOM. The model can use
chlorophyll-a concentration as a sole parameter to parameterize
the ocean water inherent optical properties, which represent the
behaviors of open ocean waters. It can provide a number of
options where the inherent optical properties of different
components do not follow the global average behavior so that
we can model the coastal and inland waters. Inelastic scattering of
ocean waters, including Raman scattering, fluorescence due to
chlorophyll and CDOM can be modeled. All three PACE
instruments, OCI, HARP, and SPEXone, are considered. The
PACE simulator generates the Stokes parameters (I, Q, U, and V)
for a sensor at arbitrary locations in the atmosphere and ocean.

To show an application of the PACE simulator, we present two
sensitivity studies in the UV. One is the variation of the TOA
radiance field due to the uncertainty of the pure ocean water
absorption coefficient. There are some large differences in pure
water absorption coefficients in the UV among different sources.
We choose the three most credible sources, and their differences
are as large as a couple of orders of magnitude. Using a typical
setting of the atmosphere and ocean system, we found that the
variation of the TOA radiance field is largest for smaller
chlorophyll concentrations, which ranges between −6–2% for
[Chla] = 0.03 mg/m3 at different wavelengths. For [Chla] =
0.1 mg/m3, the difference reduces to −2–1%. In the second
study, we present the influence of different brown carbon
fraction and CDOM amount to the polarized radiance field at
TOA.We found that the influence of CDOM on the reflectance is
for wavelengths smaller than 600 nm, while brown carbon affects

the whole spectrum, primarily due to covaried soot aerosols. The
polarized signal has a different spectral trend from the reflectance.
The angular dependence of DoLP at 441 nm is sensitive to both
brown carbon fractions and the CDOM absorption, while the
influence of CDOM is minimal at 669 nm. The percentage
difference between the different values of the brown carbon
fraction (0.02, 0.04, and 0.06) is of the order of 1–2%, which
can be detected by the OCI instrument, whose goal is to achieve
0.5% calibration accuracy. The DoLP variation is around 0.008,
which can also be detected by SPEXone whose DoLP accuracy
requirement is 0.003. These properties can be used to design
remote sensing algorithms which retrieve the brown carbon and
CDOM abundance.

In summary, our PACE simulator can be used in a wide range
of applications, including sensitivity studies of different
atmosphere and ocean components, the generation of
synthetic data for testing remote sensing algorithms, and
building look-up tables for atmospheric correction of ocean
color remote sensing.
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