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Abstract-This paper proposes a new load shedding method based 

on the application of a Dual Neural Network (NN). The 
combination of a Back-Propagation Neural Network (BPNN) and 

of Particle Swarm Optimization (PSO) aims to quickly predict 

and propose a load shedding strategy when a fault occurs in the 

microgrid (MG) system. The PSO algorithm has the ability to 

search and compare multiple points, so the proposed NN training 

method helps determine the link weights faster and stronger. As a 

result, the proposed method saves training time and achieves 

higher accuracy. The Analytic Hierarchy Process (AHP) 

algorithm is applied to rank the loads based on their importance 

factor. The results of the ratings of the loads serve as a basis for 

constructing the load shedding strategies of a NN combined with 

the PSO algorithm (ANN-PSO). The proposed load shedding 

method is tested on an IEEE 25-bus 8-generator MG power 

system. The simulation results show that the frequency recovery 
of the power system is positive. The proposed neural network 

adapts well to the simulated data of the system and achieves high 
performance in fault prediction. 

Keywords-load shedding; ANN-PSO; BPNN; Dual Neural 

Network; AHP   

I. INTRODUCTION  

The increase in load consumption over time poses problems 
of power system stability. To ensure balance in terms of power, 
the power system must constantly change in size and structure 
[1]. However, in some unexpected cases such as serious 
problems in the power system leading to an imbalance of active 
power, it is necessary to have temporary solutions to restore the 

equilibrium of the system. There are many solutions to this 
problem, as shown in [2], the self-healing ability of the power 
system depends on the load adjustment based on the voltage, 
frequency and governor characteristics of the generating sets. 
In [3-4], traditional load shedding methods are presented using 
under frequency load shedding relay to set the threshold of the 
shedding frequency. Currently, many new load shedding 
methods apply intelligent algorithms. In [5], the decision-
making technique in load shedding is presented using the AHP 
algorithm. In [6], the application of the Ant Colony 
Optimization (ACO) algorithm is presented in optimizing the 
amount of load shedding power. In [7-8], the PSO algorithm is 
applied to optimize the inertia weights and train coefficients to 
get the optimal settings for the system and improve the voltage 
quality. In [9], a new adaptive load shedding method based on 
ANNs and proposed shedding power detection is presented. 
The ANN is used to estimate the total amount of active power 
that causes unbalance over the attenuation frequency period, 
equivalent from the rated value to the threshold value. In [10], 
the Genetic Algorithm (GA) is also applied to optimal shedding 
against voltage collapse. However, the GA algorithm has the 
disadvantage of a very long training time compared to PSO 
algorithm. 

The above studies often use intelligent methods and 
algorithms individually. Therefore, the results obtained are 
usually satisfactory but not the best because of the limitations 
of each method and algorithm. The proposed idea is to combine 
methods together, thereby using the advantages of one method 
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to overcome the disadvantages of the other method. In this 
paper, a new load shedding method is proposed based on the 
application of a dual NN system structured from a Bayesian 
NN (BNN) and a NN combined with PSO (ANN-PSO), 
thereby quickly predicting incidents and recommending load 
shedding strategies. In the structure of the proposed neural 
network, the BNN is responsible for classifying the fault types 
in the system to make a decision whether or not to shed the 
load. The NN combines the PSO with the task of determining 
the load shedding strategies based on the fault type and fault 
location in the system, so the proposed NN training method can 
determine the link weights faster and stronger. Tthe training 
time is saved and the accuracy is high. The AHP algorithm is 
applied in this paper to rank the loads based on a hierarchical 
model of comparing their importance to each other. The 
ranking results of the loads are the basis for constructing the 
load shedding strategies of the ANN-PSO. The proposed 
method in the article helps solve the integration problem in the 
load shedding issue, quickly determining whether or not to 
shed the load and propose a strategy for shedding the load 
quickly. 

The effectiveness of the proposed method is simulated and 
tested on the IEEE 25-bus 8-generator MG system. The 
simulation results show the efficiency of the power system in 
frequency recovery. The frequency value quickly returns to the 
allowable range when a fault occurs after the intervention of 
load shedding according to the proposed method. The proposed 
NN adapts well to the simulation data of the IEEE 25-bus 8-
generator MG system and achieves high performance in fault 
prediction.  

II. THE LOAD SHEDDING CONTROL STRATEGY 
CONSTRUCTION BASED ON THE AHP ALGORITHM 

AHP algorithm is a method of weight calculating applied to 
multi-criteria decision problems with the idea of using 
knowledge and importance priority to rank objects in a system 
[11-13]. Here, the AHP algorithm is applied to determine the 
importance factor and rank load unit in the IEEE 25 bus power 
system. A hierarchical model of the importance comparison of 
load centers and loads to each other proposed by a system 
expert or operator is shown in Figure 1. The steps to implement 
the AHP algorithm are detailed in [5]. 

 

 
Fig. 1.  The AHP hierarchical model includes load centers and load units. 

The construction of a judgment matrix of the importance 
factor of the load centers and of the loads in each load center is 
presented in Tables I and II. The AHP algorithm is applied to 
calculate the importance factor of the load centers and the load 
nodes in each load center. The result and load’s rank are 
presented in Table III. 

TABLE I.  JUDGMENT MATRIX OF LOAD CENTERS 

 
Load center 

1 

Load center 

2 

Load center 

3 

Load center 

4 

Load center 1 1 1 1/3 1/5 

Load center 2 1 1 1/2 1/3 

Load center 3 3 2 1 1/3 

Load center 4 5 3 3 1 

TABLE II.  JUDGMENT MATRIX OF LOAD UNITS IN THE LOAD 

CENTERS 

LC1 Load 1 Load 2 Load 4 Load 5 

Load 1 1 1 1/3 1/2 

Load 2 1 1 1/3 1/2 

Load 4 3 3 1 2 

Load 5 2 2 1/2 1 

LC2 Load 6 Load 7 Load 8  

Load 6 1 1/3 1/3  

Load 7 3 1 1/2  

Load 8 3 2 1  

LC3 Load 9 Load 10 Load 11 Load 12 

Load 9 1 2 2 1/2 

Load 10 1/2 1 2 1/3 

Load 11 1/2 1/2 1 1/2 

Load 12 2 3 2 1 

LC4 Load 14 Load 15 Load 16 Load 17 

Load 14 1 2 2 3 

Load 15 1/2 1 2 3 

Load 16 1/2 1/2 1 2 

Load 17 1/3 1/3 1/2 1 

TABLE III.  RANKING OF LOAD SHEDDING ACCORDING TO THE AHP  

Rank Load 
Load 

center 
WLj WLCi 

Weights of the 

importance 

factor Wij 

1 Load 1 LC1 0.14114490 0.10314687 0.014558655 

2 Load 2 LC1 0.14114490 0.10314687 0.014558655 

3 Load 6 LC2 0.13964794 0.12970033 0.018112384 

4 Load 5 LC1 0.26270020 0.10314687 0.027096703 

5 Load 11 LC3 0.13498819 0.24139951 0.032586083 

6 Load 10 LC3 0.17249955 0.24139951 0.041641307 

7 Load 7 LC2 0.33251593 0.12970033 0.043127426 

8 Load 4 LC1 0.45501010 0.10314687 0.046932868 

9 Load 17 LC4 0.10779910 0.52575330 0.056675733 

10 Load 9 LC3 0.26997638 0.24139951 0.065172166 

11 Load 8 LC2 0.52783613 0.12970033 0.068460520 

12 Load 16 LC4 0.18671352 0.52575330 0.098165249 

13 Load 12 LC3 0.42253588 0.24139951 0.101999954 

14 Load 15 LC4 0.29222244 0.52575330 0.153636912 

15 Load 14 LC4 0.41326494 0.52575330 0.217275406 
 

Based on the results of loads' rank, the load that has a lower 
importance factor will be prioritized for shedding and vice 
versa. In detail, based on the results in Table I, the Load 1 will 
be prioritized for shedding first and Load 14 which has the 
highest importance factor will be shedding last. The 
implementation of load shedding is performed when the grid 
frequency attenuation is less than the allowable value and 
corresponds to the cases in which the MG operates in the island 
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grid separation mode or a generator failure requires implement 
load shedding. The process of implementing this load shedding 
strategy is carried out until the frequency recovers to the 
allowable range from 49.8Hz to 50.2Hz. 

III. BACKPROPAGATION NEURAL NETWORK 

The structure of the ANN network consists of 3 main parts, 
the input layer, the hidden layer, and the output layer. The 
signal will be the input of the network and will be processed to 
give the answer. The number of nodes of the layers and the 
network structure is chosen to suit each problem and training 
data. BPNN is a feedforward multilayer network using the back 
propagation error training algorithm proposed in 1986. It is 
used in many fields. Thanks to its ability to self-learn from 
errors, the network structure is very suitable for nonlinear 
problems. The flowchart of the training process of a BPNN can 
be seen in [14]. However, it also has some disadvantages such 
as low convergence speed and instability [15]. In order to solve 
the limitation BPNN the author in [16] proposed to combine it 
with the Genetic Algorithm (GA) to improve its structure. 
However, in GA, chromosomes exchange information with 
each other through crossover, which is a two-way information 
sharing mechanism with long loop times. PSO algorithm uses 
multi-point comparison search, so the proposed training 
method can determine the link weights faster, saving training 
time and achieving high accuracy [17]. 

IV. PARTICLE SWARM OPTIMIZATION ALGORITHM 

The PSO algorithm was proposed in [18]. In the field of 
power systems, algorithms are often applied in optimization 
problems [17]. With PSO, each element in the swarm is 
represented as a vector. In the NN structure optimization 
problem, each weight vector represents the ANN structure 
consisting of the weight values of all the nodes in the neural 
network. Each particle (element) remembers its individual best 
historical location, called Pbest. For each iteration, the best 
global position Gbest is found. Once the best global position is 
found, each element will move closer to its individual best 
position and best global position. After many iterations, this 
process finds a good network structure for the objective 
function, since the elements converge to a quasi-optimal 
solution. The speed and position of each individual are 
calculated as: 

vi
k+1 = w.vi

k + c1.rand1().(pbesti – xi
k) + 

c2.rand2().(gbest – xi
k)    (10) 

After each cycle, the position of each individual will be 
updated as follows: 

xi
k+1= xi

t + vi
k+1     (11) 

where w is the inertial weight, c1, c2 are the acceleration 
coefficients, and rand1, rand2 are random number between 0 
and 1. 

V. CONSTRUCTING DUAL NN COMBINED  WITH PSO  

Although NNs have strong non-linear learning and 
representation capabilities, a traditional NN does not take into 
account the uncertainties of the weights in the network and 
only obtain point estimates of the weights [19]. There are many 

methods to reduce network complexity and increase efficiency 
in classification and forecasting. From [19], this paper utilizes a 
new cyclic NN called Dual NN, in order to classify system 
failure and release shedding strategy. In detail, the ANN 
network uses the Back Propagation (BP) algorithm to forecast 
power system whether load shedding or not. Another ANN 
uses the PSO algorithm to determine the load quantity needed 
to load shedding. We combine these 2 NNs to establish forecast 
value and load shedding in the power system.  

VI. SIMULATION AND RESULTS 

The proposed method is tested on the Microgrid IEEE-25 
bus diagram. This test system consists of 8 synchronous 
machines with excitation types AC5A and AC8B [20], 25 
buses, 25 transmission lines, 9 transformers, and 11 constant 
impedance loads. The total load demand is 393kW [21]. The 
diagram of the MG system is shown in Figure 2.  

 

 
Fig. 2.  Microgrid diagram of the IEEE 25 bus system. 

The construction of the dataset to train the dual ANN is 
done with loads ranging between 50% and 100% of the load. 
For each load level, the power grid provides sample data with 
Island operation cases and generator failure cases. The process 
of training the dual ANN is shown in Figure 3. About load 
shedding cases, each different load level has a load 
combination and the sequence of shedding these loads which is 
ranked follows the priority based on the AHP algorithm. The 
load shedding process is conducted based on the results of load 
rank and is implemented until the frequency is restored to the 
allowable range. The summary results of load shedding 
strategies for different load levels are presented in Table IV. 

Consider a case study at 95% load, assuming that when 
there is a DG5 generator problem, the load shedding 
combination is LS1: Load1, Load2, Load6, Load5, Load11, 
Load10. For a DG8 generator problem, the load shedding 
combination is LS3: Load1, Load2, Load6, Load5, Load11, 
Load10, Load7, Load4. Load shedding is conducted similarly 
for different generator problem cases. Recovery frequency 
value and frequency recovery time are within the allowable 
range. 
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Fig. 3.  Supplemental flowchart for sampling and clustering load shedding using DNN. 

The results of the implementation of load shedding 
strategies are presented in Table V. The comparison of recover 
frequency for the case with and without load shedding is shown 
in Figure 4. As the comparison result, when load shedding is 
not conducted, frequency will decrease deeply and out of the 
allowable range. Meanwhile, if the load shedding is performed 
according to the proposed method, the frequency is recovered 
to the allowable value ranges within 21s to 30s. 

TABLE IV.  STRATEGIES FOR LOAD SHEDDING ACCORDING TO THE 

AHP  

Load shedding 

control strategy 
Load 

LS1 Load1, Load2, Load6, Load5, Load11, Load10 

LS2 Load1, Load2, Load6, Load5, Load11, Load10, Load7 

LS3 
Load1, Load2, Load6, Load5, Load11, Load10, 

Load7, Load4 

LS4 
Load1, Load2, Load6, Load5, Load11, Load10, 

Load7, Load4, Load17 

TABLE V.  FAULT STATISTICCS AND LOAD SHEDDING 

IMPLEMENTATION 

Case study LS 

Recovery 

frequency 

(Hz) 

Amount 

of load 

shedding 

power 

(kW) 

Frequency 

recovery 

time (s) 

Island operation LS2 50.004 141.25 23.97 

Island operation and loss DG1 LS3 50.034 197.84 22.08 

Island operation and loss DG2 LS4 50.020 215.83 20.09 

Island operation and loss DG3 LS3 50.026 197.84 28.08 

Island operation and loss DG4 LS3 50.007 197.84 25.08 

Island operation and loss DG5 LS3 50.066 197.84 30.08 

Island operation and loss DG6 LS3 50.064 197.84 25.08 

Island operation and loss DG7 LS3 50.065 197.84 23.08 

Island operation and loss DG8 LS3 50.090 197.84 21.08 

 

All the data collected through the simulation process were 
used for the training of the NN. The data consist of 459 training 
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samples and 123 input variables including 5 system parameters, 
i.e. line capacity, generator, load, frequency, and each bus 
voltage. The output of each training sample has 15 variables 
consisting of: yes/no recognition status (value 1 or 0), load 
shedding, and 4 load shedding strategies. All the data are 
processed and 2 separated datasets are established. The first 
dataset includes 459 samples, with 123 input variables and 1 
output variable. The first dataset used BPNN with many 
different improved algorithms to forecast whether load 
shedding should be performed or not. The second dataset 
includes the cases of load shedding. This dataset consists of 
167 samples, with 123 input variables and 14 output variables 
corresponding to the state of load shedding or not. The PSO-
ANN is utilized to predict load shedding strategies. The result 
of the 2 networks will be combined to show the forecast of 
whether load shedding or not and the suitable strategy. 

 

(a) 

 

(b) 

 

Fig. 4.  Frequency characteristics at Bus 3 (a) without  load shedding and 

(b) with load shedding based on the proposed method. 

The training results in Figure 5. We can see that the result 
of the NN-PSO algorithm in Figure 5(a) has many advantages 
and is more suitable than the GA-NN with 95.59% testing and 
99.74% training accuracy considering 40 input variables. The 
result (b) network of the improved algorithm gives good 
results. The Bayesian algorithm performs better with accuracy 
100% in training and 96% in testing with 20 input variables. 
So, the BPNN will use the Bayesian algorithm to improve the 
network structure. 

VII. DISCCUSSION 

The application of DNN combining PSO and AHP 
algorithms has supported the decision to load shedding quickly. 
That makes the power system able to keep the frequency in a 
steady state. The frequency of the system recovers to the 
allowable value. The AHP algorithm is applied to build load 
shedding strategies by ranking loads based on their relative 
importance. 

(a) 

 

(b) 

 

Fig. 5.  Comparison chart of the training results of the proposed method 

with (a) Comparison of ANN-PSO and ANN-GA, (b) Comparison of the 
improved algorithms in BPNN network. 

The proposed load shedding method used two NNs. The 
first (ANN1), is responsible for determining whether or not to 
shed the load. The second (ANN2) is responsible for 
determining the load shedding strategies. The training results 
show that using a DNN to separate the information to process, 
achieves training results which exhibit good performance and 
increase the processing speed. Meanwhile, other methods [21] 
perform only one task, the one of shedding the load. This 
shows that the proposed method is more general. However, the 
problem is that when the load changes continuously over time, 
the construction of an adaptive NN, or a NN that learns and 
self-adjusts the network structure, will be the solutions to the 
above problem. 

VIII. CONCLUSION 

A new load shedding method based on the use of dual 
neural networks is proposed in this paper. A BPNN network is 
used to determine the severity of the failure. The result makes a 
yes/no decision to shed the load. The ANN-PSO network 
supports the proposal load shedding strategy. PSO algorithm is 
applied to optimize the link weights of the network, which 
makes accelerates the training and the accuracy of the network. 
The effectiveness of proposed load shedding was tested on the 
IEEE 25-bus 8-generator. It was shown that the proposed load 
shedding maintained the frequency stability in the power 
system. 

In the future, the proposed load shedding method will be 
improved and along with solving the optimizing load shedding 
power problem, it will also reduce economic losses. 
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