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ABSTRACT
Fluctuating atmospheric emission is a dominant source of noise for ground-based millimeter-wave

observations of the CMB temperature anisotropy at angular scales & 0.5◦. We present a model of the
atmosphere as a discrete set of emissive turbulent layers that move with respect to the observer with a
horizontal wind velocity. After introducing a statistic derived from the time-lag dependent correlation
function for detector pairs in an array, referred to as the pair-lag, we use this model to estimate
the aggregate angular motion of the atmosphere derived from time-ordered data from the Atacama
Cosmology Telescope (ACT). We find that estimates derived from ACT’s CMB observations alone agree
with those derived from satellite weather data that additionally include a height-dependent horizontal
wind velocity and water vapor density. We also explore the dependence of the measured atmospheric
noise spectrum on the relative angle between the wind velocity and the telescope scan direction. In
particular, we find that varying the scan velocity changes the noise spectrum in a predictable way.
Computing the pair-lag statistic opens up new avenues for understanding how atmospheric fluctuations
impact measurements of the CMB anisotropy.

Keywords: cosmic microwave background, atmospheric emission, atmospheric modeling, turbulence

1. INTRODUCTION

The cosmic microwave background (CMB) contains
a wealth of information limited only by our ability to
extract it. Precisely mapping the temperature anisotropy
and polarization of the CMB can help achieve numerous
scientific goals, such as constraining the sum of neutrino

masses, describing the distribution of dark matter, and
understanding the early universe.
One of the largest challenges for ground-based tele-

scopes is that they must observe through the atmosphere,
the emission from which dominates the much fainter
CMB anisotropy. In this paper we focus on the observ-
ing conditions above Cerro Toco in the Atacama Desert in
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northern Chile near Llano de Chajnantor, but the meth-
ods are generalizable to other sites. We demonstrate
that a model based on ground-based CMB observations
alone can describe the motion of the atmosphere. This
paper is part of a longer term goal of quantifying how
the atmosphere affects CMB anisotropy measurements
so that its effects may be understood and potentially
mitigated. We do not consider atmospheric polarization
here, though we do note recent advances in measuring po-
larized scattering and emission by Takakura et al. (2019)
and Petroff et al. (2020), respectively.
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Figure 1. The year-average zenith emission spectrum for
the Chajnantor region for dry air and differing levels of PWV,
computed using the am software (Paine 2018). Fluctuations
in water vapor density determine the majority of fluctuations
in brightness temperature.

In the millimeter-wave regime, emission is dominated
by two spectral lines of molecular oxygen at 60 and 120
GHz, and two water lines at 22 and 183 GHz as shown
in Figure 1; all of these ride on top of the wings of sat-
urated water lines at higher frequencies. Of these two
molecules, water is the most problematic: the concentra-
tion of water vapor1 is passively mixed and thus has an
inhomogeneous, turbulent distribution (Tatarski 1961).
This leads to variations in emission as the atmosphere
moves through the line of sight. Telescopes observing the

1 The net precipitable water vapor (PWV) emission is quantified as
PWV(t) =

∫∞
0 ρ(h, t)dh/ρH2O where h is a vertical line of sight

through the atmosphere, ρ is the mass density of water vapor in
the atmosphere, and ρH2O is the density of water.

weast wnorth

h

w
Figure 2. An array of detectors peering through a sec-
tion of an inhomogeneous atmosphere generated according
to the covariance function derived in Section 3. The color
gradient denotes spatial variations in the time-dependent
water vapor density, ρ(r, t). Different layers within the atmo-
sphere can move at different velocities. The motion of the
inhomogeneities with respect to the array drives the bright-
ness fluctuations that dominate the signal of ground-based
millimeter-wave telescopes. The ~w indicates the wind direc-
tion of, for example, the top layer. The h indicates height
above the observer, i.e. the ACT site.

CMB through the atmosphere are thus subject to time-
dependent and spatially-correlated fluctuations that both
dominate the total signal, and are difficult to separate
from the underlying CMB.
Figure 2 depicts the turbulent structure of the atmo-

sphere in three dimensions. Several papers such as Lay
(1997), Lay & Halverson (2000), Sayers et al. (2010),
and Bussmann R. S. (2005) model the atmosphere as
a two-dimensional frozen sheet of turbulence moving at
a constant horizontal velocity to simulate the effects of
wind. This captures many aspects of the observations
and is often quite effective, but cannot comprehensively
describe the three-dimensional atmosphere. Others such
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as Church (1995) and Errard et al. (2015) explicitly
model the atmosphere as a continuous three-dimensional
medium, which is more complete but can be computa-
tionally expensive to compare to measurements. This
paper presents a simple method for studying the motion
of the three-dimensional atmosphere as it appears to a
ground-based telescope by modeling it as a set of discrete
two-dimensional layers. We apply the resulting model
to intensity measurements from the Atacama Cosmol-
ogy Telescope (ACT), and show that it recovers a useful
aggregate estimate of the wind velocity that drives at-
mospheric fluctuations. We also show that it agrees with
independent ground- and satellite-based measurements
of weather parameters in the Atacama Desert.

2. DATA SOURCES

Our analysis draws on a number of sources, including
ACT (Thornton et al. 2016), the ground-based weather
station maintained by the Atacama Pathfinder EXperi-
ment (APEX) collaboration (e.g., Schuller et al. 2009),
NASA’s MERRA-2 database (Gelaro et al. 2017), the
European Centre for Medium-Range Weather Forecasts
(ECMWF) reanalysis (Hersbach et al. 2020), the Cortés
et al. (2020) synthesis of the precipitable water vapor
(PWV) in the Cerro Chajnantor region, and the UdeC-
UCSC 183 GHz radiometer next to ACT (Bustos et al.
2014). The location of each is shown in Figure 3.

2.1. ACT

ACT is a 6-meter telescope that maps the CMB at
millimeter wavelengths, located on Cerro Toco in the
Atacama Desert at an elevation of 5190m. This paper
considers around 15,000 hours of observation by ACT
from between May 2017 and January 2021. For these
data, ACT observed using three polarization-sensitive
dichroic detector arrays (PA4, PA5, PA6), each hav-
ing more than 1500 detectors with nominal frequencies
of roughly 98 GHz (PA5, PA6), 150 GHz (PA4, PA5,
PA6) and 220 GHz (PA4) (Henderson et al. 2016; Li
et al. 2016; Ho et al. 2017; Choi et al. 2018; Crowley
et al. 2018). Each detector couples to a full-width half-
maximum beam of 2.1, 1.4, and 1.0 arcminutes for 98,
150 and 220 GHz respectively. The field of view for
each array is a hexagon of corner-to-corner width 0.9◦.
Although correlations between all pairs of arrays have
been measured, in this paper we analyze each of the six
array-band combinations independently of the others.

2.2. APEX Weather Station

The APEX weather station (referred to in this pa-
per as APEX) is located on a 6-meter-tall freestanding
structure located 50m west of the APEX telescope and
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Figure 3. Spatial footprints for each of the data sources
considered in this paper, overlaid on a topographic map
of the Chajnantor area. The elevations are obtained from
the Shuttle Radar Topography Mission (SRTM) data set.
ACT and APEX are fixed. APEX provides wind data at a
resolution of one minute. The red box shows the ∼ 60 km
square area averaged over by MERRA-2

approximately 5 km south of ACT. Each minute it re-
ports measurements of wind bearing, wind speed, and
air temperature, as well as estimates of the total water
column derived from the output of a 183 GHz radiometer.
APEX is operated by the European Southern Observa-
tory (ESO), and weather data is publicly available on
the ESO website. APEX weather data in this paper
comprises all available measurements between 2007 and
2020 (inclusive).

2.3. MERRA-2

The Modern-Era Retrospective analysis for Research
and Applications, Version 2 (MERRA-2) is a publicly-
available database that combines satellite microwave
observations to provide a comprehensive description of
global weather. MERRA-2 data products are managed
by the NASA Goddard Earth Sciences Data and Infor-
mation Services Center, and are publicly available at the
GES DISC website. This paper uses the M2I3NVASM
data set, that provides estimates for every 3-hour period
from January 1980 to the present.
The data set reports a set of variables that model the

atmosphere at 72 roughly geometrically-spaced layers
of geopotential height from around 4700 meters up to
an altitude of 70 km. The five variables that inform our

https://www2.jpl.nasa.gov/srtm/
http://archive.eso.org/wdb/wdb/eso/meteo_apex/form
https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/
https://disc.gsfc.nasa.gov/datasets/M2I3NVASM_5.12.4/summary
https://disc.gsfc.nasa.gov/datasets/M2I3NVASM_5.12.4/summary
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Figure 4. Distributions of hour-averaged total atmospheric
water vapor for several different sources in the Atacama
Desert. The quantities in the legend for each histogram are
the median PWV. In this paper, “winter" describes the aus-
tral winter (May through October) and “summer" describes
the austral summer (November through April), while “day"
describes the hours between 11:00 and 23:00 UTC and “night"
those between 23:00 and 11:00 UTC.

analysis are the pressure, temperature, mass fraction of
water vapor, and the northward and eastward compo-
nents of the wind velocity. We used the data set centered
at coordinates 67.5◦W, 23◦S for all three-hour periods
between January 1980 and January 2021. MERRA-2
averages over a much larger area than ACT (longitudinal
and latitudinal resolutions of 0.625◦ and 0.5◦, or around
a 60 km by 60 km square) with a temporal resolution of
three hours, which was resampled using a cubic spline to
describe the atmosphere between a geopotential height of
5190m (the altitude of ACT) up to 20,000m at a vertical
resolution of 100m and at a temporal resolution of one
hour. Because of the variable topography, MERRA-2
measures atmospheric parameters at heights below that
of ACT. In this paper, integrals of total atmospheric
water vapor exclude the atmosphere below the height of
the ACT site.

2.4. ERA5

The ECMWF reanalysis, Version 5 (ERA5) is a global
reanalysis of weather data. We use the 1979-present
pressure level data set for which we consider dates from
January 1980 to January 2021. Similarly to MERRA-2,
ERA5 contains hourly estimates of weather parameters
but at a finer spatial resolution (0.25◦ by 0.25◦) and
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Figure 5. Median water mass density profiles versus geopo-
tential height, hg, derived from atmospheric profile estimates
for ERA5 and MERRA-2. The dotted line represents 5190
m, ACT’s elevation. Fitting to Equation 1 yields a value
for the half-height h0 of around a kilometer. In contrast,
the pressure scale height for the wet adiabatic atmosphere
is roughly 5 km; thus the partial pressure of water decreases
more quickly with height.

temporal resolution (hourly), though at a lower vertical
resolution of 37 pressure levels. ERA5 was similarly
resampled to the same vertical and temporal resolutions
as MERRA-2.

2.5. UdeC-UCSC Radiometer

The UdeC-UCSC 183 GHz radiometer (Bustos et al.
2014) installed next to ACT has been measuring PWV
since July 2018. It continuously records at 2-second res-
olution in a PWV range of 0.3–3.0 mm. This instrument
was previously used by ESO for ALMA site testing and
was refurbished at Universidad de Concepción in 2009.
This paper considers all available data from July 2018
to January 2021.

2.6. Tipper Radiometers

Cortés et al. (2020) created a database of PWV mea-
surements in the Chajnantor region using observations
from two tipper radiometers that operated between 1997
and 2017. The locations of the radiometers changed over
the course of their observations between the Chajnantor
Plateau and the summit of Cerro Chajnantor; neverthe-
less, the results correlate well with APEX after slight
adjustments for differences in elevation.

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-pressure-levels
https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-pressure-levels
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2.7. Agreement of Weather Sources

Using the pressure, temperature, and mass fraction
of water vapor as determined by ERA5 and MERRA-
2, we can obtain the mass density of water vapor as a
function of height, and integrate over it to obtain an
estimate for the total PWV. The median and distribu-
tion of PWV measurements in the Chajnantor region
as measured by APEX, ERA5, MERRA-2, and Cortés
et al. (2020) are shown in Figure 4. We conclude that the
PWV is generally consistent between different methods
of measurement.
Suen et al. (2014) compared ground-based water vapor

radiometer measurements to satellite data at a number
of different CMB sites around the world. They showed
that the ground-based measurements are biased toward
better observing conditions (lower PWV) because they
are inoperable during bad weather. The higher PWV
in the satellite data in the summer months as seen in
Figure 4 is in qualitative agreement with this finding.
When considering measurements throughout the year,

including times when the satellite data are available but
the APEX data are not, ERA5 and MERRA-2 give a me-
dian PWV larger than APEX’s by 0.43mm and 0.29mm
respectively. When considering periods for which all
three measurements are available, ERA5 and MERRA-
2 are in rough agreement with APEX, overestimating
the median PWV by 0.19mm and 0.04mm, respectively.
The residual disagreement may be due to geographical
and topographical differences between the sources.

3. ATMOSPHERIC EMISSION

Water vapor density decreases as a function of height,
roughly following an exponential distribution defined by

〈ρ(h)〉 = ρ0 exp
[
− log(2) · (hg − 5190 m) · h−1

0

]
(1)

where hg is the geopotential height. Figure 5 shows the
median water vapor profiles for Chajnantor as measured
by MERRA-2, and typical values for ρ0 and h0. Between
1980 and 2021, MERRA-2 estimates that 50% of water
vapor in the atmospheric column is within 2 km of the
ground 97% of the time, and 90% of water vapor is
within 5 km of the ground 93% of the time. Typically,
the half-height for water vapor h0 is about a kilometer.
Note that these profiles consist of averages over many

years of data and do not accurately characterize varia-
tions on short time scales. In the physical atmosphere,
turbulence introduces an inhomogenous and time varying
distribution of water vapor, meaning that the actual line-
of-sight profile of water vapor can deviate significantly
from an exponential model.

3.1. Turbulent Distributions

Tatarski (1961) showed that the mixing of passively
distributed substances (like water vapor) in a turbulent
velocity field evolves according to the same mechanism
as the evolution of the velocity field, meaning that the
distribution of water vapor in the atmosphere has the
same spatial statistics as the distribution of velocity.
A useful approximation in modeling atmospheric water

vapor is the Kolmogorov model (Kolmogorov 1941). It
makes several simplifying assumptions about the time-
dependent distribution of atmospheric velocities. Kol-
mogorov posits that an unconstrained, minimally viscous
fluid (like the atmosphere) will be maximally turbulent
and will thus have a velocity field with scale-invariant
statistics. In three dimensions, water vapor is then dis-
tributed according to the spatial power spectrum

P (k) ∝ |k|−11/3. (2)

The Kolmogorov spectrum is not integrable, and thus
physical turbulence cannot be scale-invariant for arbitrar-
ily low k. Imposing a flat spectrum below some cutoff
kmin = r−1

0 , interpreted as corresponding to some max-
imum length scale r0 on which the turbulence can still
be said to be scale-invariant,2 leads to the adoption of
an adjusted water vapor density spectrum

Padj(k) ∝
(
r−2
0 + |k|2

)−11/6
, (3)

which is normalized so that the total power is∫
k
Padj(k)dk = 1. In order to consider spatial correla-

tions in emission introduced by the turbulent atmosphere
we use a model for the turbulent correlation function
D(r), which is obtained as the d-dimensional Fourier
transform of the turbulent spectrum

D(r) ∝ Fd
[
P (r)

]
(r) =

∫
Rd
P (|k|)e−ik·rddk. (4)

For radially symmetric functions, the d-dimensional
Fourier transform is also a radially symmetric function,
and may be computed as

Fd
[
P (k)

]
(r) = (2π)d/2rd/2−1Hd/2−1

[
kd/2−1P (k)](r),

(5)
where H is the Hankel transform.3 Plugging in Equa-
tion 3 with d = 3 yields the isotropic correlation function

2 Typical values of r0 for the Atacama are on the order of several
hundred meters; see Morris (2020) and Errard et al. (2015).

3 The order-ν Hankel transform of f(a) is given by the expression

Hν
[
f(a)

]
(b) =

∫ ∞
0

f(a)Jν(ab)ada. (6)
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D(r) =
22/3

Γ
(
1/3
)(r/r0

)1/3
K1/3

(
r/r0

)
, (7)

where K1/3 is the modified Bessel function of the second
kind of order 1/3. This expression is normalized such
that D(0) = 1.4 The above correlation function was used
to generate the turbulent atmosphere image in Figure 2.
We expect the relative strength of turbulent mass den-
sity fluctuations to follow the water vapor density and
decrease as a function of height. We thus model the
covariance of fluctuations as〈

ρ(r)ρ(r′)
〉

= D
(
|r− r′|

)〈
ρ(r)

〉〈
ρ(r′)

〉
. (8)

where
〈
ρ(r)

〉
is the expectation of water vapor density

around a point r (Figure 5).
More difficult to model is the time-evolution of the

distribution and the time-dependent correlations. Given
that water vapor is passively distributed in a velocity
field, we expect the velocity field to govern the time-
evolution of the distribution. Taylor (1938) notes that
turbulent velocities on small scales are small relative to
the velocities on large scales. This means that turbulent
distributions of water vapor will appear frozen on small
scales, and that atmospheric features will be coherent
as they move through a small angular aperture. This
justifies a model referred to as the Kolmogorov-Taylor
(KT) model, which translates some three-dimensional
distribution of water vapor at some constant horizontal
wind velocity ~w such that

ρ(~r, t) = ρ(~r + ~wt, z). (9)

We use this approximation in the next section to outline
a method of probing the mean angular motion of the
atmosphere.

3.2. Modeling atmospheric emission

CMB experiments employ arrays of detectors that
convert incident electromagnetic radiation to a digitized
signal. In practice, the signal includes various forms of
contamination (thermal drifts, ground pickup, etc.), but
fluctuations in atmospheric emission typically dominate
the total spectrum of fluctuations from roughly 10−4 Hz
to 1–3Hz, above which the noise is approximately white
and dominated by detector noise.
The power detected in a single mode of radiation with

unit efficiency by a telescope observing an optically thin

4 Equation 7 is Equation 1.33 in Tatarski (1961). Abramowitz &
Stegun (1970) show that for small z, Kν(z)→ 2ν−1Γ(ν)z−ν (eq.
9.6.9).

atmosphere in some direction ẑ at a given moment is
given by

P (t) = kBT∆ν =
1

2

∫∫∫∫
jν(z, T )r(ν)dAndΩdνdz,

(10)
where ∆ν is the bandwidth, jν(z, T ) is the emission with
units of Watt/m3srHz as a function of distance in front of
the telescope (

∫
jνdz is a surface brightness), dAndΩ =

dA cos θdΩ is the differential element of the throughput or
étendue, and r(ν) is the normalized instrument passband
(see e.g. Condon & Ransom 2016 for details). The
coordinate system for this integral and what follows
are “beam-centered" as shown in Figure 6; x and y are
orthogonal coordinates corresponding to distances from
the beam center, while z is related to the height h above
the ground by z = h csc ε where ε is the elevation (see
Figure 2).

Bn, i(xi, yi)

dxidyidzi

Bn, j(xj, yj)

dxjdyjdzj
rij

xi

yi

zi

xj yj

zj

Figure 6. A graphical representation of the beam-centered
frames, for two beams separated by angle θ. The beam sepa-
ration here is exaggerated; this paper considers separations
between 10−2 and 101 degrees. The covariance of two detec-
tor temperatures is obtained by integrating over all pairs of
volume elements within the geometries of the two beams, per
Equation 17. The convention for this paper is that ŷ always
points toward the zenith.

We may simplify Equation 10 by considering a narrow
frequency band around ν, noting that in the Rayleigh-
Jeans limit jν(z, T ) = 2kBTatmκ(z, ν)/λ2 where κ is
the absorption coefficient with units of inverse length
and Tatm is the atmospheric temperature, and express-
ing the effective area as Ae(φ, ε) = λ2G(φ, ε)/4π =

λ2Bn(φ, ε)/ΩB where G is the forward gain, Bn is the
normalized beam profile, φ and ε are the azimuth and
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elevation, and ΩB is the beam solid angle. For obser-
vations not too far from the optical axis Equation 10
reduces to

T =
1

ΩB

∫∫
κ(z, ν)Tatm(z, ν)Bn(φ, ε)dΩdz. (11)

When pointing at the zenith in an isothermal and opti-
cally thin atmosphere the above reduces to τ(ν)Tatm(ν),
where τ is the optical depth (e.g., Condon & Ran-
som 2016). We can relate κ(z, ν) to the water va-
por density: considering only the water, κ(z, ν) =

kH2O(ν)ρ(z)/mH2O = αb(ν)ρ(z) where kH2O(ν) is the
molecular absorption coefficient (with units m2), and
mH2O is the molecular mass. The proportionality con-
stants for each frequency band, αb(ν), can be determined
by calibrating to am (Paine 2018).
Because the illumination function of the primary re-

sembles a tapered top hat, we approximate the beam
as a tube of diameter dA = 5.5m up to the point where
the diameter of the angular beam profile is greater than
dA (9 km at 90 GHz, 14 km at 150 GHz, 19 km at 220),5

after which the profile grows at a constant angle equal
to the FWHM. Another relevant scale is the height for
which the beams from two adjacent feed horns no longer
overlap; Figure 7 shows the angular size of the beams at
different distances z from the telescope. The separation
between beams is 2′ for PA4 and 2.3′ for PA5 and PA6.
In our simple model, beams of width dA no longer overlap
at z = 8−10 km for ε = 45◦ corresponding to an altitude
h > 5.6 km, well above the water vapor, again indicating
that atmospheric fluctuations are correlated across an
array. In order to incorporate the turbulent statistics
derived in the previous section, we want to reformulate
Equation 11 into the (x, y, z) frame for the cylindrical
beam approximation. The quantity Bn(φ, ε)dΩdz/ΩB

tells us to sum up κ(z, ν)Tatm(z, ν) over a region of space
delineated by the beam, and so approximating the beam

as a cylinder of diameter dA, substituting in for κ(z, ν),
and recognizing that the water density is time dependent
yields

T (t) = αb(ν)

∫∫∫
ρ(x, y, z, t)Tatm(z)Bn(x, y)dxdydz,

(12)
where

∫
Bn(x, y)dxdy = 1. An expanding beam may

be accommodated by adding a z dependence as in
Bn(x, y, z). Integrating over one line of sight in a small
diameter cylinder beam is trivial. The above form be-
comes useful for examining the correlations between two
nearby lines of sight.
We adopt an exponential model for the mean water

vapor density of the form

〈ρ(z)〉 = ρ(0)e−z/zρ , (13)

following the profiles shown in Figure 5, where zρ is
around 1.5 km at the zenith.6 We similarly adopt an
exponential model for the temperature profile Tatm(z),
which is well-approximated for heights below 10 km by

Tatm(z) = Tatm(0)e−z/zT , (14)

where we ignore time-dependence or small-scale temper-
ature fluctuations. In the Atacama and observing at
the zenith, the average temperature at ground level is
around Tatm(0) = 270K, and zT is around 35 km at the
zenith.

3.3. Angular atmospheric correlations

The angular covariance of the atmosphere can be com-
puted by evaluating the expected product of Equation 12
between two detectors with respect to time. Consider
two beams i, j pointing with angular offsets ~θi, ~θj , sep-
arated by some angle θ = |~θj − ~θi|, where beam i has
an ACT-like cylindrical beam model Bn,i for associated
beam-centred coordinates (xi, yi) (and analogously for
beam j).7 Their covariance may be computed as

C(θ) =
〈
T (~θi) · T (~θj)

〉
= αb(ν)2

〈∫∫∫
ρ(xi, yi, zi)Tatm(zi)Bn,i(xi, yi)dxidyidzi

×
∫∫∫

ρ(xj , yj , zj)Tatm(zj)Bn,j(xj , yj)dxjdyjdzj

〉
(15)

5 At an observing elevation of 45◦ these are well above most of the
emission, but for a larger FWHM and field of view this would not
be the case.

6 Note that zρ is dependent on the pointing direction of the tele-
scope.

7 The convention for pointing angles is ~θ = (θx, θy) = (x/z, y/z),
and can be seen in Figure 7.
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= αb(ν)2

∫∫∫ ∫∫∫ 〈
ρ(xi, yi, zi)ρ(xj , yj , zj)

〉
Tatm(zi)Tatm(zj)Bn,i(xi, yi)Bn,j(xj , yj)dxidyidzidxjdyjdzj (16)

= αb(ν)2ρ(0)2Tatm(0)2

∫∫∫ ∫∫∫
D(rij)e

−(zi+zj)(z
−1
ρ +z−1

T )Bn,i(xi, yi)Bn,j(xj , yj)dxidyidzidxjdyjdzj , (17)

where rij is the distance between points (xi, yi, zi) and
(xj , yj , zj) as shown in Figure 6, and where we include
the turbulence density covariance model in Equation 8
and the temperature profile model in Equation 14. For
the remainder of this paper we combine the density and
temperature scaling parameters zρ and zT into a single
parameter z0 = (z−1

ρ + z−1
T )−1, where the scaling param-

eter z0 describes the decay of the strength of emission
fluctuations. Computing this integral (see Appendix A)
for very thin beams (such that Bn(x, y) → δ(x)δ(y))
yields the expression

C(θ) =
21/6π1/2

Γ
(

1
3

) Ar0

∫ ∞
0

(zθr−1
0 )5/6

×K5/6

[
zθr−1

0

]
e−2z/z0dz +B, (18)

where A and B are constants as defined in the appendix.
When variables are highly correlated (as in the case of
small angular separations), a more useful form of the
covariance is the structure function, defined as

1

2

〈[
T (0)− T (θ)

]2〉
=
〈
T (0)2

〉
−
〈
T (0)T (θ)

〉
= C(0)− C(θ). (19)

When r0 � zθ at all beam depths z for which the emis-
sion contributes meaningfully and the beams do not heav-
ily overlap,8 we may approximate the structure function
as

C(0)− C(θ) ∝ θ5/3, (20)

which is derived in Appendix A, and is observed as de-
scribed in Wollack et al. (1997). This result also predicts
a −8/3 power law, which is typically observed in the
angular atmospheric power spectrum for ACT as seen
in Figure 8. In the regime of small separations where
the beams heavily overlap, the structure function more
closely follows

C(0)− C(θ) ∝ θ2, (21)

as shown in Appendix A. This effect is manifest in Fig-
ure 8 where the spectrum steepens around 1Hz. Because

8 A separation of θ = 1◦ at z = 3 km corresponds to zθ ≈ 50m, an
order of magnitude less than the outer scale. Emission above a
height of several kilometers is essentially negligible.

ACT’s beams heavily overlap for separations smaller
than a degree and for heights from which we expect the
majority atmospheric emission to be located, we use
Equation 21 to modify Equation A17 and take

C(0)− C(θ)∝
∫ ∞

0

(zθr−1
0 )2e−2z/z0dz

≈
∑
z

σ2
z(zθr−1

0 )2 (22)

as a reasonably good approximation of the angular struc-
ture function as it appears to ACT for separations smaller
than a degree. Note that we replace the exponential
model of variance in water vapor density, e−2z/z0 , with
a more general function σ2

z , that may be modeled us-
ing parameters obtained from ERA5 and MERRA-2.
This particular form of the structure function has useful
properties that we exploit below.

4. MODELING DETECTOR CORRELATIONS

In this section we introduce the “pair-lag" correla-
tion and derive a physically-motivated model for the
time-evolving statistics of three-dimensional atmospheric
emission relative to the array. In particular, this model
allows for comparison of ERA5 and MERRA-2 data with
ACT data by taking the structure function presented in
Equation 22 literally, and approximating the atmosphere
as a discrete set of layers.

4.1. The pair-lag correlation

Consider an array of detectors with angular offsets ~θi
observing the atmosphere. We first adopt a simplified
model of brightness fluctuations, where the atmosphere
consists of a single emissive layer T (~θ) at some distance
z along the beam.
The atmosphere moves horizontally with linear veloc-

ity ~w = (weast(z), wnorth(z), 0),9 which is variable as a
function of distance along the beam. At distance z, this
appears in the beam-centered frame as a two-dimensional

9 The quantity weast describes an east-going wind, and thus comes
from the west. In common usage, this is called a westerly wind.
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Figure 7. The angular cross-section of ACT’s PA6 array
looking through the atmosphere. The large shaded circles
represent the angular diameter θdiam of the beams for three
detectors, at different atmospheric path lengths z. The dots
indicate the beam centers and approximate far-field size of
all detectors beams at 150GHz. At an elevation of 45◦, the
typical water vapor density halves every 1500m along the
beam. At a depth of z = 1500m the beam diameter is
dA = 5.5m and the width of the hexagonal array is 20m,
and thus the beams heavily overlap, with their signals being
highly correlated on scales of ∼ 1/4 of the array.

angular velocity ~ω(z) = (~ωx(z), ~ωy(z)), whereωx(z) = −(weast(z) cosφ− wnorth(z) sinφ)z−1

ωy(z) = −(weast(z) sinφ+ wnorth(z) cosφ)z−1 sin ε.

(23)
with φ and ε) describing the azimuth and elevation. Two
detectors observing the atmosphere with angular offsets
~θi, ~θj from the center of the array will observe a correla-
tion in their observed brightness temperatures

cij =
〈
T (~θi)T (~θj)

〉
= C(z|~θij |r−1

0 ), (24)

where ~θij = ~θj−~θi is the two-dimensional pair orientation.
Correlating between asynchronous samples with delay τ ,
however, leads to an expression with a dependence on
the angular velocity and the pair orientation,

cij(τ) =
〈
T (~θi)T (~θj + ~ωτ)

〉
= C(z|~θij + ~ωτ |r−1

0 ). (25)

There is some unique delay τij that maximizes the correla-
tion of the two detectors i, j by minimizing the argument
~θij + ~ωτ . This delay can be expressed as

τij = argmax
τ

[
C(z|~θij + ~ωτ |r−1

0 )
]

= −|~ω|−2~θij · ~ω. (26)
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Figure 8. The power spectrum of 33 minutes of ACT PA6
atmospheric stare data (when the telescope is stationary),
averaged over several hundred detectors for the 90 GHz (blue)
and 150 GHz (red) bands. The spectra of scanning data
are qualitatively similar to stare data above the scanning
frequency, which is typically below 0.1 Hz. The y-axis tem-
perature fluctuations are relative to the CMB. Both bands
follow a −8/3 spectrum (black) for low frequencies, which
steeps near 1 Hz due to the finite-sized beam averaging over
small-scale fluctuations, an effect explored in the appendix.
At the time of observation, the PWV was 1.6mm and the
wind speed at 1 km was 8m/s, and thus a 5.5m large fluc-
tuation crosses the beam at ∼ 1.5Hz. Dünner et al. (2013)
shows a similar plot as a function of PWV.

We refer to τij as the “pair-lag" of detectors i and j,
using the convention in Morris (2020). Different versions
of this quantity can be found in Sayers et al. (2010) and
Robson et al. (2002). The correlation between the two
detectors is maximized when the detector separation is
along the wind direction; in this case, the right-hand
side of the equation gives the time for a fluctuation to
get from one detector to another. Note that Equation 26
does not offer a unique solution to ~ω (which has two
degrees of freedom) from the pair-lag of a single pair of
detectors (which has only one). It requires at least two
linearly-independent constraints, and thus at least three
non-colinear detectors. Using three or more detectors,
we can compute the pair-lag for each pair of detectors,
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and solve for the two-dimensional angular velocity ~ω that
best explains them.10

4.2. Approximating the Three-Dimensional Atmosphere

We now present a model of the time-evolving three-
dimensional atmosphere for use in Section 6.1 to allow
comparison to data from ERA5 and MERRA-2.
We divide the atmosphere up into multiple layers, each

still described by the same general model, only now with
its own variance in the brightness temperature, σ2

z , and
wind velocity ~w(z). The model is no longer guaranteed
to have an exact analytical solution, and instead becomes
a maximization problem. The lag-dependent covariance
of two beams is given by

cij(τ) =
∑
z

〈Tz(~θi)Tz(~θj + ~ω(z)τ)〉, (27)

where for both computational and analytical feasibility
we assume that emission that comes from different dis-
tances along the beam is uncorrelated, according to the
single-sum model in Equation 22. Accounting for the
turbulent scaling and covariance function, and ignoring
correlations between layers, we then have

cij(τ) =
∑
z

σ2
zC(z|~θij + ~ωzτ |r−1

0 )

=
∑
z

σ2
z

[
C(0)− (z|~θij + ~ωzτ |r−1

0 )2
]
. (28)

This can be maximized as

τij = argmax
τ

∑
z

σ2
z

[
C(0)− (z|~θij + ~ωzτ |r−1

0 )2
]

= argmin
τ

∑
z

z2σ2
z |~θij + ~ωzτ |2. (29)

Only the component of the angular separation parallel
to the wind velocity matters, and so we write

τ̄ij = argmin
τ

∑
z

z2σ2
z

(
|~ωz|−1~ωz · ~θij + |~ωz|τ

)2
, (30)

which we recognize as a weighted least-squares problem
with respect to τ . The solution is then

τ̄ij = −
∑
z z

2σ2
z~ωz · ~θij∑

z z
2σ2
z |~ωz|2

. (31)

We can define an aggregate angular velocity ~ωa such that

|~ωa|−2~ωa =

∑
z z

2σ2
z ~ωz∑

z z
2σ2
z |~ωz|2

. (32)

10 The two components of ~ω are defined with respect to the array,
and assumes a flat focal plane so that the motion is uniform
regardless of position on the array.

This is the weighted harmonic mean of the variable
angular velocity of atmospheric elements in the line-of-
sight of the array. The aggregate angular velocity ~ωa

as defined by Equation 32 averages over a dimension
of space and thus cannot fully describe the motion of
the three-dimensional atmosphere. However, we show in
later sections that when applied to ACT it is computa-
tionally inexpensive to compute, provides a good effective
characterization of fluctuations in atmospheric emission,
and correlates well with the wind conditions at the ACT
site as reported by external weather data sources (APEX,
ERA5 and MERRA-2). The way ~ωa averages over at-
mospheric depth in Equation 32 is strongly dependent
on the quantity σ2

z , which describes the strength of the
fluctuations in atmospheric emission as a function of the
distance from the telescope. We model this quantity in
Section 6.1.

4.3. Telescope Scanning

Most ground-based CMB telescopes employ a constant-
elevation, variable-azimuth scanning strategy in order
to separate celestial signals from atmospheric contami-
nation in subsequent map-making algorithms.11 ACT,
for instance, scans back and forth with an azimuthal
speed of 1.5 deg s−1. This scanning motion introduces
a relative atmospheric velocity that must be subtracted
to determine the intrinsic atmospheric velocity,12 as the
aggregate angular velocities computed from the ACT
data depend on the motion of the array. To account
for the scanning motion, we transform the horizontal
component of the aggregate angular velocity

~ωa,rel =

ωa,rel,x = ωa,x + dφ(t)
dt cos ε(t)

ωa,rel,y = ωa,y − dε(t)
dt ,

(33)

where ~ωa,rel is the aggregate relative velocity of the at-
mosphere, and where φ(t) and ε(t) are the time-ordered
azimuth and elevation of the array. This transforma-
tion allows us to switch between the array-relative and
ground-relative frames for the atmospheric motion.
Another effect of the scan is that in addition to impart-

ing some apparent angular velocity to the atmosphere,
it rotates the relative angle between the wind and scan
directions as the telescope rotates through the width of
its scan. We find that this effect is negligible for scan
widths of less than 30◦. We address further effects of

11 The results of this paper are generalizable to variable-elevation
scanning strategies.

12 At an elevation angle of 45◦, the beam moves at around 25 m/s
at an altitude of 1 km, comparable in magnitude to typical wind
speeds.
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the scan in the next section, when we apply the pair-lag
model to temperature data from atmospheric scans.

4.4. Atmospheric Velocities

We define the aggregate angular wind velocity mea-
sured by ACT as

~uACT =

ueast = −ωa,x cosφ csc ε− ωa,y sinφ csc2 ε

unorth = ωa,x sinφ csc ε− ωa,y cosφ csc2 ε.

(34)
This definition allows us to compute the aggregate an-
gular wind velocity from the aggregate angular motion
given the elevation of the telescope, and has the intuitive
interpretation of the speed at which the atmosphere ap-
pears to be moving to an observer looking at the zenith.
It is also (in principle) independent of the angular el-
evation of the telescope, allowing us to compare the
distribution of wind estimates from different telescope
elevations.13

5. ESTIMATING ATMOSPHERIC BULK MOTION
IN ACT

We now estimate the aggregate angular motion from
several years of ACT data. We apply the results de-
rived in the previous section to build a database of wind
velocity estimates.

5.1. Pre-processing and Detector Consolidation

For this analysis, in contrast to mapmaking, ACT’s
raw time-ordered data14 are down-sampled from 400Hz
to 100Hz using an order-8 Chebyshev filter. Data were
further filtered using an order-5 Butterworth filter so as
to include only fluctuations between 10−1 and 101 Hz.
Faulty, dark, and otherwise undesirable detectors were
excluded from the analysis.
One of the drawbacks of the pair-lag method is that

it must perform npair = ndet(ndet − 1)/2 Fourier trans-
forms in order to fully describe the correlations between
n detectors. In order to efficiently incorporate the en-
tire array, detectors were grouped into 16 clusters and
averaged together with their group, producing a number
of “consolidated detectors," each consisting of approx-
imately 30–40 detectors. Clustering detectors is both
more efficient and robust than considering individual de-
tectors due to more desirable noise characteristics. The
grouping washes out turbulent modes at scales below
the grouping size, but these scales are not important

13 Wind speeds on the ground in the Atacama Desert are typically
on the order of 10 m/s, and tend to increase with altitude.

14 Time-ordered data (TOD) are stored in TOD files of roughly 10
min duration.

for solving for the atmospheric motion; moreover, adja-
cent detectors are already highly correlated due to their
heavily overlapping beams.

5.2. Sub-scan Division

ACT scans with a variety of azimuthal widths, typically
between 30◦ and 80◦. The small-angle scan approxima-
tion derived in the previous section can be exploited
in practice even for wide-angle scans by dividing each
total scan of constant azimuthal velocity to make smaller
constituent sub-scans with sufficiently small half-widths.
For ACT, each scan was divided into the maximum
number of smaller sub-scans such that each one had an
observation time of at least 8 seconds.15 Because ACT
scans with a constant azimuthal speed of 1.5 deg s−1,
this corresponds to sub-scans of a half-width of 7.5◦,
for which the small-angle approximation is valid and for
which the wind velocity does not appreciably rotate with
respect to the array during the sub-scan. Dividing the
scan into smaller sub-scans allows for a more accurate
employment of the small-angle approximation, as well as
higher-resolution measurements of time-dependent wind
velocities.

5.3. Pair-lag computation

We can compute the pair-lag of two detectors i, j inex-
pensively as

τ̄ =

〈
argmax

τ

[
DFT−1

[
DFT

[
sit
]
f
·DFT

[
sjt
]
f

]
τ

]〉
,

(35)
where sti, stj are their output signals, DFT[ · ] is the
discrete Fourier transform and ¯[ · ] is the complex conju-
gate. This approximation is valid for f−1

samp � |τ̄ | � ∆t,
where fsamp is the sampling frequency and ∆t is the
length of the sub-scan. Pair-lags were computed for each
sub-scan for each unique pair of consolidated detectors
using Equation 35. Pair-lags can sometimes deviate from
those predicted by Equation 26 and return an unreason-
able set of atmospheric parameters. This can be caused
by singularities in the model (where the scanning mo-
tion and atmospheric motion nearly cancel out), or by
non-atmospheric components of the signal, such as point
sources or instrument glitches. In order to mitigate these
effects, only non-zero pair-lags with a magnitude less
than 2 seconds were considered.

5.4. Fitting for the motion

Figure 9 shows a plot of the pair-lags of 16 pairs of
consolidated detectors divided by the distance between

15 Because the duration of each scan is not perfectly divisible, smaller
sub-scans were typically between 8 and 12 seconds long.
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each consolidated pair versus the orientation of each pair
on the array. The result is a sinusoidal relationship due
to the dot product in Equation 26. This indicates that
over this time a constant angular speed projected onto
the orientation of a pair of detectors is a good approxi-
mation. Note that the pair-lag divided by the separation
on the array has units of inverse angular velocity. The
magnitude of the measured velocity of the atmosphere
across the array is given by the inverse of the amplitude
of the sine wave. To find the net angular velocity of
the wind relative to the array, we fit the pair-lags to
the model in Equation 26. This estimates the aggregate
relative atmospheric velocity, which leads to a clear dif-
ference between left- and right-going scans (see Figure 9).
After accounting for the telescope motion using Equa-
tion 33, we compute the components of the wind from
the definitions of ueast and unorth in Equation 34.
The ACT data correspond well to the linear pair-lag

model and give generally consistent estimates of the
atmospheric motion for all consolidated pairs. The high
signal-to-noise shown in Figure 9 is typical for 80% of the
data. This behavior is consistent across several years of
ACT observation, even when scans are further subdivided
into sub-scans. Our results show that there are variations
in the wind profile on the order of a few seconds, and
that we can measure them consistently.

5.5. Processing Wind Velocities

For each approximately 8–12 second sub-scan over
four years, the analysis returns the two-dimensional an-
gular wind velocity, ~uest (Equation 34), along with a
chi-squared goodness of fit parameter, χ2, and the time t,
azimuth φ, and elevation ε of the center of the sub-scan.16

The derived wind speeds vary in quality due to myriad
factors, the most prominent being the effects of irregular
non-atmospheric signals in the data. We excluded wind
estimates with a speed greater than 5 deg s−1, as well
as estimates for which the parameter estimator did not
converge. These cases corresponded to 20% of the data.
To compute the χ2, we take the variance of each pair

of consolidated detectors to be equal to the median vari-
ance from the sub-scans after removing the best-fit two-
parameter model for each array-band separately. Fig-
ure 10 shows the distribution of the goodness of fit for
each array-band combination. We kept estimates with
χ2 < 5, which corresponds to 75% of all remaining esti-
mates. Most of time the model gives a reasonable fit to
the data, and it is apparent when it does not.

16 Due to the segregation of array-band combinations, each unique
point in time then has between 0 and 6 estimations of the wind
velocity corresponding to the two frequencies in the three arrays.
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Figure 9. A representation of the pair-lag model, applied
to data from six consecutive scans of ACT; each scanning
through 60◦ of azimuth over 40 seconds. The ratio of the
pair-lag of two detectors to their separation roughly depends
only on the angle of their orientation on the array. Here each
point represents a pair of consolidated detectors. The motion
of transient atmosphere across the array can be recovered
from the fitted sine function (lightly shaded lines), where the
direction is the phase of the function and the angular speed is
the inverse of the amplitude. The contribution to the angular
velocity by the scan can be removed, as shown by the dotted
lines, so that each scan roughly agrees on the atmospheric
velocity, which we attribute to the wind.

The fit results are irregularly sampled due to breaks in
data acquisition (for example, for calibration or planet
mapping). For each ten-second bin centered at time t,
the smoothed wind estimation is given by the weighted
average of the raw wind estimates from all sub-scans and
all arrays as

~uACT(t) =

∑
imi(t)~uest,i∑

imi(t)
(36)

with the weights given by

mi(t) =
1

χ2
i

· exp
[
− (t− ti)2

2σ2
t

]
, (37)

where ~uest,i, χ2
i and ti are the wind estimate, the good-

ness of fit and the time of the sample for the i-th sub-scan.
For this paper, we choose σt = 10 s. Bins more than a
minute away from any estimate are deemed not to have
an estimate.
We find that there is typically a slight difference in the

distribution of wind estimates obtained from left-going
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Figure 10. The distribution of goodness of fits for wind
estimates from each sub-scan, discriminated by array and
observing band. Superimposed is the expected distribution
for two degrees of freedom, normalized for 0 < χ2 < 5.
The goodness of fit is heavily dependent on the parameters
themselves: a faster motion of the atmosphere with respect
to the array is more easily and accurately detected by the
model.

and right-going scans, which most likely arises from the
approximation about the behavior of the pair-lags as
the motion of the atmosphere interacts with the angular
motion of the array. We mitigate this by adjusting the
weights in Equation 37 such that for any time t, exactly
half the weight comes from each scan direction.

6. ANALYSIS OF ACT-DERIVED ATMOSPHERIC
MOTION

6.1. Comparison to Weather Data

Comparing wind data from ACT, APEX, ERA5, and
MERRA-2 must be done with care because each source
measures a fundamentally different aspect of the atmo-
sphere: ACT describes the aggregate angular motion
of atmosphere fluctuations, APEX measures the linear
wind velocity near the ground, and ERA5 and MERRA-2
measure the atmosphere at a series of discrete heights.
Nevertheless, we can investigate the explanatory power
and limitations of each data set on the other. For all
sources, converting to a form directly comparable to
ACT-derived estimate requires the assumption of some
atmospheric model.
In the case of APEX, which provides the physical wind

speed and direction, the wind vector ~wAPEX must be
divided by some scale height hAPEX in order to obtain
an angular wind velocity

~uAPEX = ~wAPEX h
−1
APEX. (38)

This scale height was determined by minimizing the
median difference in the hour-averaged angular wind
velocity estimates for ACT and APEX during all hour-
long periods for which both ACT and APEX estimates
were available (approximately 10 khrs). This yields a
scale height of hAPEX ≈ 400m. Note that this quan-
tity does not necessarily represent the effective height of
atmospheric turbulence: in the Atacama Desert, wind
speed generally increases with height which biases the
inference toward lower scale heights. However, this re-
sult approximately agrees with the effective height of
turbulence in phase fluctuations17 found by Robson et al.
(2002), who assume a constant wind profile and find a
scale height generally on the order of 500m. (See also
Pérez Beaupuits et al. 2005.)
Atmospheric reanalysis data sets like ERA5 and

MERRA-2 allow us to model the aggregate angular mo-
tion as derived in Section 4. We use this model to
compute the aggregate angular wind velocity for ERA5
and MERRA-2 using the formulation derived in Section 4
as

~ua

|~ua|2
=

∑
h h

2σ2
h~uh∑

h h
2σ2
h|~uh|−2

, (39)

where ~uh = ~wh h
−1 is the angular wind vector at height

h based on the physical velocity reported by each data
set. This necessitates a statistical model of the rela-
tive strength of fluctuations in emission as a function
of height, σ2

h. Church (1995) and Errard et al. (2015)
approximate the variance of the fluctuations as being
proportional to the water vapor mass density and the
physical atmospheric temperature. In Section 3 we mod-
eled the emission profile as an exponential function, the
product of exponential profiles of water density and tem-
perature. ERA5 and MERRA-2 allow us to be more
specific, however, providing the explicit water density
and temperature profiles. We thus model

σ2
h ∝

(
ρRA(h)Tatm,RA(h)

)2
. (40)

Here ρRA(h) and Tatm,RA(h) are the reanalysis profiles
water density and temperature as a function of height
that are provided by ERA5 and MERRA-2 at hourly
increments.
The model for σ2

h derived using data from ERA5 and
MERRA-2 has a typical half-height of around 500m,
which is roughly half the half-height of total water vapor
density (h0 ∼ 1000m). This is in rough agreement with
fitted h = 400m for APEX; the slight discrepancy may be
explained by the fact that wind speeds typically increase

17 Phase fluctuations arise from variations in the index of refraction
as opposed to water vapor density.
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Figure 11. Time-ordered hourly binned estimates for angular wind speed, wind bearing, and PWV from each of ACT, APEX,
MERRA-2, and ERA5. PWV measurements from the ACT site (bottom panel, black) are from from the UdeC-UCSC radiometer
that reports PWV in the 0.3–3.0 mm range. ACT-derived wind estimates (black), superimposed on the aggregate angular wind
velocities for APEX (green), MERRA-2 (red), and ERA5 (blue) derived as described in the text, from September to October
of 2020. The error bars for ACT-estimated winds represent the middle two quartiles (25% to 75%) of the distribution of each
quantity in each bin. Some deviation in these various measures is expected given the different analyses and types of measurement.

as a function of height, which is apparent in ERA5 and
MERRA-2, and in other studies of Atacama weather
(e.g., Masciadri et al. 2013).

We note that the half-height of σ2
h describes the vari-

ance in emission. Similarly, the angular speed determined
from the pair-lag is based on that variance. For an ex-
ponential distribution of water vapor (Figure 5) with
half-height h0, the half-height of the variance is h0/2.
Thus the effective half-height of the modeled emission is
consistent with the measured distribution of water vapor.

6.2. Agreement with Weather Data

Figure 11 shows a time-ordered comparison for the
four sources over two months in the austral spring of
2020. ACT-derived wind data are effective at detecting
changing wind directions in the upper atmosphere, and
corresponds more closely to ERA5 and MERRA-2 than
APEX. The four sources of wind data can sometimes
differ substantially in their prediction of the aggregate
angular wind, most likely due to the inability of the
emission profile model to capture variations in the char-
acteristics of the atmosphere on short timescales. ERA5

and MERRA-2 also average over larger spatial footprints,
whereas ACT averages over the projection of a small focal
plane through the atmosphere.
Figure 12 shows the correlations of northward and east-

ward angular wind speeds for each of ERA5, MERRA-2
and APEX with ACT. In conjunction with Figure 11,
it shows that while there is a clear relationship between
the weather sources and ACT, they do not predict the
wind velocity from ACT with a consistent slope. The
predictive capacity of the weather sources on ACT data
might benefit from added degrees of freedom in the scal-
ing between the two, but this is beyond the scope of this
paper.
Figure 13 shows the distributions of angular wind

speed and direction for each source. The three-pronged
distribution of wind bearings from APEX is caused by
a large diurnal variation in the wind; such variations in
the wind are most pronounced near the ground. ACT,
ERA5, and MERRA-2 directions are determined largely
by the more consistent upper atmosphere.
Figure 14 uses the ACT-derived properties of the wind

over an observing period of 4 years. Although the bearing
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Figure 12. Correlations of different weather sources with ACT-derived angular wind estimates, each with the weighted best-fit
linear determination (weights are given by the confidence in ACT estimates). Each plot represents the roughly 12.5 khrs of data
for which ACT, ERA5, MERRA-2, and APEX data were available between May 2017 and January 2021 (38% of the time).
The slope of the best weighted linear fit between sources is typically within 10% of unity for all sources. Non-linear factors
are apparent in the correlation; in particular, the model tends to underestimate ACT-derived wind speeds in the summer, and
overestimate them in the winter as shown in Figure 13.

is almost always westerly, there is a significant seasonal
variation in the distribution of wind speeds.
We conclude that external weather sources such as

APEX, ERA5, and MERRA-2 describe the atmosphere
as it appears to millimeter-wave telescopes, at least when
averaged over timescales of an hour. We can also see
roughly the same scaling of angular velocities in both
figures, which lends credence to both the approximation
derived in Section 4, as well as the model that fluctua-
tions scale with the total density. However, we find that
the best source of data about the atmospheric motion as
it appears to ACT is, likely, ACT itself via the pair-lag
model, as it can attain a finer spatial and temporal reso-
lution than ERA5 and MERRA-2. Accurately estimating

changes in velocity is essential to understanding the char-
acteristics of atmospheric fluctuations, as we show in the
next section. Ultimately, the correctness and usefulness
of the pair-lag model will be ascertained by how well it
can be used to mitigate the effect of atmospheric noise
in the data analysis but that is beyond the scope of this
paper.

6.3. Effects of bulk atmospheric motion on time-ordered
spectra

Knowledge of the wind speed can improve our under-
standing of the atmospheric contribution to the noise
during CMB observations. As atmospheric brightness
fluctuations are driven by the inhomogenous distribution
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Figure 13. A histogram of the median aggregate angular
wind speed and median bearing of each data set for all hour-
long periods in which all four data sets were available. There
is generally good agreement between these different measures.
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Figure 14. The distribution of ACT-derived smoothed angu-
lar wind velocities with a one minute time scale, discriminated
and normalized by season and time of day. Winter months
typically have higher wind speeds than summer months.

of water vapor moving through the line-of-sight of the
telescope, an increase in the relative velocity at which
those distributions move across the array will affect the
resulting time-ordered spectrum. Consider a telescope
pointing due north while wind moves the atmosphere
from west to east. Left-going (counterclockwise) scans
will have a net west-going velocity and will thus scan
“against" the atmosphere, while right-going scans will
analogously scan “with" the atmosphere. This leads to
a scan asymmetry, where the left-going scans will mea-
sure the atmosphere as moving relatively faster than
right-going scans, leading to differing properties of the
time-wise spectrum of the data. Moving the atmosphere
more quickly through a beam has the effect of shift-
ing its power spectrum toward higher frequencies, and
due to the approximately scale-invariant angular power
spectrum of the atmosphere, this is roughly equivalent
to scaling the entire spectrum by some constant. The
phenomenon is illustrated in Figure 15.
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Figure 15. The power spectra of many left- and right-going
scans for 33 minutes of observation at 150 GHz. For this
period, as reported by MERRA-2, there was a northwesterly
wind at h = 1 km with speed vw = 25m/s and bearing
φw = 293◦ while ACT was scanning centered at azimuth
φ = 40◦. The thin lines show the spectra for each 60◦-
wide scan, and the thick lines show the median spectrum for
each direction. The inset shows the estimated array-relative
atmospheric velocity, which explains the difference in the
spectra. Left-going scans correspond to a northwest-going
motion tend to move through the atmosphere more quickly,
which causes their spectrum to shift to the right and the
1/f knee frequency to increase. The opposite is true for
right-going scans.
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We find that, in general, the array-relative atmospheric
motion (as computed for each stretch of data in the
previous section) is a good predictor of the asymmetry
in left-going and right-going power spectra of ACT data.
In particular, for a scale-invariant spectrum we have

log

[
|~ωa,rel,left|
|~ωa,rel,right|

]
∝ −b log

[
P (f)left

P (f)right

]
, (41)

where ~ωa,rel,left and P (f)left are the aggregate relative
atmospheric velocity and power spectrum for left-going
scans (and analogously for right-going scans), and b is
the index of the power spectrum. Approximately 96% of
estimated scanning motion log-ratios are between −1 and
+1, and the measured atmospheric power ratios follow
the expectation from the model as shown in Figure 16.
Figure 17 shows the ratios of left-going and right-going
spectra from full (not subdivided) scans, discriminated
by the ratio of the magnitude of the left-going and right-
going atmospheric velocities for 4000 hours of observation
by PA6.18 It is not uncommon for the power spectra of
the different directions to differ by almost an order of
magnitude.
Knowledge of the array-relative velocities can be used

to build models that minimize the effects of atmospheric
fluctuations in the data. These array-relative velocities
can be directly computed from the data using the pair-lag
method, and are related to the wind velocity as

~ωa =

ωa,x = −(ueast cosφ− unorth sinφ) sin ε+ dφ
dt cos ε

ωa,y = −(ueast sinφ+ unorth cosφ) sin2 ε− dε
dt ,

(42)
where φ̇ = −1.5 deg / s for left-going scans and 1.5 deg / s
for right-going scans. The asymmetric spectrum between
scan directions is most pronounced when φ and φu =
tan−1[ueast/unorth] are orthogonal, and minimized when
they are parallel.

7. DISCUSSION AND CONCLUSION

We have presented a method for deriving the angu-
lar wind velocity on ten-second time scales using data
from ACT detector arrays without any other input. The
method works by solving for the speed and direction of
the frozen-in small-scale turbulent distribution of water
vapor as it traverses the arrays. By averaging the derived
wind velocity over an hour we can compare ACT to ex-
ternal weather sources like APEX, ERA5 and MERRA-2.

18 The left- and right-going velocities for each TOD are given by the
weighted mean of all scans in that TOD, where the weights are
determined as in the previous section.
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To compare to APEX, we connect ACT and APEX mea-
surements with an effective scale height. To compare
to ERA5 and MERRA-2, we develop a model that uses
their three-dimensional distribution of temperature and
water vapor to predict the angular wind velocity as seen
by ACT. The agreement between all four is quite good,
suggesting that our physical picture of atmospheric emis-
sion resembles reality. Our investigation also shows good
agreement of the PWV between ACT, APEX, ERA5,
MERRA-2, and Cortés et al. (2020). Further adapta-
tions of the pair-lag method to telescopes with different
optical characteristics located in different geographical
sites will help to better understand the motion-driven
emission fluctuations of the atmosphere. This work is
generalizable, with some adjustment, to any millimeter-
wave telescope that observes the CMB with multiple
detectors. Estimating the velocity of the atmosphere
relative to ACT is also a good first-order predictor of
the difference in the noise properties between left- and
right-going scans, which can be quite substantial.
As our ability to understand and model atmospheric

fluctuations improves, we hope to be able to probe the
CMB temperature anisotropy to larger and larger angu-
lar scales (lower `). In addition to enhancing our ability
to calibrate to Planck (e.g., Hajian et al. 2011), it will
improve ACT’s ability to investigate cosmology inde-
pendent of Planck and WMAP. In particular, pushing
to larger scales should improve the TE correlation, an
especially effective spectrum for constraining cosmology,
and the TB correlation which is an important check of
systematic errors.
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APPENDIX

A. STRUCTURE FUNCTION FOR OVERLAPPING BEAMS

This appendix presents the derivation of the structure function in Equation 21. We consider a three-dimensional dis-
tribution of atmospheric water vapor that follows the three-dimensional turbulent correlation D(r), scaled exponentially
as a function of height above the ground. We start with Equation 17:

C(θ) = αb(ν)2ρ(0)2Tatm(0)2

∫∫∫ ∫∫∫
D(rij)e

−(zi+zj)/z0Bn,i(xi, yi)Bn,j(xj , yj)dxidyidzidxjdyjdzj , (A1)

with atmospheric correlation D(r) and a beam function Bn(x, y) that is roughly constant in z as described in Section 3.3.
The explicit physical distance rij between two atmospheric elements dxidyidzi and dxjdyjdzj for two beams separated
by angle θ is given by the expression (see Figure 6)

rij =
[(

(xi − xj) cos(θ/2) + (zi + zj) sin(θ/2)
)2

+
(
yi − yj

)2
+
(
(zi − zj) cos(θ/2) + (xi + xj) sin(θ/2)

)2]1/2
, (A2)

which for small θ may be written as

rij =
[(
xi − xj + (zi + zj)(θ/2)

)2
+
(
yi − yj

)2
+
(
zi − zj

)2]1/2
, (A3)

where because the beams are much longer in ẑ than they are wide, we drop the (xi + xj) sin(θ/2) term but keep the
(zi + zj) sin(θ/2) ≈ (zi + zj)(θ/2) term. Changing to an integration over variables z = (zi + zj)/2 and z∆ = zi − zj , the
full expression becomes

C(θ) = A

∫∫∫∫ ∫ ∞
0

∫ 2z

0

D
[(

(xi − xj + zθ)2 + (yi − yj)2 + z2
∆

)1/2]
e−2z/z0Bn,i(xi, yi)Bn,j(xj , yj)dz∆dzdxidyidxjdyj ,

(A4)
where A = αb(ν)2ρ(0)2Tatm(0)2 and has units of K2m−2. We focus on the integral over z∆. Consider the covariance
element

dC(θ, r5) = A

∫ 2z

0

D
[(

(xi − xj + zθ)2 + (yi − yj)2 + z2
∆

)1/2]
dz∆, (A5)
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where r5 represents a specific 5-tuple of coordinates (xi, yi, xj , yj , z). We write this quantity as

dC(θ, r5) = A

∫ ∞
0

D
[(

(xi−xj+zθ)2+(yi−yj)2+z2
∆

)1/2]
dz∆−A

∫ ∞
2z

D
[(

(xi−xj+zθ)2+(yi−yj)2+z2
∆

)1/2]
dz∆. (A6)

The term on the right varies negligibly in θ when θ is small as we always have z∆ � zθ, and thus we take it as a
constant element dB(r). The term on the left is more illuminating. We introduce the quantity θeff , defined such that

zθeff =
(
(xi − xj + zθ)2 + (yi − yj)2

)1/2
, (A7)

which is constant for the integral over z∆. Plugging in the atmospheric correlation function D(r) (Equation 7) into
Equation A6 gives us

dC(θ, r5) =
22/3

Γ
(

1
3

)Ar−1/3
0

∫ ∞
0

(
z2θ2

eff + z2
∆

)1/6

K1/3

[
r−1
0

(
z2θ2

eff + z2
∆

)1/2]
dz∆ + dB(r5). (A8)

Now consider the identity (Bateman 1954):

F−1
[
(x2 + b2)ν/2Kν

[
a(x2 + b2)1/2

]]
(γ) = aνbν+1/2(γ2 + a2)−ν/2−1/4K−ν−1/2

[
b(γ2 + a2)1/2

]
, (A9)

which holds when a and b are strictly positive. Setting a = zr−1
0 , b = z−1z∆, ν = 1/3, and equating x with θeff allows

us to write the covariance element as

dC(θ, r5) =
22/3

Γ
(

1
3

)Ar−2/3
0 z−1/6F

[
(θ̃2

eff + z2r−2
0 )−5/12

∫ ∞
0

z
5/6
∆ K−5/6

[
z−1z∆(θ̃2

eff + z2r−2
0 )1/2

]
dz∆

]
+ dB(r5) (A10)

=
(2π)1/2Γ

(
4
3

)
Γ
(

1
3

) Az5/3r
−2/3
0 F

[
(θ̃2

eff + z2r−2
0 )−4/3

]
+ dB(r5), (A11)

where θ̃eff is the Fourier conjugate of θeff . We can evaluate Equation A11 to yield

dC(θ, r5) =
(2π)1/2Γ

(
4
3

)
Γ
(

1
3

) Az5/3r
−2/3
0

[
1

21/3Γ
(

4
3

)(θeffr0z
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+ dB(r5) (A12)
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+ dB(r5). (A13)

We now have

C(θ) =

∫∫∫∫ ∫ ∞
0

dC(θ, r5)Bn,i(xi, yi)Bn,j(xj , yj)dzdxidyidxjdyj

=
21/6π1/2

Γ
(

1
3

) Ar0
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0

(zθeffr
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0 )5/6K5/6
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e−2z/z0Bn,i(xi, yi)Bn,j(xj , yj)dzdxidyidxjdyj +B, (A14)

where
B =

∫∫∫∫ ∫ ∞
0

dB(r5)Bn,i(xi, yi)Bn,j(xj , yj)dzdxidyidxjdyj . (A15)

Consider the special case Bn(x, y)→ δ(x)δ(y), which describes the beam function in the limit of an infinitely thin
cylinder. In this case, θeff → θ and the above expression reduces to

C(θ) =

∫∫∫∫ ∫ ∞
0

dC(θ, r5)dzδ(xi)δ(yi)δ(xj)δ(yj)dxidyidxjdyj

=
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∫ ∞
0
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0 )5/6K5/6

[
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0
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e−2z/z0dz +B. (A16)
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When θ � z−1r0 for all z, we may approximate the proportionality of the structure function C(0)− C(θ) as

C(0)− C(θ) ∝
∫ ∞

0

(zθr−1
0 )5/3e−2z/z0dz ∝ θ5/3, (A17)

where B drops out due to its negligible dependence on θ. Note that the relative contribution of the layers to the
structure function decreases twice as fast as the water vapor scaling. We can approximate this integral with a sum
over discrete layers of angle-dependent emission at variable distance z along the beam, where each has a 5/3 structure
function in θ. In reality, beams do not have infinitely small waists. Realistically treating the beam geometry requires us
to explicitly compute the five-integral in Equation A14, which is difficult to do analytically. A more expedient approach
is to compute it numerically; fortunately, computing the normalized structure function does not require us to compute
either A or B.
Figure 18 shows the result of stochastically computing the normalized angular atmospheric structure function for

very thin beams (negligible width) and ACT-like beams (5.5 meters wide) using a Monte-Carlo method, iterated until
errors became negligible. We see that for the thin beams approximation, we recover the expected 5/3-index for the
structure function for small separations. However, we see that the structure function of the atmosphere as seen by
ACT is better approximated by an index of between 1.6 and 2 for small separations. In both cases, the slope of the
structure function decreases for larger separations as the outer scale of turbulence becomes non-negligible. We use
this to justify the least-squares solution for the atmospheric motion as seen by ACT, and also to justify the layered
two-dimensional structure function of the atmosphere in Equation 22; despite the deviation at larger separations of the
full integral from the index of 2 used in Eq. 21, the results in this paper show that the constant-index approximation
works remarkably well at modelling the motion of the atmosphere. We also note that for separations larger than a
degree, beam geometries become negligible.
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