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Abstract
We present a novel approach to represent ecological systems using reaction networks, and 
show how a particular framework called chemical organization theory (COT) sheds new 
light on the longstanding complexity–stability debate. Namely, COT provides a novel con-
ceptual landscape plenty of analytic tools to explore the interplay between structure and 
stability of ecological systems. Given a large set of species and their interactions, COT 
identifies, in a computationally feasible way, each and every sub-collection of species that 
is closed and self-maintaining. These sub-collections, called organizations, correspond to 
the groups of species that can survive together (co-exist) in the long-term. Thus, the set 
of organizations contains all the stable regimes that can possibly happen in the dynamics 
of the ecological system. From here, we propose to conceive the notion of stability from 
the properties of the organizations, and thus apply the vast knowledge on the stability of 
reaction networks to the complexity–stability debate. As an example of the potential of 
COT to introduce new mathematical tools, we show that the set of organizations can be 
equipped with suitable joint and meet operators, and that for certain ecological systems the 
organizational structure is a non-boolean lattice, providing in this way an unexpected con-
nection between logico-algebraic structures, popular in the foundations of quantum theory, 
and ecology.
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1 Introduction

The decline of the Earths biodiversity is a threat to the ecosystems in the planet. Ecologi-
cal systems are faced with species extinctions and invasions and one fundamental question 
is how systems vary when they suffer these changes (Finke and Denno 2004). In particu-
lar, a major problem in theoretical ecology is to resolve how ecosystem features such as 
resilience, resistance, robustness, or in wider terms, stability respond to changes in species 
diversity, richness, connectivity, or in wider terms, complexity. From an abstract perspec-
tive, an ecosystem consists of a large and diverse group of species interacting in a common 
space in different ways. The dynamics of these interactions describe the evolution, stability, 
and resilience of the ecosystem (Pimm 1984). The fathers of ecology regarded as obvious 
the fact that more entangled ecosystems would be more stable. However, early mathemati-
cal models proven that diversity and stability can be anticorrelated for large networks (May 
1972). From here, a myriad of studies have supported the two opposite views. This con-
troversy became known as the Complexity–Stability problem, or the Complexity–Stability 
debate (May 1973).

Recently, some of the most prominent figures around the Complexity–Stability debate 
have concluded that radically novel approaches are required to understand how different 
types of ecological interactions develop multi-dimensional architectures that lead to stable 
ecosystems. For example, in Donohue et al. (2016) they claim:

We assess the scientific and policy literature and show that this disconnect is one 
consequence of an inconsistent and one-dimensional approach that ecologists have 
taken to both disturbances and stability. This has led to confused communication of 
the nature of stability and the level of our insight into it. Disturbances and stability 
are multidimensional. Our understanding of them is not.

Reaction networks are the paradigmatic language of biochemical modeling. A reaction 
network consists of a collection of components whose interactions are determined by con-
sumption and production rules among the components (Lacroix et al. 2008). Recently, the 
language of reaction networks has been applied beyond biochemstry. When viewed as an 
abstract language, reaction networks represent systems whose basic interactions consist of 
‘ the consumption of a collection of entities producing a partially or totally new collec-
tion of entities as a result’. Thus the dynamics can be seen as ‘collective transformations’. 
Therefore, is we assume these entities of being of a not-biochemical nature, the scope of 
application of reaction networks is immense. Indeed, reaction networks have been applied 
to model the exchange of economic goods (Dittrich and Winter 2005), the influence of 
political decisions (Dittrich and Winter 2008), the evolution of cooperation (Veloz et al. 
2014), other game-theoretical situations (Velegol et al. 2018), and have been recently pro-
posed as a modeling framework for situations of multidisciplinary nature in environmental 
sciences (Veloz 2013), and systems theory (Veloz and Razeto-Barry 2017a). Hence, we 
propose that reaction networks is an interesting paradigm to represent ecological interac-
tions and ecosystems, and that can be a potential solution to the requests made by the eco-
logical community concerning the complexity–stability debate. Namely, we aim at

• Characterizing the features of current modeling languages applied to the Complexity–
Stability debate to understand why these languages have not been successful in provid-
ing conclusive results.
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• Introducing the language of reaction networks for modeling ecological systems, and a 
particular framework called Chemical Organization Theory (COT) (Dittrich and Sper-
oni Di Fenizio 2007) to study the Complexity–Stability problem

• Showing an example of the potential of COT to study the Complexity–Stability prob-
lem with novel mathematical tools.

The article is organized as follows: In Sect. 2 we overview the mathematical approaches 
most commonly used to model ecological systems, and identify their strengths and weak-
nesses in relation to the Complexity–Stablity debate. In Sect.  4 we introduce the reac-
tion network formalism, COT, and how it can be applied to model ecosystems. In Sect. 5 
we discuss the potential of COT to study the Complexity–Stability debate in a way that 
not only overcomes the difficulties encountered with other modeling languages, but also 
enriches the debate by introducing novel mathematical tools. In Sect. 6 we show that the 
structure of stable states of an ecological system modeled using COT is in some cases a 
non-distributive lattice, establishing thus an unexpected link between the Complexity–Sta-
bility debate and quantum theory.

2  Modeling Ecosystems

There are three fundamental representational languages for the mathematical modeling of 
ecosystems: dynamical systems, Networks, and Agent based models.

Dynamical systems (Strogatz 2014) provide a suitable framework to accurately model 
the interactions of a group of species. Indeed, one is able to represent the interactions at a 
mechanistic level, i.e. considering the specific manner in which the species interact [e.g. 
Lotka–Volterra systems (Chen and Zhou 2003)]. In regards to the Complexity–Stability 
debate this language is interesting as it is possible to compute the dynamical evolution, and 
it is possible to apply the theory of dynamical systems, rich in analytic tools, to link the 
structure and stability of the system (May 1973). However, even moderately small dynami-
cal systems generate extremely complicated equations that are virtually impossible to solve 
analytically, and very expensive to simulate computationally, and asymptotic methods are 
hard to analyze due to the large number of parameters involved. Thus, despite the elegance 
and precision of this framework, it is often inadequate to study complex ecosystems that 
involve large groups of diverse species.

An alternative approach is to represent interactions between species as links in a net-
work. For example, two species can be connected by a link if one species preys on the other 
[these networks are known as food-webs (Pimm 1982)]. In this way, an ecological system 
is represented by a network of ecological interactions (Montoya et al. 2006). Research on 
the relationship between the architecture of the network and the community stability has 
shown that, whereas high connectance and nestedness promote stability and increases spe-
cies richness in communities made up exclusively of mutualistic interactions, the stability 
of trophic networks is higher in modular and weakly connected architectures (Dunne et al. 
2002; Kondoh 2003; Thébault and Fontaine 2010). Therefore, there seems to be that the 
structure that promotes stability in an ecological network depends strongly on the type of 
interaction that is being considered. For a comprehensive and updated review on technical 
results that relate complexity and stability for the most studied types of interaction (depre-
dation, mutualism and competition) see (Landi et al. 2018).
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Studies applying the network framework to ecology have improved our knowledge of 
the interplay between complexity and stability. However, networks cannot address the fact 
that natural communities are composed of different interaction types that operate simul-
taneously (Fontaine et  al. 2011). Empirical work has started to address methodologies 
that can incorporate different interaction types into a broader ecological network context 
(Melián et al. 2009; Olff et al. 2009). These empirical studies, and recent theoretical analy-
sis (GarcíaCallejas et al. 2018; Lurgi et al. 2016), have opened up a new theoretical chal-
lenge in complexity–stability research. For example, since networks represent interactions 
as valued links, either positive or negative depending on how interactions affects the spe-
cies linked, it is not clear how to value different kinds of positive or negative interactions. 
Another important problem is that networks can not provide a mechanistic description of 
how species interact, and consider only two-species interaction, while in some ecological 
interactions other species not considered in the link can play a contextual role.

There are some attempts to improve the network modeling to overcome these difficul-
ties, but it seems to be a very hard problem. For example, in Pilosof et al. (2017) they pre-
sent a generalized version of the network-based modeling, called multi-layered framework, 
where different types of links represent different types of interactions, so they encompass 
multiple ecological interactions. In fact, this is the most advanced network-based theoreti-
cal framework available in the literature to our understanding. However, they accept solid 
drawbacks:

One challenge is to define the meaning, and measure the values, of inter-layer edges, 
and the choice of definition can itself play a significant role in the analyses... Further-
more, intralayer and interlayer edges can represent ecological processes at different 
scales, and it is not always clear how to define the relative weight of interlayer edges 
with respect to intralayer edges...In ecology, this issue remains completely uncharted 
territory...
We also note that different types of interactions can also involve different ‘currencies. 
For example, pollination is measured differently than dispersal, and it is important to 
consider discrepancies in the scales of the two edge types...

Another alternative to model ecological systems is via agent-based models. In an agent-
based model, a set of agents is defined, and a set of behavioral rules are defined for each 
type of agent in each of its possible states (Janssen and Ostrom 2006). These models gener-
ally are applied to determine spatial dynamical patterns (Grimm et al. 2005). In this sense, 
agent-based models are very interesting because it is possible to represent complex inter-
action mechanisms by means of a collection of behavioral rules, that once applied alto-
gether (either sequentially or in parallel) represent the complex interaction, and one is also 
able to compute the dynamical evolution over space and time without much computational 
effort. However, there is no theoretical framework to study how structural properties of the 
rules in the model lead to stable configurations in the long-term, i.e. analytic methods to 
study the Complexity–Stability debate in agent-based models are poor. The usual strategy 
to gather knowledge about the stability of a system is to simulate the system under differ-
ent configurations and then infer properties from the outputs of the simulation (Jopp et al. 
2010). The problem with the latter strategy is that when we consider a system containing a 
large number of species and interactions, the number of parameters that one has to control 
becomes too large. Therefore, performing enough simulations to establish results about the 
stability of a large system is unfeasible in this approach.

In Table 1 we summarize the features of each of the modeling frameworks reviewed in 
this section.
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3  Reaction Networks and the Modeling Ecological Interactions

A reaction network is defined by a pair (M,R) , where M = {a, b, c,…} is a set of molecu-
lar species, and R ⊆ Pm(M) × Pm(M) is their set of reactions, where Pm(M) denotes the 
set of multisets of M . For example, in the reaction network of Fig. 1, reaction r1 = a → 2a 
represents a self-reproduction process of species a, reaction r2 = a + c → c represents the 
destruction of species a out of the interaction of species a and c, and r4 = b + c → b + 2c 
represents the production of species c catalized by b.

Note that, contrary to traditional network approaches which represent different eco-
logical interactions by different types of links, reaction networks represent ecological 

Table 1  Modeling languages applied to the complexity–stability debate

The first column specifies the modeling language, the second and third columns specify the feasible amount 
of species and interactions that the language is able to incorporate respectively. The fourth column specify 
if the language directly or indirectly incorporates dynamical evolution. The fifth row specifies if the lan-
guage allows for a mechanistic description of the interactions and the sixth column specifies if the language 
is rich or poor in analytic tools

CS reps. Specs. Interacts. Dyn. Evo. Mechanisms Analytic tools

Dyn. Eqs. Few Few Direct Yes Rich
Networks Many Few Indirect No Rich
Agent-based Many Many Direct Partial Poor

Table 2  Basic representation 
of ecological interactions in 
terms of reaction networks. In 
this simplified version, the first 
five ecological interactions are 
represented by a single reaction

The last row contains two reactions that representing competition 
between two species for a resource

Reaction Ecological interaction

prey + predator → 2predator Depredation
host + hosted → 2hosted Parasitism
host + hosted → host + 2hosted Comensalism
host + hosted → host Amensalism
Coop

1
+ Coop

2
→ 2Coop

1
+ 2Coop

2
Mutualism

c
1
+ res → 2c

1
 ; c

2
+ res → 2c

2
Competition

Fig. 1  Example of a reactions network, and its induced hierarchy of organizations
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interactions by specifying combinations of inputs that produce combinations of outputs. 
These inputs and outputs can be ecological species, resources, or also more abstract enti-
ties such as conditions for certain interactions to occur. Therefore, ecological interactions 
can be represented by means of interaction mechanisms represented by the reactions. This 
opens up the possibility to incorporate multiple entities and multiple types of interactions 
at once. In Table 2 we represent examples of reactions representing the most common eco-
logical interactions.

The case of competition in Table 2 is interesting because it illustrates in a very sim-
ple way that certain interaction mechanisms cannot be described by a single reaction. The 
mechanism describing an ecological interaction is in general represented by a reaction 
network. For example, we can provide a more detailed account of a possible mechanism 
underlying the mutualistic interaction in Table 2, assuming that the two species Coop1 and 
Coop2 create resources res1 and res2 respectively, that facilitate the other species’ survival. 
This relation occurs for example between mychorrizae and plants (Harley 1959). In this 
case, mycorrhizae Coop1 feeds from the roots res2 of the plant Coop2 , and produces myce-
lium res1 , which in turn increments the absorption capacities of Coop2 . We can model this 
mutualistic relation by the set of reactions

Note that other aspects such as the energy consumption, reproduction and death of 
mychorrizae, or pollination of plants are not specified in this simplified model. However, 
the reaction network model can be extended to not only provide such specification, but 
also to incorporate additional resources or species involved in finer grained descriptions of 
the interactions. Therefore, multiple ecological interactions can be specified with as much 
detail as needed, and integrated in a single reaction network representing the ecosystem.

If we consider a realistic ecosystem model using reaction networks, we consider a reac-
tion network with hundreds or thousands of species and interactions. Although from a reac-
tion network it is possible to build a continuous, discrete and stochastic dynamical system 
that would allow to compute the evolution of the system, this dynamical approach is either 
computationally very expensive or have too many parameters to be studied analytically. In 
this sense the dynamical approach to study reaction networks falls in the same problems 
we encountered with differential equations and agent-based models in Sect. 2. Therefore, 
in order to apply reaction networks to the Complexity–Stability problem we need to find an 
alternative way to relate structure and dynamical stability.

4  Chemical Organization Theory

Chemical Organization Theory (COT) (Dittrich and Speroni Di Fenizio 2007) is a bio-
chemical inspired formalism whose aim is to study complex reaction networks. The inter-
esting feature about COT is that it provides an elegant characterization of all the system’s 
possible stable states. These states are put in correspondence with sets of species that hold 
particular properties, called organizations.

(1)

Coop2 → Coop2 + res2 (Plant grow roots)

Coop1 → Coop1 + res1 (Mychorrizea produces mycelium)

Coop2 + res1 → 2Coop2 (Mycelium foster the growth of plants)

Coop1 + res2 → 2Coop1 (Roots foster the growth of mychorrizea).
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An organization denotes a set of interacting species that are able to co-exist in the long 
term. This means that, although the system is constantly creating and destroying its own 
components, the complete set of species remains invariant because what disappears in one 
reaction is recreated by another, and no qualitatively new components are added. Interest-
ingly, the set of organizations, called the organizational structure, forms a hierarchy where 
organizations at higher levels contain organizations of the lower levels (see Fig. 1).

This notion of organization is close to the definition of autopoiesis, a concept that Matu-
rana and Varela introduced to characterize living organisms (Razeto-Barry 2012; Varela 
et al. 1974). As such, organizations were introduced as a simple model for the origin of 
life out of interlocking cycles of chemical reactions (Gil et al. 2009), and as a generaliza-
tion of the well-studied notion autocatalytic set (Hordijk et al. 2010, 2018). COT has been 
primarily used to analyze dynamical properties of chemical reaction networks, with a focus 
on the emergence of stable systems. The first examples were models of virus dynamics 
(Matsumaru et al. 2006), and the chemistry of a planetary atmosphere (Centler and Dittrich 
2007). A related application domain is the modeling of metabolic networks such as the 
bacterium E. Coli (Centler et  al. 2007), and of genomic networks such as mitotic spin-
dle assembly checkpoint (Kreyssig et al. 2012). Also various structural analysis connecting 
different approaches to metabolic, regulatory, and genomic networks have been developed 
(Contreras et al. 2011; Kaleta et al. 2006, 2008).

Let (M,R) be a reaction network and consider a set of species X ⊆ M . Note that some 
of the reactions in R may require species not included in X. Hence, the set RX of reactions 
that can be triggered by the species in X is in general smaller than R . Hence, COT con-
cerns with the sub-reaction networks (X,RX) contained in the network (M,R) . In particu-
lar, the formal definition of an organization is derived from two characteristics about the 
stability of network (X,RX):

1. Closure: the resources produced by the reactions in RX are already in the starting set X. 
This means that no new molecules are added to X by triggering the reactions in RX:

2. Self-maintenance: all the reactions in RX can operate at positive rates such that no 
reactant is consumed more than what is produced.1

The set X is an organization if and only if is closed and self-maintaining. Therefore, organi-
zations are dynamically invariant: no resources are added (closure) and no resources are 
removed (self-maintenance).

For example, at the lower level of the hierarchy representing the organizational struc-
ture shown in Fig. 1, we find that the sets {a} and {b} are organizations. While the former 
triggers r1 , and thus any reaction process2 where r1 occurs at a larger or equal rate than r4 
makes it self-maintaining, the latter does not trigger any reaction, and hence it is trivially 
closed and self-maintaining (a non-reactive organization). At the next level of organiza-
tions, we only encounter the set {b, c} which is self-maintaining when the rate of r3 is larger 
or equal than the rate of r5.

From a technical perspective, it has been proven that the vast majority of stable regimes 
of a continuous dynamical system described by reaction networks, including fixed points 
(Dittrich and Speroni Di Fenizio 2007), and higher dimensional attractors such as periodic 

1 We omit the mathematical formulation of this property for simplicity.
2 This is known in reaction network modeling as a flux vector. A flux vector is an specification of the rela-
tive rates of occurrence of reactions in the network.
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orbits and limit cycles (Peter and Dittrich 2011), correspond to organizations. Similar 
results can be obtained for the case of a discrete dynamical system (Kreyssig et al. 2014), 
and methods to rule out organizations that are dynamically unfeasible have also been devel-
oped (Peter et al. 2011).

Therefore, COT characterizes the long-term dynamics of a reaction network as a process 
consisting of ‘movements between organizations’ triggered by external perturbations. The 
perturbation, when understood as a slight change of state (in the dynamical systems sense), 
can cause that the stable regime leaves its basin of attraction, and thus the system will 
evolve towards another element of the organizational structure (Matsumaru et  al. 2006). 
Moreover, for structural perturbations, i.e. addition or elimination of novel species or inter-
actions, COT also allows for an elegant representation of the dynamical change. When a 
structural perturbation occurs the organizational structure itself is modified. A decomposi-
tion theorem for organization allows to identify the parts of the organizational structure 
that are affected by the structural perturbation, and thus different algorithms have proved 
that computing the organizational structure is feasible for reactions networks of hundreds 
or even thousands of species (Florian et al. 2008; Veloz and Razeto-Barry 2017b; Veloz 
et al. 2019).

Consider for example the network of Fig. 1 and the set {a, b, c} . If an external perturba-
tion eliminates all the species of type b from the system, we remain with the set {a, c} . 
However, this set is not an organization. Namely, {a, c} is closed but not self-maintaining 
because c is consumed by reaction r6 but there is no way to recover species c lost in r6 
through the activable reactions of {a, c} . Hence, the set of species {a, c} will in the long-
term evolve to the organization {a} or to {�} (depending on the rates of r1 and r4 ). Anal-
ogously, if we remove all the species of type c from {a, b, c} , the system evolves in the 
long-term to the set {a} or {�} . Finally, if we remove all the species of type a, the system 
remains at its perturbed configuration because {b, c} is an organization (when the rate of r3 
is larger than the rate of r5).

5  COT and the Complexity–Stability Debate

Reaction networks allow to develop mechanistic models of the interactions found in an 
ecosystem at any desired level of specification. These interactions can next be integrated in 
a reaction network model of the ecosystem. Since the reaction network modeling an eco-
system is going to be too large to be analyzed by dynamical systems’ methods, we propose 
that COT provides a novel perspective to understand the dynamics of an ecological system. 
COT focuses on identifying collections of species (and resources) within our “ecological 
universe” whose structure allows them to function as a sustainable module (organization) 
with respect to the rest of the ecological universe. In this way one shifts the attention from 
“what are the conditions that make a certain community to be stable?” to “given an eco-
logical universe, what are the subsystems that form sustainable communities?”.

This change in perspective can be tremendously useful to study the Complexity–Stabil-
ity when we think of large reaction networks that incorporate diverse types of interactions. 
In particular, since organizations at the higher levels of the hierarchy can be understood 
as combinations of organizations at lower levels, COT relates the recursive structure of 
organizations to the stability of the reaction network. For example, in Veloz and Razeto-
Barry (2017b) it is shown that organizations function in dynamically independent mod-
ules, and some of these modules are more fragile to perturbations than others, while in 
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Veloz et al. (2019) it is found that the dynamical analysis of a certain organizations can be 
disregarded because their dynamical properties can be obtained from the dynamics of the 
smaller organizations that are contained in them. In this vein, complexity indicators such 
as synergy and non-decomposability have been developed to better understand those cases. 
Therefore, COT provides an interesting conceptual landscape to describe relation between 
complexity and stability by analyzing the inner structure of organizations and the proper-
ties of the organizational structure. In addition, there is a vast literature relating structural 
properties of reaction networks to their dynamical stability beyond COT. Other areas in 
the reaction network research such as flux-balance analysis (Orth et al. 2010), elementary 
modes (Schuster et  al. 1999), metabolic cuts (Lacroix et  al. 2008), and several methods 
imported from other areas such as Petri-net research (Heiner et al. 2008) can also be incor-
porated to study the Complexity–Stability debate.

In Table 3 we summarize the features of reaction networks as a language for modeling 
ecological interactions and studying the Complexity–Stability debate following the same 
schemata of Table 1

The COT approach to the Complexity–Stability debate takes the organizational struc-
ture, and the structure of organizations themselves, as the starting point to study the rela-
tion between complexity and stability. Hence, the organizational structure represents the 
collection of possible stable states to which the system can arrive in the long-term. These 
states are abstractions of the phase space, as there is no direct determination of the exact 
point or trajectory that the stable regime will occupy in the long-term dynamics. This 
abstract notion of stable state is indeed equivalent to the notion of subspace of a phase 
space (Dittrich and Speroni Di Fenizio 2007). Hence, COT identifies all the subspaces 
where stable regimes can be found, and equivalently, it discards all the subspaces of the 
phase space where stable regimes cannot be found.

From this abstract notion of state, we can think in the sentence “the system will evolve 
towards a certain organization” as a proposition in the logical sense. In the next section 
we will show how this perspective shows an interesting connection between the Complex-
ity–Stability debate and quantum theory.

6  COT and Non‑classical Ecological Structures

In the early times of quantum theory, Birkhoff and Von Neumann realized that in a theory 
whose states are represented in a phase space, the subsets of the phase space play the role 
of propositions, and that in this sense, set inclusion corresponds to logical implication at 
the level of propositions. In their own words (Birkhoff and Von Neumann 1936):

...in any physical theory involving a phase-space, the experimental propositions con-
cerning a system Ω correspond to a family of subsets of its phase-space Σ , in such a 
way that “x implies y” (x and y being any two experimental propositions) means that 
the subset of Σ corresponding to x is contained set-theoretically in the subset cor-

Table 3  Reaction networks and COT applied to the complexity–stability debate

CS reps. Specs. Interacts. Dyn. Evo Mechanisms Analytic tools

RN + COT Many Many Indirect Yes Rich



268 T. Veloz 

1 3

responding to y. This hypothesis clearly is important in proportion as relationships 
of implication exist between experimental propositions corresponding to subsets of 
different observation-spaces...
...Thus we see that the properties of logical implication are indistinguishable from 
those of set-inclusion, and that therefore it is algebraically reasonable to try to cor-
relate physical qualities with subsets of phase-space...
...a system in which the relation “x implies y” is written x ⊂ y , is usually called a 
“partially ordered system,” and thus our first postulate concerning propositonal cal-
culi is that the physical qualities attributable to any physical system form a partially 
ordered system.

The latter paragraphs started the logico-algebraic approach to quantum theory, based 
in order-theoretical structures, principally in the theory of lattices (Garg 2015). The lat-
tice approach to quantum theory has provided very important results and insights in the 
axiomatization of quantum theory, as well in its relation to epistemology and logic (Aerts 
2002; Mackey 2013; Piron 1976; Birkhoff and Von Neumann 1936).

In order to relate the latter ideas to COT, note that the organizational structure is a logi-
cal implication structure in this sense. Larger organizations contain smaller organizations, 
and thus the organizational structure can be seen as a partially ordered system. Moreover, 
it is possible to introduce certain operators known as ‘joint’ and ‘meet’ (which are a sort 
of generalization of the union and intersection), and the resulting structure is (for certain 
classes of reaction networks) a lattice (Dittrich and Speroni Di Fenizio 2007; Speroni di 
Fenizio 2015).

Let (M,R) be a reaction network, O its the organizational structure, X ⊆ M , and GO(X) 
the smallest organization containing X. The operator GO is called ‘generated organization’, 
and for certain networks it can be proven that for each set X its generated organization is 
unique (Dittrich and Speroni Di Fenizio 2007). For simplicity we will assume that GO(X) 
is unique for all X. Let the join ∨ and meet ∧ operators be defined by X∨Y = GO(X ∪ Y) , 
and X∧Y = GO(X ∩ Y) . Imposing a few extra axioms such that X∨Y  and X∧Y  always exist 
and are unique, one can assert that (O,∨,∧) is a lattice. For simplicity, we will assume we 
are dealing with networks following those axioms, and refer to Veloz (2010) for technical 
aspects concerning how to determine in which classes of networks its organizational struc-
ture forms a lattice. From here, it is is possible to establish properties about the structure of 
the lattice of organizations in the same way than Birkhoff and Von Neumann did for quan-
tum systems, i.e. linking structure with logic. There is a huge amount of literature devoted 
to the axioms that a lattice has to hold in order to relate it to a particular logical structure 
(Mackey 2013; Piron 1976). However, it is well known that distributivity is one of the cru-
cial properties to discern whether or not the propositional structure obtained from a lattice 
represents a classical-logical structure. Namely, a lattice is distributive if and only if for 
any three elements X, Y, Z in O we have that

Non-distributive lattices correspond thus to propositional systems that do not conform 
with the rules of classical logic, and it has been proven that the truth valuations of such 
propositions cannot be represented by means of a classical probabilistic scheme (Beltra-
metti and Maczyński 1995). It is not the aim of this article to dig deeper into the rela-
tion between non-distributivity and classical or quantum logic. However, it is important 
to mention that non-distributivity is understood as a footprint of contextuality in quantum 
theory (Svozil 2009). Contextuality in quantum theory reflects the impossibility to obtain a 

(2)X∨(Y∧Z) = (X∨Y)∧(X∨Z)
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coherent global description of the system, as the results obtained for one measurement can 
contradict global assumptions obtained about the system from other measurements. In our 
case, a measurement corresponds to identify whether a certain group of species is able to 
survive in the long-run (is an organization), and contextuality in this case can be intuitively 
understood because the long-term survival of the group of species under consideration is 
not independent to the other species in its environment, and thus the survival of the group 
of species is in many cases sensitive to its context. We will explain this idea with a simple 
example.

In Fig.  2 we show a reaction network model of an ecological system. Following the 
interactions described in Table 2 we see that s1 and s2 can depredate each other, s3 is in 
comensalistic relation with s1 but depredates (or parasites) s2 , while s4 is able to self-repli-
cate and produces harm to s1 without having any benefit (amensalism).3

The organizational structure4 in Fig.  2 is one of the prototypical non-distributive lat-
tices, known as N5 . In fact, note that

The non-distributivity of this reaction network is explained by the fact that s1 , when 
considered as part of X, its growth is dependent on the growth of s2 . In fact, the self-main-
tainance of X its conditioned to maximal production zero for both s1 and s2 (like a zero-sum 
game). However, when s1 is considered as part of Y, its maximal production is in principle 
unbounded (due to r3 ), and thus its growth is not limited by the growth of any other spe-
cies. Then, s1 cannot self-maintain when considered as part of X interacting with Z (due to 
reaction r6 ), but when s1 is considered as part of Y interacting with Z we have that s1 can 
self-maintain. Indeed, GO(Y∨Z) = M . Therefore, the survival of s1 is contextual to which 

(3)
X∨(Y∧Z) = X∨GO(Y ∩ Z) = X∨� = X, and

(X∨Y)∧(X∨Z) = GO(X ∪ Y)∧GO(X ∪ Z) = Y∧Z = �.

Fig. 2  Example of a reaction network, and its induced non-distributive organizational structure

3 The ecological model we present in Fig. 2 might be a little unrealistic for an ecologist. However, it is 
important to note that this example aims at obtaining a non-distributive organizational structure for the 
smallest possible system. It is possible to find non-distributive organizational structures following only the 
interactions depicted in Table 2, but using a larger number of species and interactions.
4 Non-reactive organizations such as {s

1
} and {s

2
} are omitted for simplicity



270 T. Veloz 

1 3

group is considered to be part of. It is worth mentioning that we are not the first to iden-
tify contextuality in biological models (Aerts et al. 2010, 2014; Melkikh and Khrennikov 
2015; Real et al. 2016). However, to our knowledge this is the first logico-algebraic relation 
between ecological systems and quantum structures based on reaction networks.

7  Conclusion

We introduced the language of reaction networks in ecology and proposed COT as an 
potential candidate to dilucidate the Complexity–Stability debate. Reaction networks rep-
resent situations among entities whose dynamical evolution can be understood as collec-
tive transformations of species. Intuitively, ecological systems are this type of situations. 
In particular, food webs represent the collective transformation of biomass among species, 
and other interactions can also be represented in a similar way (Table 1). Moreover, com-
plex interaction mechanisms can be represented by means of reaction networks (see Eq. 1 
for an example). Since reaction network models of realistic ecosystems involve a large 
number of species and reactions, standard dynamical approaches in reaction networks are 
inadequate. For this reason, we propose COT as a potentially fruitful approach. In COT it 
is possible to obtain an elegant abstract and hierarchical dynamical landscape that accounts 
for the subsystems that are able to co-exist as independent modules (organizations). The 
internal structure of these subsystems can be studied from various mathematical perspec-
tives, opening the possibility to apply results from computational biochemistry, systems 
biology, and others, thus enriching the toolkit with which the relation between structure 
and stability has been studied up to now. In particular, we presented an example of how 
the organizational structure can be seen as a logico-algebraic structure. The latter example 
opens up the possibility to explore the Complexity–Stability problem applying techniques 
from quantum theory that have been unprecedently applied in ecology.

For future work, several lines of research can be developed. First, it is important to 
explore the modeling of complex ecological interactions by means of mechanisms and 
how the data collected by ecologists can be translated to reaction networks. It is interesting 
that the interaction mechanisms are in the end narratives about how species and resources 
interact. Therefore, ecologists need to work together to provide unified views on the mecha-
nisms explaining how species interact. An attempt in this vein is a model of endosymbiotic 
interactions incorporating different representation layers (Veloz and Flores 2019). Second, 
it is necessary to develop measures of stability indicators such as resilience, robustness, 
adaptivity and so in the language of reaction networks. In Veloz and Razeto-Barry (2017b) 
and Heylighen et  al. (2015) some ideas have been advanced in this respect. Third, it is 
important to extend COT to represent ecological interactions in space. This can be done 
extending the reaction network formalism to incorporate compartments (Fellermann and 
Cardelli 2014; Peter et al. 2011). Fourth, it is extremely important to build a common data-
framework to represent mechanistic ecological interactions. We believe that one can lever-
age from notational schemes such as SBML for this purpose (Hucka et al. 2003). In this 
sense, we could have in the future a database of reaction networks representing the differ-
ent ecological interactions mechanisms that occur among every possible group of species, 
so we can build and analyze models integrating the relevant species and interactions of our 
purpose (similar to how metabolic reaction networks are analyzed today).
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In summary, we believe that the application of reaction networks and COT to study 
large ecosystems has the potential to become an extremely important method to advance 
in the understanding between complexity and stability in ecology, and might even revo-
lutionize the methodologies and understanding of general complex systems.

Acknowledgements This work was supported by the postdoctoral Project Fondecyt 3170122.

References

Aerts, D. (2002). Being and change: Foundations of a realistic operational formalism. In Probing the 
structure of quantum mechanics (pp. 71–110). World Scientific.

Aerts, D., Broekaert, J., Czachor, M., Kuna, M., Sinervo, B., & Sozzo, S. (2014). Quantum structure in 
competing lizard communities. Ecological Modelling, 281, 38–51.

Aerts, D., Czachor, M., & Sozzo, S. (2010). A contextual quantum-based formalism for population 
dynamics. In 2010 AAAI fall symposium series.

Beltrametti, E. G., & Maczyński, M. J. (1995). On the range of non-classical probability. Reports on 
Mathematical Physics, 36(2–3), 195–213.

Birkhoff, G., & Von Neumann, J. (1936). The logic of quantum mechanics. Annals of Mathematics, 
37(4), 823–843. https ://doi.org/10.2307/19686 21.

Centler, F., & Dittrich, P. (2007). Chemical organizations in atmospheric photochemistries—A new 
method to analyze chemical reaction networks. Planetary and Space Science, 55(4), 413–428.

Centler, F., Speroni di Fenizio, P., Matsumaru, N., & Dittrich, P. (2007) Chemical organizations in the 
central sugar metabolism of Escherichia coli. In Mathematical modeling of biological systems (Vol. 
I, pp. 105–119). Boston: Birkhäuser

Chen, Y., & Zhou, Z. (2003). Stable periodic solution of a discrete periodic LotkaVolterra competition 
system. Journal of Mathematical Analysis and Applications, 277(1), 358–366.

Contreras, D., Pereira, U., Hernández, V., Reynaert, B., & Letelier, J. C. (2011). A loop conjecture for 
metabolic closure. Advances in artificial life, ECAL 2011: Proceedings of the 11th European con-
ference on the synthesis and simulation of living systems. MIT Press

Dittrich, P., & Speroni Di Fenizio, P. (2007). Chemical organisation theory. Bulletin of Mathematical 
Biology, 69(4), 1199–1231.

Dittrich, P., & Winter, L. (2005). Reaction networks as a formal mechanism to explain social phenom-
ena. In Proceedings of 4th international workshop on agent-based approaches in economics and 
social complex systems (AESCS 2005) (pp. 9–13).

Dittrich, P., & Winter, L. (2008). Chemical organizations in a toy model of the political system. 
Advances in Complex Systems, 11(04), 609–627.

Donohue, I., Hillebrand, H., Montoya, J. M., Petchey, O. L., Pimm, S. L., Fowler, M. S., et al. (2016). 
Navigating the complexity of ecological stability. Ecology Letters, 19(9), 1172–1185.

Dunne, J., Williams, R., & Martinez, N. (2002). Network structure and biodiversity loss in food webs: 
Robustness increases with connectance. Ecology Letters, 5(4), 558–567.

Fellermann, H., & Cardelli, L. (2014). Programming chemistry in DNA-addressable bioreactors. Journal 
of the Royal Society Interface, 11(99), 20130987.

Finke, D. L., & Denno, R. F. (2004). Predator diversity dampens trophic cascades. Nature, 429(6990), 
407–410.

Florian, C., Kaleta, C., Speroni di Fenizio, P., & Dittrich, P. (2008). Computing chemical organizations 
in biological networks. Bioinformatics, 24(14), 1611–1618.

Fontaine, C., Guimarães, P. R., Kéfi, S., Loeuille, N., Memmott, J., Van Der Putten, W. H., et al. (2011). 
The ecological and evolutionary implications of merging different types of networks. Ecology Let-
ters, 14(11), 1170–1181.

GarcíaCallejas, D., MolownyHoras, R., & Araújo, M. B. (2018). Multiple interactions networks: 
Towards more realistic descriptions of the web of life. Oikos, 127(1), 5–22.

Garg, V. K. (2015). Introduction to lattice theory with computer science applications. Hoboken: Wiley.
Gil, B., Centler, F., Dittrich, P., Flamm, C., Stadler, B., & Stadler, P. (2009). A topological approach to 

chemical organizations. Artificial Life, 15(1), 71–88. ((2010): 853-856).
Grimm, V., Revilla, E., Berger, U., Jeltsch, F., Mooij, W. M., Railsback, S. F., et al. (2005). Pattern-oriented 

modeling of agent-based complex systems: Lessons from ecology. Science, 310(5750), 987–991.

https://doi.org/10.2307/1968621


272 T. Veloz 

1 3

Harley, J. (1959). The biology of mycorrhiza. London: Leonard Hill.
Heiner, M., Gilbert, D., & Donaldson, R. (2008). Petri nets for systems and synthetic biology. In Interna-

tional school on formal methods for the design of computer, communication and software systems (pp. 
215–264). Berlin: Springer.

Heylighen, F., Beigi, S., & Veloz, T. (2015). Chemical organization theory as a modeling framework for 
self-organization, autopoiesis and resilience. International Journal Of General Systems (submitted).

Hordijk, W., Hein, J., & Steel, M. (2010). Autocatalytic sets and the origin of life. Entropy, 12(7), 
1733–1742.

Hordijk, W., Steel, M., & Dittrich, P. (2018). Autocatalytic sets and chemical organizations: Modeling self-
sustaining reaction networks at the origin of life. New Journal of Physics, 20(1), 015011.

Hucka, M., Finney, A., Sauro, H. M., Bolouri, H., Doyle, J. C., Kitano, H., et al. (2003). The systems biol-
ogy markup language (SBML): A medium for representation and exchange of biochemical network 
models. Bioinformatics, 19(4), 524–531.

Janssen, M., & Ostrom, E. (2006). Empirically based, agent-based models. Ecology and Society, 11(2), 
1–13.

Jopp, F., Breckling, B., & Reuter, H. (Eds.). (2010). Modelling complex ecological dynamics. Berlin: 
Springer.

Kaleta, C., Centler, F., & Dittrich, P. (2006). Analyzing molecular reaction networks. Molecular Biotechnol-
ogy, 34(2), 117–123.

Kaleta, C., Centler, F., Speroni di Fenizio, P., & Dittrich, P. (2008). Phenotype prediction in regulated meta-
bolic networks. BMC Systems Biology, 2(1), 37.

Kaleta, C., Richter, S., & Dittrich, P. (2009). Using chemical organization theory for model checking. Bioin-
formatics, 25(15), 1915–1922.

Kondoh, M. (2003). Foraging adaptation and the relationship between food-web complexity and stability. 
Science, 299(5611), 1388–1391.

Kreyssig, P., Escuela, G., Reynaert, B., Veloz, T., Ibrahim, B., & Dittrich, P. (2012). Cycles and the qualita-
tive evolution of chemical systems. PloS ONE, 7(10), e45772.

Kreyssig, P., Wozar, C., Peter, S., Veloz, T., Ibrahim, B., & Dittrich, P. (2014). Effects of small particle 
numbers on long-term behaviour in discrete biochemical systems. Bioinformatics, 30(17), i475–i481.

Lacroix, V., Cottret, L., Thébault, P., & Sagot, M. F. (2008). An introduction to metabolic networks and 
their structural analysis. IEEE/ACM Transactions on Computational Biology and Bioinformatics 
(TCBB), 5(4), 594–617.

Landi, P., Minoarivelo, H. O., Brännström, Å., Hui, C., & Dieckmann, U. (2018). Complexity and stability 
of ecological networks: A review of the theory. Population Ecology, 60(4), 319–345.

Lurgi, M., Montoya, D., & Montoya, J. M. (2016). The effects of space and diversity of interaction types on 
the stability of complex ecological networks. Theoretical Ecology, 9(1), 3–13.

Mackey, G. W. (2013). Mathematical foundations of quantum mechanics. North Chelmsford: Courier 
Corporation.

Matsumaru, N., Hinze, T., & Dittrich, P. (2011). Organization-oriented chemical programming of distrib-
uted artifacts. In Theoretical and technological advancements in nanotechnology and molecular com-
putation: Interdisciplinary gains (pp. 240–258). IGI Global.

Matsumaru, N., Speroni di Fenizio, P., Centler, F., & Dittrich, P. (2006) On the evolution of chemical organ-
izations. In Proceedings of the 7th German workshop of artificial life (pp. 135–146).

May, R. (1972). Will a large complex system be stable? Nature, 238, 413–414.
May, R. (1973). Stability and complexity in model ecosystems (Vol. 6). Princeton: Princeton University 

Press.
McCann, K. (2000). The diversitystability debate. Nature, 405(6783), 228–233.
Melián, C. J., Bascompte, J., Jordano, P., & Krivan, V. (2009). Diversity in a complex ecological network 

with two interaction types. Oikos, 118(1), 122–130.
Melkikh, A. V., & Khrennikov, A. (2015). Nontrivial quantum and quantum-like effects in biosystems: 

Unsolved questions and paradoxes. Progress in Biophysics and Molecular Biology, 119(2), 137–161.
Montoya, J., Pimm, S., & Solé, R. (2006). Ecological networks and their fragility. Nature, 442(7100), 

259–264.
Olff, H., Alonso, D., Matty, P., Berg, B., Eriksson, K., Loreau, M., et al. (2009). Parallel ecological networks 

in ecosystems. Philosophical Transactions of the Royal Society B: Biological Sciences, 364(1524), 
1755–1779.

Orth, J. D., Thiele, I., & Palsson, B. Ø. (2010). What is flux balance analysis? Nature Biotechnology, 28(3), 
245.

Peter, S., & Dittrich, P. (2011). On the relation between organizations and limit sets in chemical reaction 
systems. Advances in Complex Systems, 14(01), 77–96.



273The Complexity–Stability Debate, Chemical Organization Theory,…

1 3

Peter, S., Veloz, T., & Dittrich, P. (2011). Feasibility of organizations—A refinement of chemical organiza-
tion theory with application to p systems. In Membrane computing (pp. 325–337). Berlin: Springer

Pilosof, S., Porter, M. A., Pascual, M., & Kéfi, S. (2017). The multilayer nature of ecological networks. 
Nature Ecology & Evolution, 1(4), 0101.

Pimm, S. (1984). The complexity and stability of ecosystems. Nature, 307(5949), 321–326.
Pimm, S. L. (1982). Food webs. In Food webs (pp. 1–11). Dordrecht: Springer.
Piron, C. (1976). On the foundations of quantum physics. In Quantum mechanics, determinism, causality, 

and particles (pp. 105–116). Dordrecht: Springer.
Razeto-Barry, P. (2012). Autopoiesis 40 years later. A review and a reformulation. Origins of Life and Evo-

lution of Biospheres, 42(6), 543–567.
Real, R., Barbosa, A. M., & Bull, J. W. (2016). Species distributions, quantum theory, and the enhancement 

of biodiversity measures. Systematic Biology, 66(3), 453–462.
Schuster, S., Dandekar, T., & Fell, D. A. (1999). Detection of elementary flux modes in biochemical net-

works: A promising tool for pathway analysis and metabolic engineering. Trends in Biotechnology, 
17(2), 53–60.

Speroni di Fenizio, P. (2015). The lattice of chemical organisations. In Artificial Life (pp. 242–248).
Strogatz, S. (2014). Nonlinear dynamics and chaos: With applications to physics, biology, chemistry, and 

engineering. Boulder: Westview Press.
Svozil, K. (2009). Quantum scholasticism: On quantum contexts, counterfactuals, and the absurdities of 

quantum omniscience. Information Sciences, 179(5), 535–541.
Thébault, E., & Fontaine, C. (2010). Stability of ecological communities and the architecture of mutualistic 

and trophic networks. Science, 329(5993), 853–856.
Varela, F., Maturana, H., & Uribe, R. (1974). Autopoiesis: The organization of living systems, its characteri-

zation and a model. Biosystems, 5(4), 187–196.
Velegol, D., Suhey, P., Connolly, J., Morrissey, N., & Cook, L. (2018). Chemical game theory. Industrial & 

Engineering Chemistry Research, 57(41), 13593–13607.
Veloz, T. (2010). A computational study of algebraic chemistry. M.Sc. thesis. University of Chile
Veloz, T. (2013). Teoría de organizaciones qumicas: Un lenguaje formal para la autopoiesis y el medio 

ambiente. In P. Razeto-Barry & R. Ramos-Jiliberto (Eds.), Autopoiesis. Un concepto vivo. Editorial 
Nueva Civilizacin (pp. 229–245). Chile: Santiago.

Veloz, T., Bassi, A., & Maldonado, P. (2019). A novel and efficient approach to compute closure in reaction 
networks. Soft Computing (submitted).

Veloz, T., & Flores, D. (2019). A reaction network model of endosymbiotic interactions. Soft-Computing 
(submitted).

Veloz, T., & Razeto-Barry, P. (2017a). Reaction networks as a language for systemic modeling: Fundamen-
tals and examples. Systems, 5(1), 11.

Veloz, T., & Razeto-Barry, P. (2017b). Reaction networks as a language for systemic modeling: On the 
study of structural changes. Systems, 5(2), 30.

Veloz, T., Razeto-Barry, P., Dittrich, P., & Fajardo, A. (2014). Reaction networks and evolutionary game 
theory. Journal of Mathematical Biology, 68(1–2), 181–206.

Veloz, T., Reynaert, B., Rojas, D., & Dittrich, P. (2011) A decomposition theorem in chemical organiza-
tions. In Proceedings of European conference in artificial life. LNCS Springer

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Tomas Veloz graduated in Physics (B.Sc. 2004), in Mathematics (B.Sc. 2008), and Computer Science 
(M.Sc. 2010), at the University of Chile. He obtained a Ph.D. in interdisciplinary studies at the University of 
British Columbia, Canada (2015), did 1-year postdoc at the Centre Leo Apostel for Interdisciplinary Stud-
ies (CLEA), at the Vrije Universiteit Brussel (VUB), where still maintains affiliation as research fellow, and 
is currently doing a 3-year postdoc at the Institute of Philosophy and Complexity Sciences (IFICC-Chile), 
where he also works as director of the systemics department. His research focuses in mathematical modeling 
of interdisciplinary processes, with emphasis in quantum models applied to cognitive situations and reaction 
network models for system-theoretic models in biology and social systems. He is author of more than 25 
articles, has organized international conferences, managed special issues as guest editor, and was invited 
to give lectures in various countries in EU and South America, as well as to UK, USA, Canada, and China.


	The Complexity–Stability Debate, Chemical Organization Theory, and the Identification of Non-classical Structures in Ecology
	Abstract
	1 Introduction
	2 Modeling Ecosystems
	3 Reaction Networks and the Modeling Ecological Interactions
	4 Chemical Organization Theory
	5 COT and the Complexity–Stability Debate
	6 COT and Non-classical Ecological Structures
	7 Conclusion
	Acknowledgements 
	References




