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A B S T R A C T   

The widespread use of devices based on power electronics and other nonlinear loads has led to an increase in 
harmonic distortion that affects the quality of power systems. Therefore, the correct measurement of harmonic 
and interharmonic content is necessary. The International Electrotechnical Commission (IEC) standards define 
the concepts of spectral and time grouping required for such measurements. This paper demonstrates that the 
procedures defined in the IEC standards are not sufficiently accurate when several close interharmonic tones 
interact due to the lack of stability of the values that the Discrete Fourier Transform obtains in each sampling 
window, and to the inaccuracy in the measurement of interharmonic groups and rates when using the Hanning 
window. This paper proposes novel solutions based on time aggregation and the use of other groupings and 
alternative windows. The results obtained are compared with the results produced by applying the rectangular 
window indicated in the standards, using sensitivity analysis varying one of the tones and using experimental 
results measuring the output signals of frequency inverters driving induction motors. The proposed method 
achieves greater accuracy and stability in the measurement of spectral groupings and their related distortion 
rates in signals with abundant and dispersed interharmonic content.   

1. Introduction 

The increased use of non-linear loads has led to a growth in harmonic 
distortion that affects the quality of power systems [1, 2]. Harmonics 
and interharmonics are generated by non-linear loads, such as power 
electronic converters, switching power supplies, or variable frequency 
drives. 

In addition, the need to achieve greater energy efficiency and envi-
ronmental concerns have led to an increase in the use of renewable 
energy equipment, such as photovoltaic [3, 4] and wind [5] in-
stallations, as well as low consumption lighting sources [6, 7], electric 
vehicle chargers [8, 9], and other modern household appliances. All 
these equipment are based on power electronic devices that cause high 
harmonic pollution since their high-frequency switching circuits emit 
distortion in the harmonic (< 2 kHz) and in the supra-harmonic fre-
quency range (2–150 kHz) [10–12]. 

Harmonics and interharmonics cause unwanted effects such as 
overheating of equipment, network losses, flicker, interference in com-
munications systems and misfiring of semiconductor switches. Supra-
harmonic emissions also cause malfunction of control systems and 

digital meters and can shorten the lifetime of network components and 
household equipment [13–15]. 

Therefore, in order to avoid these problems, the correct measure-
ment of harmonic and interharmonic content is necessary. The IEC 
power quality measurement standards 61000–4–7 [16] and 
61000–4–30 [17] define methods for measuring and interpreting results 
of harmonic and interharmonic distortion in the power grid and describe 
the spectral groupings and the time aggregation necessary to perform 
such measurements. 

These IEC standards indicate the use of the discrete Fourier transform 
(DFT) as the basic tool for harmonic analysis and requires the use of 
rectangular time windows (RW) of a fixed length of ten cycles for 50 Hz 
systems (or 12 cycles for 60 Hz networks) corresponding to approxi-
mately 200 ms and a resolution of 5 Hz. Note that DFT produces a more 
accurate spectral estimate when the analysed signal is stationary and the 
sampled window is time-synchronised to the fundamental period. 
However, the accuracy of DFT worsens when the length of the chosen 
time window is not an integer multiple of the periods of all the com-
ponents contained in the signal. This is especially true in the presence of 
interharmonics, which are common in power electronic converter sig-
nals, producing changes in the periodicity of the waveform and greater 
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sensitivity to desynchronization problems [18]. In these cases, spectral 
leakage is generated, which leads to misleading measurements of the 
harmonic content of the analysed signal. 

To reduce such spectral leakage and its effects, IEC 61000–4–7 [16] 
points out several procedures:  

• The correct synchronisation of the acquisition windows to the 
fundamental.  

• The use of Hanning windows (HW) instead of rectangular ones in 
case of loss of synchronism.  

• The use of frequency and time groupings. 

However, the use of HW leads to a worsening of the resolution when 
measuring close tones, despite its better performance in reducing the 
effects of the leakage between distant tones. This is due to the large 
width of the main lobe of this window, which causes an appreciable gain 
in the spectral sidebands at the frequency of the considered tone (at ±5 
Hz for 200 ms windows) [19]. 

In terms of groupings, time grouping solves part of the loss of in-
formation that the spectral leakage produces [20]. However, these time 
groupings (as well as the duration of the sampling windows) are speci-
fied in the IEC standards for the analysis of network signals in general, 
but these standards do not address the selection of a suitable aggregation 
time for harmonic analysis adapted to each type of signal [21–26]. 

These topics have been addressed in the literature. Several mea-
surement methods based on DFT in the IEC standard framework have 
been described [21, 27–29], and also more recently for the 
supra-harmonic frequency range [30–32]. Other non-DFT methods have 
been proposed for the estimation of harmonics and interharmonics [33, 
34], such as parametric, non-parametric and hybrid approaches. 
Nonetheless, DFT remains the simplest, fastest and most robust tech-
nique for this purpose [35]. 

Methods to reduce spectral leakage have been also proposed in the 
literature such as:  

• The use of interpolation algorithms. 
• The adjustment of the sampling window size to achieve synchroni-

sation with the fundamental frequency of the signal. 

However, interpolation algorithms are not accurate when there are 
interharmonic components in the signal [36]. Besides, the time resolu-
tion should be adapted to the characteristics of the analysed signal [36, 
37]. For example, when measuring the output of an inverter, the size of 

200 ms (suitable for network signals) is no longer adequate. 
In [18–20, 38–40], it is compared how RW and HW minimize the 

influence of leakage, comparing the results for the 61000–4–7 frequency 
groupings, but they do not consider the 61000–4–30 time groupings, nor 
both spectral and time groupings simultaneously. 

The purpose of this article, therefore, is to demonstrate the existence 
of this problem of spectral leakage and to propose a solution. Thus, first 
of all, it will be shown that there is a problem, due to spectral leakage, in 
obtaining IEC-based frequency groupings and distortion rates in the 
variability (and unreliability) of the values found in successive sampling 
windows after applying DFT, when close tones interact with at least one 
interharmonic tone of a relatively large magnitude. This problem causes 
the RMS values obtained to depend excessively on the specific sampling 
window chosen, and on the relative position between the interharmonic 
tones, leading to unreliable results. 

And secondly, it will be shown how, when using HW, a second 
problem appears: the interharmonic groups (and related distortion 
rates) can absorb part of the energy of their adjacent harmonics, due to 
the sidebands of the HW, producing a new error to be added to the 
aforementioned error due to spectral leakage. 

Solutions to both problems are presented in this paper. Thus, as a 
solution to the first problem, it will be shown how aggregation over time 
can reduce the influence of the leakage and bring the results closer to the 
ideal ones. It is also shown that the aggregation time required is greater 
for signals containing close interharmonics, such as signals from fre-
quency variators [41], especially the ones that use modulations such as 
random carrier [42, 43] or closed-loop controls [44], and even more if 
they feed faulty motors (resulting in greater interharmonic content [45, 
46]). And as a solution to the second problem, techniques based on using 
another type of window or frequency grouping are proposed, including 
in the latter case an improvement in the frequency resolution to 
compensate for the error committed when changing the grouping. 

Accordingly, the main contribution of the proposed methodology 
consists in increasing the accuracy of the interharmonic grouping 
quantification process using DFT by selecting the most appropriate ag-
gregation times, window types, resolutions and grouping sizes, and also 
extends its use to obtaining rates that correctly assess interharmonic 
distortion at the output of equipment with a strong interharmonic 
content, such as variable frequency drives that feed induction motors. 

The rest of the paper is organised as follows. In Section 2, the am-
plitudes of the different harmonic groupings defined in the standard are 
studied when the position of a tone is varied and when two tones 
interact, as well as the problem of imprecision in the measurement of 
interharmonic groups when using HW. Section 3 verifies that, when 
close tones interact, the aggregation over time increases the reliability of 
the measurement and, in the case of interharmonic group measurement 
using HW, other proposed techniques are also necessary. Section 4 de-
scribes the case study, showing that the measurement problems 
described in previous sections appear. Section 5 presents the discussion 
of the results of the previous section, showing that the proposed meth-
odology satisfactorily solve the measurement problems. Finally, Section 
6 shows the main conclusions of this work. 

2. Frequency response of IEC harmonic groupings using RW and 
HW windows 

This section studies the inaccuracy in the measurement of the har-
monic groupings defined in the IEC standard due to amplitude variations 
over successive sampling windows. First, the influence of the position of 
the analysed tone is considered, and then, the interaction of two tones is 
explored, both with harmonic groupings and in the special case of 
interharmonic groups with adjacent harmonics. 

2.1. Analysis for a single tone 

In this subsection, a single sweep tone of amplitude one is 

Nomenclature 

ASD Adjustable Speed Drive 
DFT Discrete Fourier Transform 
f1 Fundamental frequency at inverter output 
gH Harmonic Group 
gIH Interharmonic Group 
H Harmonic spectral bar 
HW Hanning Window 
IEC International Electrotechnical Commission 
PWM Pulse Width Modulation 
RW Rectangular Window 
s Slip of a motor 
SgH Harmonic Subgroup 
SgIH Interharmonic Subgroup 
THD Total Harmonic Distortion 
TIHD Total Interharmonic Distortion Group 
TIHDS Total Interharmonic Distortion Subgroup 
tw Analysis or sampling window  
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considered. Fig. 1 is obtained applying DFT on each sampling window, 
using RW and HW with a window length of 200 ms (5 Hz separation 
between spectral bars). Fig. 1 shows the amplitudes of the harmonic 
groupings defined in the IEC standard: individual spectral bar (H1), 
harmonic subgroup (SgH1) and harmonic group (gH1). 

For frequencies multiples of 5 Hz, the correct value is measured (1 
Vrms inside the groupings and 0 outside), since there is no leakage, as 
the periods fit an integer number of times in the 0.2 s window used. For 
interharmonic frequencies, there is leakage and part of the energy is 
released towards frequencies outside the grouping when the tone is in-
side, or into the grouping when it is outside. 

The values obtained are further away from the ideal, the larger the 
spectral leakage generated by the tone, increasing the error as the tone 
approaches the central positions between spectral bars, and decreasing 
as it approaches the positions of the spectral bars. 

Spectral leakage produces more pronounced effects with RW, while 
with HW the response is much flatter and closer to the ideal in the inner 
zones and in the zones furthest away from the harmonic groupings 
considered (see Fig. 1), due to HW being less affected by remote leakage. 
On the other hand, the response with RW is better in the transition zones 
between groupings (for example, in Fig. 1, zones 40–45 Hz and 55–60 
Hz, for harmonic subgroup SgH). 

To understand the difference between the results obtained with RW 
and HW, it should be remembered that RW presents a narrower main 
lobe (with better resolution between close tones in frequency), but its 
side lobes are the largest and with the slowest attenuation (with the 
worst interference due to spectral leakage between non-close tones). On 
the other hand, HW is characterised by a worse frequency resolution 
than RW, with a main lobe width twice that of RW, but with a better 
behaviour of its side lobes, of small value and fast attenuation, thus 
reducing the effect of interference due to spectral leakage. In addition, 
due to the width of its main lobe, HW has a gain "− 0.5′′ in the spectral 
sidebands distanced ±5 Hz of the tone frequency. Therefore, with HW 
and for groupings adding up to several consecutive spectral bars, a 
"group gain" [19] value of √1.5 must be considered. 

2.2. Analysis of the interaction between a fixed harmonic and a tone with 
variable position 

For the case of a single tone, the amplitudes obtained by applying the 

DFT remain constant throughout the successive windows analysed. 
However, when several nearby tones interact and at least one of them is 
interharmonic, there is a significant variation in the amplitudes obtained 
over the consecutive windows analysed. This amplitude variation is 
greater the smaller the distance between the interacting tones. 

That is the case for a signal composed of harmonic and interharmonic 
tones generating spectral leakage, as shown in Fig. 2. When the vector 
representing the leakage is added to the harmonic vector, the total 
vector absolute value is different for successive sampling windows. This 
is because the leakage vector is rotating, as it changes its phase shift with 
respect to the beginning of each analysis window, and the harmonic 
vector is fixed, as the harmonic period is a multiple of the analysis 
window and therefore does not change its phase at the beginning of the 
window [21]. This means that the amplitude of the total vector at the 
harmonic spectral position can vary substantially between acquisition 
windows. 

Fig. 3 shows the case of a harmonic tone of unit amplitude, fixed at 
50 Hz, interacting with another tone of variable sweep or frequency 
between 0 and 100 Hz and of the same amplitude. The amplitudes ob-
tained by applying DFT, over three successive analysis windows 
(tw1–tw3), are plotted for the harmonic subgroups obtained using both 
RW and HW. It can be seen that the greatest variations, depending on the 
variable frequency tone position and the specific time window, occur at 
the positions where the interacting tones are closest to each other (≈ 50 
Hz). And these variations are more extended for RW, due to its lower 
attenuation which causes a greater influence of the distant leakage. 

The simulations of Fig. 4 have been obtained applying a 0.2 s sam-
pling window (5 Hz) without aggregation, and with an offset of 90◦

between tones. The zone of greatest interaction between tones is around 
50 Hz (when sweep and harmonic tones are closer). The oscillation in 
that zone is more extended for HW (to the spectral sidebar zones, 40–60 
Hz), no doubt due to the greater interaction of the HW’s own sidebands, 
both those of the spectral sidebar of the harmonic position (45 and 55 
Hz) and of the sweep tone (the upper sideband of a 40 Hz sweep tone 
would be at 45 Hz and would be added to the lower sideband of the 50 
Hz harmonic bar, also located at 45 Hz; analogously for the lower 
sideband of a 60 Hz sweep tone). For frequencies below 40 or above 60 
Hz, the values are more stable, although the oscillations are larger for 
RW. 

Thus, if a single window is analysed: the results depend on the tone 

Fig. 1. Individual spectral bar (H1), harmonic subgroup (SgH1) and harmonic group (gH1) for a single sweep tone (blue RW, red HW, black ideal). A window length 
of 200 ms is considered. 
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considered, with greater interaction and amplitude variations when 
both tones are close together, as shown in Fig. 4. And, for a specific tone, 
the results also change between successive windows, as shown in Fig. 3. 

This can be generalised for any number of interharmonic tones, with 
maximum amplitude variations, when applying the DFT in successive 
windows, in the spectral bars close to the interacting and leakage 
generating tones, versus smaller changes in the more distant ones. 

Moreover, the resulting total vector can generally range between the 
sum of the moduli or their difference, as a function of the leakage vector 
phase angle. 

Fig. 2. Vector evolution over successive 0.2 s sampling windows of the total RMS vector measured at 50 Hz resulting from the sum of a harmonic at the same position 
and the leakage generated from a nearby interharmonic at 51.25 Hz (total vector in black, harmonic in dashed blue, spectral leakage in red). 

Fig. 3. RMS values of harmonic subgroups for a sweep unit tone and a fixed harmonic at 50 Hz, for 3 successive tw1-tw3 windows without aggregation using RW 
and HW. 

Fig. 4. RMS values of harmonic groupings (individual spectral bar (H1), harmonic subgroup (SgH1) and harmonic group (gH1)) for a sweep unit tone and a fixed 
harmonic at 50 Hz, with a 0.2 s window without aggregation, using RW (blue) and HW (red). 
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2.3. Problems in the particular case of the measurement of interharmonic 
groups with HW 

This section presents an additional problem, which may arise when 
using HW, due to the inaccuracy in the measurement of interharmonic 
groups and their related rates. This problem is due to the fact that the 
interharmonic groups, and the distortion rates that contain these groups, 
can absorb part of the energy of their adjacent harmonics, due to the 
sidebands of HW. This gives rise to a new error, to be added to the 
aforementioned error due to spectral leakage. 

Fig. 5(a) shows the interharmonic group gIH1 (including the spectral 
bars between 55 and 95 Hz), obtained with both RW and HW, as a 
function of a single unit tone of varying frequency. The behaviour is 
similar to that obtained with the harmonic groupings in Section 2.1, and 
therefore the same observations can be made regarding the influence of 
spectral leakage for both RW and HW. As this is a single tone, no 
amplitude variations are present over successive analysis windows, and 
the values obtained depend on the position or frequency of the tone, but 
not on the time window chosen for its analysis. 

In Fig. 5(b), a second harmonic tone is added at the 50 Hz position. 
Thus, the interharmonic group gIH1 is plotted again against the same 
variable and fixed harmonic tones at 50 Hz as in the previous section, 
now 180◦ out of phase. This second tone should not influence the am-
plitudes measured with the DFT, since being harmonic, it does not emit 
spectral leakage and the tone itself is not contained within the spectral 
bars of the interharmonic group being measured. 

Therefore, with RW (blue graph), the same values are obtained as in 
Fig. 5(a) with a single tone. Besides, in Fig. 5(b), the values remain 
constant window after window of analysis, because only variable fre-
quency interharmonic tone (which produces leakage) can exist in the 
area of the measured interharmonic group (and the fixed harmonic, 
located outside that area, does not produce leakage, it can only receive 
it). This way, there is no interaction between components of different 
tones. 

On the other hand, since the width of the HW’s lobe is double the 
RW’s (with a "− 0.5′′ gain in the spectral sidebands) there are oscillations 
of values along successive windows (as can be seen in the dashed plots in 
Fig. 5(b) for the first 3 windows analysed using HW). This is due to the 
interactions between one of the harmonic sidebands and the other var-
iable tone. This is again the case of several components with different 
rotational speed of their leakage and therefore different amplitude 
values in their sum vector in each successive window of analysis. 

3. Improvement of the frequency response of spectral groupings 
when close tones interact 

This section presents the way to attenuate the effects of amplitude 
variations in time due to the interaction between near tones, described 
in the previous section, by using the aggregation in time of the RMS 
values found in the successive windows analysed. In this way, it is 
possible to stabilise and improve the reliability of the values obtained. 
This section also presents the solution to the additional problem 
observed in Section 2.3, which may arise when using HW, due to the 
inaccuracy in the measurement of interharmonic groups, which requires 
not only the use of time aggregation to solve it, but also other proposed 
techniques. 

3.1. Improvement of the frequency response of harmonic groupings by 
time aggregation 

In Section 2 it was shown that the interaction of spectral leakage 
between neighbouring tones causes amplitude changes in the RMS 
values found over consecutive analysis windows. To correct this prob-
lem, it is proposed to aggregate over time the RMS values found in 
consecutive windows. Time aggregation is performed using the square 
root of the arithmetic mean of the squared input values. 

By means of time aggregation, the harmonic content of each spectral 
bar is stabilised and approximates the common RMS of all the compo-
nents that are added in that bar. Fig. 6 shows a harmonic subgroup 
obtained with and without aggregation. 

In general, values closer to the ideal common RMS value are obtained 
when increasing the number of aggregated windows. In areas where 
close tones of similar amplitudes interact, the differences between 
values obtained in individual windows and the aggregates are larger 
and, therefore, more aggregation time is needed. This can be seen in the 
area around 50 Hz in Fig. 6 by comparing the graphs from the lowest to 
the highest number of aggregated windows. 

Therefore, if a proper time aggregation is chosen, results like those 
shown in Fig. 7 can be obtained for the harmonic groupings. It should be 
noted that, in general, the results obtained using time aggregation with 
RW are better (closer to the ideal values without spectral leakage, shown 
in Fig. 7 in dotted black) in the transition zones between groups. Using 
HW, the results are better in the inner zones and in the zones furthest 
away from the measured grouping (similarly to the single-tone case). 
Results using time aggregation are even better that the ones obtained for 
a single tone without aggregation, especially in the areas far from the 
harmonic groupings, where a smaller oscillation of values is observed 
(especially in the RW case). 

Fig. 5. Interharmonic group RMS values with HW and RW: (a) for a single sweep unit tone for one or several windows without time aggregation, and (b) with a fixed 
second harmonic tone at 50 Hz for the first 3 windows without time aggregation tw1-tw3. 
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Time aggregation is less necessary in areas where the tones are 
farther apart and interact less, and even unnecessary in the case of HW in 
these areas away from the central harmonic, as can be seen by 

comparing Figs. 4 and 7. 
The simulated tones are vectorially summed in the positions where 

the spectral components due to both coincide (50 Hz in these 

Fig. 6. RMS values of a harmonic subgroup for a sweep unit tone and a fixed harmonic at 50 Hz, for successive RW, without aggregation (black line) and with time 
aggregation (aggregating the first 5 windows, green line, and with a high number of windows aggregated, blue). 

Fig. 7. RMS values of harmonic groupings (individual spectral bar (H1), harmonic subgroup (SgH1) and harmonic group (gH1)) for a sweep unit tone and a fixed 
harmonic, at 90◦, using RW (blue) and HW (red) with time aggregation. The ideal values are shown in black. 

Fig. 8. RMS values of harmonic group for a sweep unit tone and a fixed harmonic, now with 0◦ phase shift, using RW (blue) and HW (red) with time aggregation.  
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simulations) and therefore the phase difference between them can give 
rise to a maximum (when both tones, harmonic and sweep, are at 0◦, as 
shown in Fig. 8 for the case of a harmonic group), a minimum (when 
they are at 180◦) or intermediate values for the rest of the phase dif-
ferences. For the particular case of 90◦, considered in Fig. 7, these 
maximums and minimums are not observed, since the total RMS value is 
the same, regardless of whether the tones coincide or not (the square of 
the vector sum and the sum of their individual squares are identical for 
two tones at 90◦). 

However, when the phase difference is not of 90◦, different values 
appear in the position where the components of the two tones coincide 
than in the rest of the positions, and which depend on the specific phase 
difference. With HW, this occurs not only when the tone frequencies are 
equal (50 Hz), but also when the tones sidebands coincide, as shown in 
Fig. 8. Then we have singular values (or "local peaks" [19]), for the 
central harmonic tone (and at ±5 and ±10 Hz), due to tones main lobes 
interferences, being the variations maximal when the tones phase dif-
ference is 0◦ or 180◦ These local peaks can be resolved if aggregation in 
time is combined with the overlap between windows, as demonstrated 
in [21]. 

3.2. Improvement of the frequency response of interharmonic groupings 
with HW 

The problem shown in Section 2.3 is again largely solved by the time 
aggregation of the values obtained in a suitable number of consecutive 
windows (red plot in Fig. 9(a)). The local peaks observed at 55 and 60 Hz 
are due to the interaction of the upper band of the harmonic (55 Hz) 
with the variable frequency tone (when it is located at 55 Hz) and with 
the lower band of the tone (when it is located at 60 Hz). At these fre-
quencies, the vectors of the components that are added do not change 
their positions, since they differ in frequencies multiple of the resolution 
of 5 Hz, so their phase is always the same at the beginning of each 
sample window and therefore time aggregation is not sufficient to cor-
rect these values. In such cases, the use of time aggregation combined 
with window overlapping is required to correct these local peaks [21], as 
shown in Fig. 9(b). 

Aggregation allows to obtain stable results, closer to the correct RMS 
values, but it does not avoid the displacement of values using HW (Fig. 9 
(b)). In this example, the upper harmonic sideband at 55 Hz falls into the 
area covered by the interharmonic group and is always measured within 
this group, regardless of the position and offset of the other sweep tone. 
This is the reason why in the areas with the sweep tone outside the group 
(and taking into account that the other tone is always outside the group), 

it is obtained 
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(1⋅(− 0.5))2
√ /

̅̅̅̅̅̅̅
1.5

√
= 0.4083  

instead of obtaining "zero", and in the flat part, inside the interharmonic 
group, instead of "1′′, it is obtained 
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(1⋅(− 0.5))2
+
[
(1⋅(− 0.5))2

+ (1⋅1)2
+ (1⋅(− 0.5))2]

√ /
̅̅̅̅̅̅̅
1.5

√
= 1.0801  

The term "(1•(− 0.5))" is the contribution of the sideband above the 
harmonic, and the remaining terms are due to the sweep tone and its two 
sidebands. Therefore, the shift of values using HW is due to the un-
wanted contribution of the upper band to the harmonic, located at 55 
Hz, within the group gIH1 (analogously for the lower band at 50 Hz, at 
45 Hz, and the interharmonic group gIH0). 

This situation, in which a component outside a group is measured 
improperly, also occurs for interharmonics located close to the transition 
or boundary zone of the group under consideration. 

It should be noted that, using the resolution recommended in the IEC 
standards, the separation between spectral bars is large and it is not 
uncommon that a harmonic (or other close component) may contribute 
with unwanted energy. Furthermore, the amplitude of the harmonics 
may be larger than those of the interharmonics, generating large errors 
when the harmonic sidebands are added to the interharmonic groups. In 
such cases, with harmonics close to the interharmonic groups to be 
measured, RW is preferable as it is closer to the desired ideal response 
(grey dashed plot in Fig. 9(b)). 

Another possibility is to use interharmonic subgroups instead of 
groups (thus avoiding harmonics’ sidebands). An increase of the fre-
quency resolution (e.g. from 5 to 2.5 Hz) can compensate for the loss of 
accuracy using interharmonic subgroups instead of full groups. The 
latter is shown in Fig. 10 with the interharmonic subgroup SgIH1, which 
aggregates the spectral bars between 60 and 90 Hz for a resolution of 5 
Hz (HW in red, and RW in blue), and aggregates the bars between 57.5 
and 92.5 Hz for a resolution of 2.5 Hz (HW in red, and RW in black) thus 
getting closer to the ideal interharmonic group. 

The increase in frequency resolution also improves the measure-
ments as can be observed in Fig. 10. Only in the areas around the 
spectral bars multiples of 5 Hz is the result slightly better, while the 
result for 2.5 Hz is much better at all other positions. The increase in 
frequency resolution implies a loss in time resolution that can be 
compensated by combining time aggregation with window overlapping, 
which is also useful for dealing with local peaks [21]. For example, the 
same time resolution is achieved with 0.4 s windows and a window 

Fig. 9. Interharmonic group RMS values for a unit sweep tone and a fixed harmonic at 50 Hz, without aggregation with RW (blue) and aggregating over time with 
HW (red): (a) without overlap, and (b) with overlap of aggregated windows. 
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Fig. 10. Interharmonic subgroup RMS value for a sweep unit tone and a fixed harmonic at 50 Hz, for windows without aggregation and with different resolutions: 
RW at 5 Hz (dotted blue), RW at 2.5 Hz (black), HW at 5 Hz (dotted red) and HW at 2.5 Hz (red). 

Fig. 11. Summary of the proposed methodology for processing spectral leakage in IEC standard framework.  
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overlap of 50%, than with 0.2 s windows without overlap. Another 
beneficial effect of increasing the sampling window time is the decrease 
of the synchronization error between the window and the fundamental 
harmonic and thus of the leakage due to this cause (at least, performing 
the synchronization with the zero-crossing detection method). 

Fig. 11 summarizes the methodology described, starting with a 
reduction in the generation of the leakage from the moment the signal is 
sampled and the DFT is performed, and continuing with the procedures 
to reduce its effects once the leakage has been produced. Within these 
procedures, the two problematic situations raised in this article stand 
out: for signals with close interharmonics, the appropriate aggregation 
time must be increased and adjusted, in addition to using the overlap in 
time of the aggregated windows to correct in this way the local peaks 
that appear in the sensitivity curves; for the case of using HW in the 
measurement of interharmonic groups and rates, RW window can be 
better used in these cases, or subgroups and rates based on inter-
harmonic subgroups can be used. In the latter case, the size of the 
sampling window can be extended, thus increasing the frequency reso-
lution, to compensate for the loss of information that occurs when using 
subgroups instead of interharmonic groups. 

4. Case study 

This section presents and analyses the results obtained from various 
tests on an induction motor, with the aim of verifying the concepts 
developed above. A Siemens star-connected motor with rated values: 
0.75 kW, 50 Hz, 400 V and 1.86 A was used, loaded with a magnetic 
powder brake, running both at low and high load (slip close to 0.3% and 
around 4%, respectively). To obtain a wider range of harmonic content, 
the induction motor was fed from two different converters, one with a 
sinusoidal PWM modulation (Allen Bradley PowerFlex 40) and the other 
with a random carrier frequency modulation (Telemecanique Altivar 
66). The data were sampled at 80 kS/s using a National Instruments 
PCI6250 acquisition card and processed with Matlab software. The 
motor run in steady state for 60 s. Fig. 12 shows the laboratory test 
bench. The measurement point was the output of the converters, and it 
was therefore necessary to apply an analysis system adapted to the 
measurements at this point, using enhanced standardized measurement 
procedures. 

Different groupings and distortion rates are used to demonstrate, 
with real measurements, the problems when making measurements 

based on the IEC standards, starting with the instability and inaccuracy 
of the values obtained when using inadequate aggregation times. In 
addition, the problem when measuring with HW will be verified, as well 
as its solution by performing measurements with subgroups and 
distortion rates based on interharmonic subgroups. 

The groupings and distortion rates used in the results shown in this 
section are:  

• gIH1 and sgIH1: 1st interharmonic group and subgroup, respectively. 
They measure the current or voltage RMS value, contained in the 
spectral bars between 1st and 2nd harmonic, not including the 
sidebars in the case of the subgroup.  

• THDLF: harmonic distortion rate considering the low part of the 
spectrum. It includes the sum of all squared harmonics, from the 2nd 
to the 40th inclusive, and is normalised by the fundamental fre-
quency. This rate, like the previous groupings, is based on that 
defined in the standard [16], and all of them have been adapted to 
the possibility of working with fundamental frequencies different 
from those of the network, as occurs when a motor is supplied from 
an inverter.  

• TIHDLF and TIHDSLF: group and subgroup interharmonic distortion 
rates, respectively, considering the lower part of the spectrum. They 
include the sum of all interharmonic groups and subgroups squared 
up to and including the 40th and are normalised by the fundamental 
frequency. Since the standards do not define them, they have been 
based on rates proposed by some authors [47–49], adapting them to 
the measurement at the output of inverters. 

In order to test the benefits of the measurement procedures, a situation 
with a high harmonic and interharmonic content across the whole 
spectrum was chosen. Measuring at the output of the converters ensures 
this in the high part of the spectrum. To achieve this at the low part, 
mixed eccentricity was induced in the tested motor (as shown in Fig. 13 
for the PowerFlex inverter). Due to the eccentricity of the motor, a large 
interharmonic content is observed in this low-frequency part, and the 
related current groupings and rates (such as the interharmonic group 
gIH1 in Fig. 13) are prone to be high. This higher interaction between 
tones requires to increase the aggregation time needed, as explained 
above. At high frequencies, the measurement of harmonics and inter-
harmonics is not differentiated, because at high frequencies the syn-
chronism of the acquisition window with the fundamental is usually lost 

Fig. 12. Test rig used in the experiments.  
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[47]. Therefore, the analysis made in this section is performed with 
practical cases with harmonics and interharmonics at low frequencies. 
Moreover, the relative magnitude of the harmonics is usually larger than 
that of the interharmonics at low frequencies (especially in the case of 
the fundamental harmonic), as shown in Fig. 13, making these cases 
more interesting for the problem raised by HW measurement with har-
monics adjacent to the interharmonic groups. 

The frequency response in Fig. 13 was obtained using the DFT, with 
spectral bars spaced 5 Hz apart. Similar tests were also carried out with 
the Altivar inverter and with the mains supply, obtaining spectra similar 
to the one shown in Fig. 13, so only the one obtained with the PowerFlex 
is shown as an example. 

Fig. 14 presents the time evolution, using different types (RW - left 
plots, HW - right plots) and sizes of windows and degrees of overlap, of 
the RMS value of the interharmonic group gIH1, measured at the output 
of the inverter of the same test as in Fig. 13. The lower plots (Fig. 14(b)) 
use windows of tw = 0.4 s (2.5 Hz resolution) and 0.2 s in the other plots. 
In the upper plots (Fig. 14(a)) no overlapping measurements are used 
and in the lower plots aggregation with 75% overlap is used. The graphs 
in red show the aggregated values up to each instant, so that the value of 
any aggregation size up to 60 s of the total test time can be observed. 

From the values obtained in each individual window (blue plots in 
Fig. 14) the maximum and minimum values without aggregation are 
found and plotted in Fig. 15 (marked as "Max." and "min.", in red and 
blue, respectively). The aggregated values for time aggregations of 3 s 
and 10 s (in brown and turquoise, respectively) are also plotted. Fig. 15 
also shows the results obtained with the Altivar drive and the mains 

supply. 
Fig. 15 shows the different values obtained for interharmonic group 

gIH1 and for the distortion rate TIHDLF (which also contains inter-
harmonic groups). In both cases there are adjacent harmonics that are 
not to be considered, and therefore presents an erroneous value using 
HW. Different resolutions or window sizes, aggregation times and de-
gree of overlapping are used. In all cases, much higher values are 

Fig. 13. Low frequencies range of the output current of the PowerFlex drive 
feeding an induction motor. 

Fig. 14. Time evolution of the RMS value of the interharmonic group, gIH1, of the PowerFlex drive, with RW (left graphs) and HW (right), in blue without ag-
gregation, and in red with time aggregation: (a) without overlap and with 5 Hz resolution, and (b) with overlap and 2.5 Hz. 

Fig. 15. Interharmonic group and interharmonic distortion group rate of the 
current of an induction motor fed from mains and from PowerFlex and Altivar 
drives, using different types and sizes of windows and degrees of overlap: (a) 
RMS value of gIH1 group, and (b) TIHDLF group rate for low frequencies. 
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obtained with HW than with RW, due to the contribution of the side-
bands of the harmonics adjacent to the interharmonic groups that make 
up the rate, this contribution being more relevant in the case of the 
fundamental harmonic. 

5. Discussion 

Analysing the results of the previous section, it can be observed that 
the results obtained with time aggregation are more stable than those 
without aggregation. Furthermore, with such signals (measured at the 
output of inverters driving faulted induction motors), with harmonics 
surrounded by a large interharmonic content (Fig. 13), it is observed 
that a longer aggregation time is necessary to stabilise the results. Thus, 
for example, observing the graphs in Fig. 14, it can be clearly seen that 
the 3 s aggregation time indicated by standard 61000–4–30 is insuffi-
cient to achieve a stable result, so it is advisable to increase this value at 
least for the analysed cases. Moreover, the maximum aggregation time is 
limited by the thermal constants of the equipment tested. 

It is also observed that there are significant variations between the 
individual window values for interharmonic groupings. This is due to 
the leakage produced by the interharmonics which causes them to 
interact with each other, and thus requiring more aggregation time to 
stabilize these values. 

Figs. 14 and 15 also show the problem described in Section 3.2 
related to the higher value of the interharmonic group (and of the 
distortion rates containing interharmonic groups) found with HW 
compared to RW. It seems clear that such higher value is due to the 
presence of harmonics adjacent to the measured interharmonic groups. 
Therefore, one solution to the error due to harmonic sidebands when 
using HW may be to use RW. Another solution is to skip the spectral bars 
adjacent to the harmonics by better using subgroups instead of inter-
harmonic groups, which can also increase the frequency resolution to 
compensate for the loss of information due to not including the bars 
adjacent to the harmonics. In Fig. 16 subgroups are used instead of 

interharmonic groups and it can be seen that the results obtained with 
HW are more similar to those found with RW, as expected, as opposed to 
the differences seen in Fig. 15 if interharmonic groups are used. 

This problem when using HW does not occur however when 
measuring distortion rates that only include harmonics, such as THDLF, 
since in those cases the unwanted sidebands are not considered, as they 
are located in the space between consecutive harmonics that are not 
taken into account for calculating THD. This is the case for the current 
distortion rate shown in Fig. 17 using different types and sizes of win-
dows and degrees of overlap, for the same tests as in the previous figures. 
It can be seen that the differences between using RW and HW are not so 
significant and sometimes even the result obtained with HW is lower. 
The differences between using RW and HW are also reduced increasing 
the aggregation time, as can be seen by comparing the graphs for 
unaggregated values (Max. and min. in red and blue) with those 
aggregated for 3 and 10 s (in brown and turquoise). To find the THD 
rate, non-consecutive spectral bars are added, so in this case the group 
gain [19], value √1.5, is not used to correct the result in case of using 
HW. 

Neither does HW present problems due to the inclusion of unwanted 
sidebands when measuring rates that include consecutive spectral bars, 
since in these cases it is of interest to measure all the bands of HW, 
including the sidebands. In these cases the group gain is used to correct 
the values obtained with HW. An example of this type of rate, which 
includes consecutive spectral bars, and therefore does not present 
problems when using HW, is the calculation of the total RMS value of the 
signal, found as the sum of all the spectral bars (Parseval’s theorem). 
Here again, there is no major difference between using HW and RW, as 
shown in Fig. 18. 

The increase in the analysis window and, therefore, the improvement 
of the frequency resolution, as well as the increase of the aggregation 
time to improve the stability and accuracy of the measurements, imply 
more processing time for analysing the data, but the hardware required 
would be similar to that used in commercial power quality meters IEC- 
based. On the contrary, if other more precise methods are used for 
interharmonics measurement, such as parametric methods, these 
require a higher computational cost and a previous knowledge of the 
harmonic content to be measured, which is lacking when measuring 
signals with unpredictable harmonic contents such as those present in 
the outputs of the power converters considered in this article. 

6. Conclusions 

Power quality measurement standards in the IEC framework estab-
lish procedures for minimizing the effects of spectral leakage on har-
monic distortion measurement, describing both the frequency groupings 
and the necessary time aggregations. However, such procedures are not 

Fig. 16. Interharmonic subgroup and interharmonic distortion subgroup rate of 
the current for the same tests of Fig. 15, using different types and sizes of 
windows and degrees of overlap: (a) RMS value of SgIH1 subgroup, and (b) 
TIHDSLF subgroup rate for low frequencies. 

Fig. 17. Harmonic current distortion rate for low frequencies, THDLF, for the 
same tests as in the previous figures, with different types and sizes of windows 
and degrees of overlap. 
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sufficiently accurate when, due either to the presence of interharmonics 
or to fundamental desynchronization, the length of the chosen time 
window is not an integer multiple of the periods of all the components 
contained in the signal, generating in these cases spectral leakage pro-
ducing misleading measurements of the harmonic content. A common 
case in which this situation occurs is the operation of inverter-fed in-
duction motors. 

This paper demonstrates that, as a result of spectral leakage, two 
problems occur in the measurement of harmonic distortion based on the 
IEC standards. One problem is the variability and inaccuracy of the RMS 
values found in successive sampling windows after applying the DFT, 
when close tones interact, due to spectral leakage produced by at least 
one of them. These variations affect the IEC standards frequency 
groupings and distortion rates. In addition, for the case of using HW 
(according to the standard, usable for cases of loss of synchronism), a 
second problem appears: the interharmonic groups (and distortion rates 
containing them) can absorb part of the energy of their adjacent har-
monics, due to the sidebands of HW, giving rise to erroneous 
measurements. 

To solve these problems, this paper has presented a methodology to 
improve the accuracy of the harmonic distortion measurement process 
in the IEC Standard Framework, and the conclusions reached are as 
follows:  

• The problem that arises when several close tones interact is solved by 
performing time aggregation to minimise the effects of the leakage 
on the resulting amplitude variation, and thus to obtain a more 
reliable and stable common RMS value. Such time aggregation must 
be applied to all groups and subgroups, harmonics and inter-
harmonics, and to all distortion rates, since these rates are composed 
of such normalized frequency groupings.  

• To solve the problem where interharmonic groups may absorb part 
of the energy of their adjacent harmonics as a consequence of using 
HW, it is concluded that it is preferable to use either the RW or 
distortion rates using interharmonic subgroups, thereby bypassing 
the sidebands to the harmonics that are not to be measured.  

• In contrast, it has been found that the latter problem, associated with 
HW, does not occur when measuring frequency groupings and 
distortion rates containing all spectral bars, including harmonics, or 
when measuring only harmonics.  

• An increase in frequency resolution can compensate for the loss of 
accuracy due to the use of interharmonic subgroups instead of 
groups, if HW is used. Increasing the frequency resolution also im-
proves the overall resolution of the rest of the parameters, obtaining 
responses closer to the ideal, and also reduces the errors due to the 
synchronization between the fundamental and the sampling window 
and consequently reduces the generation of spectral leakage. 

• The loss of time resolution (due to the increase in frequency reso-
lution) can be partly corrected thanks to the use of window over-
lapping, which is also necessary to resolve the local peaks that appear 
in certain positions of the tones. 

Finally, future research will need to continue investigating the 
window sizes that determine the most appropriate frequency and time 
resolutions, as well as the aggregation times that optimally minimise the 
effects of leakage, in order to improve the accuracy of harmonic 
distortion measurements. This selection of parameters should be a 
function of the harmonic and interharmonic content and degree of sta-
tionarity of the analysed signals, since the values used by current tech-
niques based on standards use fixed resolutions and constant 
aggregation sizes, which can lead to problems of instability and inac-
curacy in the measurements of signals with high interharmonic content, 
like those present in modern power electronics-based devices. 
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