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Abstract: Means of positive numbers appear in many applications and have been a traditional
matter of study. In this work, we focus on defining a new mean of two positive values with some
properties which are essential in applications, ranging from subdivision and multiresolution schemes
to the numerical solution of conservation laws. In particular, three main properties are crucial—
in essence, the ideas of these properties are roughly the following: to stay close to the minimum
of the two values when the two arguments are far away from each other, to be quite similar to
the arithmetic mean of the two values when they are similar and to satisfy a Lipchitz condition. We
present new means with these properties and improve upon the results obtained with other means, in
the sense that they give sharper theoretical constants that are closer to the results obtained in practical
examples. This has an immediate correspondence in several applications, as can be observed in
the section devoted to a particular example.

Keywords: nonlinear means; subdivision scheme; stability analysis

1. Introduction

Our experience with the application of means to several problems comes from the study
of the numerical solution of conservation laws. In particular, in [1], a new limiter based on
the power, mean was presented, giving rise to very efficient new methods of solving these
kind of equations. This mean has the following expression:

_ Xty Xy
powery(x,y) = —=(1 =17,

"), for p>1. 1)

To our knowledge, this was the first time in the literature regarding the numerical
solution of conservation laws that a new limiter was presented satisfying the following
criteria:

1. Ifx=0(1),y=0(1)and |x — y| = O(h), then |power,(x,y) — XTW| = O(hP).

This property is crucial to preserve the order of approximation of the methods in

areas of regularity;

2. |powery(x,y)| < pmin {|x], |y|}.

In applications, this property implies adaption in the case of discontinuities.

The case p = 2 of these means coincides with the harmonic mean. These means
were also used successfully in nonlinear subdivision and multiresolution schemes [2—4].
In this field of application, it is also quite important for the mean to satisfy the Lipchitz
condition; in fact, the harmonic mean satisfies this prerequisite, as do the power, means,
but the Lipchitz constant p is unfortunately larger than desirable to make theory and
practice workable for higher-order methods.
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In [5], the authors present a rigorous study of some specific typse of subdivision
schemes, depending on a general mean M(x,y). They propose the generalized means in
the article as a particular example

2xkxk
GM(x1,%2) = {| 120 )
xK 4 xk

For these means, the required properties listed above are satisfied, and the Lipchitz
constant is in these cases /2 for k > 1. This constant tends to 1 when k increases, and this is
enough to allow for improvements in the theory and applications of nonlinear subdivision
and multiresolution schemes, as well as in the numerical solution of conservation laws.

These means attain only two orders of approximation to the arithmetic mean in smooth
areas. However, of course, one could immediately consider using the ideas introduced
in [1] to generalize them to have p orders of approximation. Intuitively, the right candidate
would be

xk+yk(1_‘xk,yk
2 xk 4 yk

GMy,p(x1,%2) 1= (/ 7). ®)
Unfortunately, this is not the case, and the GM , means attain only two orders of
approximation to the arithmetic mean in the sense described above. This fact can be taken

from the observation |{/ xk;yk - xzﬂ| = O(h?) for whichever k > 1.

From this point on, one can try slight modifications of the given expression to find
useful means that satisfy the mentioned properties with appropriate Lipchitz constants
and allow high orders of approximation to be maintained. To our knowledge, there is no
family of means with adaptivity constants tending to 1, with Lipchitz constant that also
approach 1, and satisfy the requirement of proximity O(h”) to the arithmetic mean. Of
course, one needs to be aware of proving each one of the properties carefully to ensure
some basic properties are not lost while proving new ones. It is in this process that we have
found an adequate expression, which opens up a variety of potential applications.

This work is organized as follows: in Section 2, we introduce the new mean and verify
the most basic properties; in Section 3, we give the main results of the paper regarding the
boundedness of the mean by a constant times the minimum of the two values, the approxi-
mation order to the arithmetic mean, and the Lipchitz condition; and finally, in Section 5,
we show in some detail why this new mean is important for several applications, and we
give some conclusions and perspectives for future work.

2. The Generalized Power Means

In this section, we introduce the proposed new family of means and prove some basic
properties. Let us suppose x > 0 and y > 0; we define GP , for a natural number k and a
real number p > 1 in the following way:

GPyy(x,y) = d("%m— BBy ), @

(x +y)k

where g(x,y) is a polynomial of degree k — 1 defined by

Tha (Tl ())ay 1T ifx <y,
Z;:& (X, (l,())y] xk=1=7 otherwise.

Lemma 1. Let us consider the function r(x,y) = |%g;(;y) | for x > 0and y > 0, and let us

suppose that x <= y; then,

o 2k xk
1. 1 r—(x+y)k,
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2. 0<r<l1,

o 7k2kxk’1y
3. 1y = Tery) 7
4 _ k2kxk

= ey
Proof. Let us start by proving the first point.

1 = 1 =03y) _ (x4 y) - (y—x)3(xy)

(x+y)k (x+y)*
L+ Bk oy ()
(x+y)k  (x+y)k
ok xk
T

For the second point, it is apparent that ¥ > 0, and for the other inequality, we compute

(y = x) £ (Thg (5)xly* 1

(x+ y)"
= (T ())xiy 2;‘;3(2{:0 (5 witLyh1
(x +y)k
_ YR ()W - D ()6 - (5 ()
(x +y)

T o (Paly* T — (2~ 1)
Lo (faly=

Now, taking into account the fact that Z;:& (’;)xj y*I > (2 — 1)xk, since x <y,
£y ()xlyt
Lo (aiy*

The third point requires more computation. We start with the expression of the partial
derivative with respect to x by applying simple derivation rules:

r <

. (—8+(y— x)gl;z)q — (Y~ %)84x ©)
—80 + Y8+ — X8+ — Yqx + X80
g ’

where g stands for the denominator in the quotient of polynomials r(x, y).
In view of Equation (6), we need to compute gy and gy:

k=2 TRl aye” o
o = LG+ (§)er )
j=0 i=0

. k—2—
; <]+1) . ®)

Now, we expand each product of polynomials in Equation (6); that is,
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j=05=0 i=0
k k=2 k s+1 k s 1
s, 2k—1—j—s
v = L1 (5) e+ (e,
j=0s=0 =0
£E (K WV K\ jrsi1, 22—
s —2—j—s
—xga = L L () (g (§)eriyea,
j=0s=0 i=0
k—1k—1 s
k KN\ jds, 2k—1—j—s
—ygex = (. >0+)( ()M“W =,
' e AV i=0 \!
k—1k—1 k

wie = L1 (oo (e

After extensive computations and applying the symmetry properties and basic results

of combinatorial numbers, one can find that all coefficients are identically zero except
_ kzk xk*ly

(X+}/)k+1 .

The proof for ry is carried out following the same arguments. []

the coefficient for x*~1y. Thus, finally, 7, =

In the next result, we prove that GF , is in fact a mean of the two values x and y.
Theorem 1. Let us consider x > 0 and y > 0; then,
min {x,y} < GP,(x,y) < max{x,y}.

Proof. Let us suppose that x < y. We start by proving the first inequality min {x,y} <
GPk,p (x, ]/) .

GRy(xy) = (k)

= (/(xzﬂ/)k(l—r)(l—i-r—i—ﬂ—i—...—i—ﬂ’1)

x+y

> k

J(1-1) > x,

by using only the first point of Lemma 1.
Now, in order to prove the inequality GPy ,(x,y) < max {x,y}, we observe that since
0 <r <1, this implies 0 < 1 —r” < 1. Thus

_|_

X+ X
GPk,p(x/]/) = {/(Zy)k(l—ﬂ’)ﬁ 2]/ S]/

O

The relevance of these means is presented in the next section, in which we prove
three main properties that have serious implications for the theoretical analysis of some
numerical methods and also for their practical performance. They allow the definition of
nonlinear methods by slightly modifying existing linear methods, generating adaptive
counterparts that maintain the order of approximation (thanks to Proposition 2 in the
next section), minimize the effect of discontinuities (as a consequence of Proposition 1)
and retain the stability of the schemes (due to the possibility of obtaining contractive
operators, due to the bound tending to 1 with the parameter k obtained in Proposition 3).
For an explicit simple example, see Section 5.
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3. Important Practical Properties of Generalized Power Means

In this section, we prove some specific properties that are essential for some applica-
tions, such as approximation theory, nonlinear subdivision and multiresolution schemes
and the numerical solution of hyperbolic conservation laws. In particular, we consider
the following: in the first result, we prove that the mean is bounded by a constant times
the minimum argument; in the second result, we study the second-order approximation to
the arithmetic mean; and in the third, we show that the mean satisfies a Lipchitz condition
with an adequate constant.

Proposition 1. Let us consider x > 0 and y > 0; then,

GPep(x,y)| < §/pmin {|x], [y[}.

Proof. Let us suppose that x < y. Using the first point of Lemma 1, we can easily rewrite
the expression of the proposed mean as GPy , = xV/1+7+12+ ...+ 171, and therefore,
since according to the second point of Lemma 1 we have r < 1, we obtain the result. [

Proposition 2. Let us consider x >0,y > 0.If x = O(1), y = O(1) and |x — y| = O(h); then,
GPy,p(x,y) = 52| = O(hP).

Proof. The proof begins with the following assertion:

Xty Xty x—y)gxy),
IGPE,(x,y) — ( 5 | = ( 5 )] Gt y)F P = O(hP).

Now, considering the function g(x) = /x, defining A = GP}; p(x, y),B= (%)k and
applying the basic Lagrange theorem

18(A) = g(B)| = [g'(c)[|B = A| = O(1)O(h") = O(h”), where c = O(1),c € (4, B),
which completes the proof. [J
Proposition 3. Let us consider ¥ > 0,7 > 0, % > 0and §j > 0; then,
(GPyp(%,7) — GPyp (,7)| < Cmax{| — 2|7 — 7},
where C = {/G,_1 < ¥/p, with G,_1 := 14+r4+r24.. . 4P L,
Proof. Applying the mean value theorem, we obtain
(GPp(5,7) ~ GPep(5,7)| < max|[VGPy (x, )l max{ls — 2l g =71}, ©)

oGP oGP
where |[VGPy (v, y)[1 = |“52 | + | "5 .

aGPy 9GPy,
5= and 3y

From the expression GFPy ,(x,y) = xV147r+...+rP~1, computing
we obtain

BGPk,p 1 1_1

9 = § Gp—l + Exciffl rxsple (10)
aGPk,p 1 1_q

== xGiinSya, 11)
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with G, 1 =1+7+ 4. +rP L and Sp_p =1+ 2r+3r + ...+ (p— 1)rP 2. Plugging
into ||[VGP ,(x,y)||1 the computations of ry and r, conducted in points 3 and 4 of Lemma 1,

we obtain
p 2
= G+ Cpr T x+yk+1G (x_y)gxk/cpflf

BGPk I
and this completes the proof with C = {/G, 1.

4. Example of Application

The new means are well adapted to applications in some fields, such as nonlinear
reconstruction operators, subdivision and multiresolution schemes. Our example is fo-
cused on a particular application to nonlinear subdivision schemes, although many other
applications could be considered by simply improving some theoretical results that appear
in articles that involve nonlinear means, such as the harmonic mean [1,4,6]. The reason for
this lies in Propositions 1-3. Proposition 3, for instance, allows us to prove the stability of
the scheme that we define in the following lines.

Given a set of nested grids in [0, 1]:

n {XS}J o X =jhs, hs=2"°/Jo, Js=2o,

where Jj is some fixed integer, we consider the point-values f].o =f (x?) of a function

f(x) at the coarsest grid X°. Then, we refine the given data to finer scales according to
the following definition of a subdivision scheme. First, let us introduce the second-order

s S f3
divided differences D f ’ = %
to the second-order f1n1te differences A fi = fj_1 = 2f] + i, that appear at the numerator.
Given this definition, and the data at a scale s over the grid X®, we consider one step of

the subdivision scheme given by

that, since we are working in uniform grids, relate

=1 i=0,.. s
1_15 45 15 .
fs+l Sf 15+*RS+E15_E5+RJ(§/ j=0, )
- = i+ ,
f§]++117 i _ ’M(DfS,D]H) i=1...,Js—2

+1 3 —
f]ss+1 17 f]s—‘rﬁf]s*l_@f]sfz—'—ﬁf]ssf?ﬂ ]*]5—1,

where M(x,y) stands for any mean of the values x and y. Let us extend the definition of
our mean GPy y, so that it can be used with both negative and positive values:

GPk,p(x,y) ifx >0,y >0,
GPyp(x,y) = ¢ —GPp(—x,—y) ifx <0,y <0, (13)
0 otherwise.

For the sake of simplicity, GPy , is referred to as the new extension below. We now
consider the three following cases:

e L(xy) = H , which gives the well known scheme of Deslauriers and Dubuc (DD) [7];

e H(xy) = i’ﬁjy, which defines the PPH subdivision scheme [3];

*  GPs(x,y), given in Equation (4) with p = 2.

We have chosen p = 2 in the expression of the mean GP, in order to maintain
the fourth-order approximation of the scheme in areas where the data come from smooth
functions. In fact, if we take into account that the original scheme of Deslauriers and
Dubuc [7] is known to be fourth-order accurate, which results from its definition using
fourth-order piecewise centered Lagrange interpolation, we can also prove that the scheme
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based on GPy is fourth-order accurate. The key issue for this fact to be true is the use of

Proposition 2 in order to see that if f5++11 stands for the DD subdivision at the intermediate

points with odd indexes, f25]++11 for the PPH subdivision and fzs;jrll for the generalized power

means (GP) subdivision, we have

h2
|f25;5r11 fis]tr11| < *S\L(Df‘S/ijsﬂ) (Df]'D]+1)|:O(h§)f

h2
fsfn = fafal < FILD, D) = GPia(Df, Dffa)l = O(ko).

We have chosen the values at the boundaries f} *1and fi st1 , by interpolating the first
and last four data points using basic Lagrange 1r1terpolat10r1 The nonlinear modifications
then take place in the center of the intervals.

Remark 1. In the expression for fszjrll in Equation (12), the dependence on the grid space h; is
fictitious, as the expression can be rewritten by making use of the second-order finite differences as

follows:
fs + +1 1
fzs]++ll = TJ - gM(Afjs/Afjsﬂ)/

which represents the way in which it is implemented in the computer programs.

It is important to notice that the second-order divided differences are indicators of
the smoothness of the underlying function; in fact, the largest divided difference indicates
the potential presence of a singularity in the data. Due to the boundedness of both
the harmonic mean and the GP; , means by a constant multiplied by the minimum of their
two arguments (see Proposition 1), in the presence of a jump discontinuity in the data,
the influence of a discontinuity in Equation (12) is limited. This behavior will occur
for any nonlinear mean with this property. Let us suppose, for example, that a jump
discontinuity lies in [x ]ZH, ]S+2]‘ then, Df; = O(1), Dfj11 = (]iz) However, GP;, = O(1),
and the contribution of the incorrect data f; 712 to Equation (12) is neglected. Notice that,
in this case, the order of approximation suffers a reduction to the second order, but it is
not completely lost as in the case of the DD scheme, for example. With regard to practical
properties in numerical examples, one expects similar behavior to existing nonlinear
schemes based on the harmonic mean or some gain in adaption due to Proposition 1, which
gives a smaller constant than the p-power means (generalizations of the harmonic mean)
defined in [1], for example, for which we obtain p instead of }/p, which follows from
Proposition 1 (see also the numerical experiments in Section 4 to observe the behavior of
the schemes around the discontinuities).

Following the same idea presented in [3,6], it is possible to prove basic properties of
the presented scheme for the mean GPk,p, such as the existence of a nonlinear scheme S;
for the first-order differences, the convergence of the subdivision scheme, the smoothness
of the limit function of the subdivision scheme, the approximation order of the schemes,
the behavior around jump discontinuities, the elimination of Gibbs effects and some other
interesting properties. We focus on proving the stability of the subdivision scheme, which
also shows the importance of Proposition 3. We first give the following simple lemma
and a proposition regarding the contractivity of the finite difference operator.

Lemma 2. The function Z(x,y, z) defined in R3 by Z(x,y,z) = 3 — §(GPc2(x,y) + GP2(x,2))

satisfies

1 \zuy,ﬂsjl

2. sign(Z(x,y,z)) = sign(x),
Z(x',

5. 12(xy,2) - Z(,y, )] < S — o) + Lmax{lx — 2|y — y/], ]2 - Z]}.
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Proof. Since |GP;(x,¥)| < v/2min{|x|,|y|} due to Proposition 1, we find that |GP;(x,y)|
< /2|x| and |GPis(x,z)| < V/2|x|. We also find that sign(x) = sign(GPy(x,y)) =
sign(GPy2(x,z)), according to the extended definition of GP;, given in (13). The combi-
nation of both arguments easily proves points 1 and 2.

In order to prove point 3, we use the triangular inequality and Proposition 3 as follows,

1 1 1
1Z(xy,2) = 2(y, 2 < Sl =21+ glGPa(xy) = GPa(x, )| + 5IGPia(x,2) — GPa(x, 7))

1 {2 {2
< Mt Py =y -1+ S max(fx v~ 2}

k
1 2
< Sle=x+ 7{ max{|x = x|, [y = y/'|, [z = Z'[}.

O

~

Proposition 4. When removing s for simplicity, f = Sgpf, § = Sgpg, where Sgp stands for
the subdivision scheme with the mean GPy »; then,

Lo 111l < 3116flle
2 [16f = B8lle < (3 + 2)||AF — Aglo.

Proof. We first prove point 1; that is, for all indices j,

A 1
IGIESIN

We treat odd and even indices separately.

(@ j=2n+1
From (12) and (13), we find that
fj_1 —2]?j+,7?j+1 = fn _2]?j+fn+l
1
= gGPk,2(Af7’erfn+1)/

and thus, using Proposition 1

Afi] < %min{|Afn|,|Afn+1|} < §||Aflloo~

(b) j =2n.Again, from (12) and (13), we find that
firr=2fi+fis1 = fir1—2fa+ fin
Z(Afu, Afp—1, Afug1)-

Thus, using Lemma 2, we obtain
. |Afu] 1
afl < B < Yjasle,

which proves point 1.
In order to prove point 2, we again separate odd and even indices.

(@ j=2n+1.
Using algebraic manipulations of the last point, we find that

|Af; — Agj fim1 = 2fi + i1 — (Fi—1 = 2fi + fi)|

1
= §|ka,2(AfnrAfn+l)_rGPk,Z(AgnzAgn+1)|/
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and now, using Proposition 3, we obtain

8 = 8gj| < “Z11Af = Bglle

(b) j = 2n.In this case, we can write

|Afj = gl

|Z(Afu, Bfu-1,Dfut1) — Z(Bgn, Dgn—1,D8n+1)]

k

1 V2
< §|Afn — Agnl| + e max{[Afy — Agul, [Afu—1— Agn-1l, [Afus1 — Afusal}

1 V2
< (§+T)||Af—Ag||oof

by using point 3 of Lemma 2.
O

Remark 2. Ifk > 1 in Proposition 4, then the operator A is said to be contractive, and this fact is
a crucial issue in the proof of the next theorem. Moreover, the smaller the contractivity constant,
the better. Therefore, an increase in k gives a better constant. Thus, it could be proposed that
the minimum of the two arguments should be used as the expression for the mean in (12), and this
is optimal with regards to adaption, but at the cost of losing the approximation order given by
Proposition 2, which would be no longer true. With the mean GPy 5, we achieve both goals.

Let us now prove a theorem that ensures the stability of the subdivision scheme.

Theorem 2. Given two initial sequences f°,g°, let us consider s + 1 steps of subdivision f*+! =
Scp(f°), 811 = Sgp(g®), where Sgp stands for the subdivision scheme (12) with the mean GPy ,,
with k > 1; then,

17 =8 Moo < ClIf = &l

. . 2472
wzthC-l—i—P%.

Proof. Since f5*1 = Sgp(f°), ¢! = Sgp(g°), we can write

1
£o=

&' o= 8
s fs
G = f]+2f+1 - %GPk,z(Aff,Af;H),
Sh = (gjilg;“ - éGPklz(Agj.,Ag;H),
Therefore, we obtain
57 - = I -gl 1
|f25j++11 733]‘111 < I ;g]s" N i ;gis'+1| + é|GPk,2(Afjs/Afjs+1) — GPa(AgS, AG ).

From (14), by using Proposition 3, we obtain

V2
£ =g e < (I = &lleo + 5 [18F° = Ao
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Now, applying Proposition 4, we obtain

{c/ﬁ

||fs+l_g5+1||oo < ||fs—gs||oo—|—?BSHAJCO—AgOHmI (15)

k
with B = % + %. Applying the same reduction as in (15) recursively, we reach

s+1_ s+l 0_ 0 V2 & i A g0 0
1 =8 e < If *g||w+?(ZB)HAf — A8 oo

i=0

Taking into account the fact that y3_ B = 1 + 274%, and [|Af0 — AQ0|eo < 4[f° —

17 =8 oo < CIIf° = 8°l]eo,

¢°| |0, We finally obtain

: 242

withC =1+ 292 O

Remark 3. In [6], the authors prove a similar theorem for the PPH subdivision scheme following
similar arquments, and a stability constant Cppy = 9 is obtained, which is larger than the value of
C = 5.8284 obtained from Theorem 2 for k = 2 or C = 4.4048 for k = 3. In the limit, when k grows
to infinity, we obtain C = 3. The practical importance of having a smaller stability constant lies in
the fact that, in order to ensure a prescribed tolerance € in the final error, one can use approximated
input data with & error. Therefore, there is more flexibility to ensure the required precision.

Numerical Test

Let us consider the function f(x) defined in the interval [0, 1] and given by

_ [ sin(27x), ifx <1,
fx) = { —10 —sin (27x), ifx > 1. (16)

We consider the set of initial data given by the point value discretization of the function

f(x) in 20 equally spaced points; that is, f? := f(x;), x; = 15,i = 0,...,19. Our purpose

is to see the result of applying linear and nonlinear subdivision schemes in the presence

of a jump discontinuity and also to compare the approximation of the limit function

with perturbed data ¢° and estimate the stability constant given in Theorem 2 simply by
computing,

co Hferl _gs+1||oo

=gl {17

after s + 1 = 15 levels of subdivision.

We have implemented random perturbations of the original data with the maximum
absolute values A = 0.1, A = 0.05 and A = 0.001. Then, we have computed the stability
constant indicated in (17) for the three subdivision schemes considered; that is, Cpp, Cppy
and Cgp, respectively. The obtained estimations are given in Table 1. It can be seen that, in
practice, the three methods behave in a very stable way, and that the stability constants
are normally much smaller than the theoretical estimates. However, we want to point out
that the bound given in Theorem 2 is sharper than the one obtained for the PPH method.
We also see that the larger the k, the better the estimation and the adaption to the expected
reproduction of the original function around the jump discontinuity. It is also interesting to
observe how the nonlinear subdivision schemes define the area around the discontinuity
better, while the linear counterpart generates undesirable effects in this zone; see Figure 1.
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Table 1. Estimations of the stability constant in Theorem 2 for the DD, PPH and GP subdivision
schemes after 15 levels of subdivision.

A DD PPH GPyp GP;3)
0.1 1.0393 1.0310 1.0205 1.0141
0.05 1.0011 1.0057 1.0047 1.0038
0.001 1.0184 1.0140 1.0103 1.0073

12 : .
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04

05 06 07 08 09 1

Figure 1. Limit functions obtained with 16 levels of subdivision from the original data f* and their
perturbed version ¢¥ with a random perturbation of size A = 0.1. (Top-left): Original function in
black—initial data f° in blue circles and perturbed data g° in red asterisks. (Top-right): Subdivision
using DD. (Bottom-left): Subdivision using PPH. (Bottom-right): Subdivision using GPy , with k = 2.

The subdivision for the original data is shown with the blue solid line, and that for the perturbed
data with the red broken line.

Remark 4. The GPy ), means may require arithmetic with variable precision for larger values
of k, and the computational time also grows considerably with k, which needs to be taken into
account. Therefore, a balance between these points must be considered depending on the application.
The theoretical simplicity of the proofs using this GPy , in the schemes is undeniable, which in some
cases may allow for theoretical results that are much more difficult or even not possible to obtain
for other means—see, for example, the work presented in [4], where the authors do not reach any

theoretical results regarding stability due to the difficulty of obtaining a contraction property for
the finite differences, as achieved in Proposition 4 for the mean GPy .

5. Conclusions and Perspectives

We have presented a new family of means. Some important applications require
means that satisfy some remarkable properties that are achieved by this specific family,
as has been theoretically proven. More precisely, we have shown that these means can be
bounded by a constant times the minimum of the two arguments, with the possibility of
choosing a member of the family with a constant that is larger than 1 but as close to 1 as



Mathematics 2021, 9, 925 12 of 12

needed. We have shown the existence of similar constants for the Lipchitz property. We
have also proven a property regarding the approximation order p to the arithmetic mean.

We have commented about the possibility of applying the new means in several
applications, and in particular, we have two main applications in mind: the first is to design
high-order reconstruction methods allowing for stability theory, inner subdivision and
multiresolution schemes, improving on the work of [4]; the second is the substitution of
the power-p means for the generalized power means as limiters into the schemes in [1]
for hyperbolic conservation laws. Finally, we have given a particular application as an
example of how easy the theory becomes thanks to the nearer-unity constants given in
the presented propositions. In this particular example, we can also observe the adaption
properties attained by the presented subdivision scheme.
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