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Abstract

Pipeline systems play an essential role in the oil industry. These systems connect ports, oil fields,
refineries, and consumer markets[104]. Pipelines covering long distances require pumping
stations, where products are propelled to the next pumping station, refinery, or deposit terminal,
thus traveling through most of the country. The product considered in this research work is
crude oil. It is usually transported with a combination of crude oil with viscosity reducers (DRA,
drag reducer agent) and oil with gas in onshore/offshore pipelines. This mode of transport
is efficient for large quantities and large product shipment distances. Problems may arrive
when a leak occurs. In major incidents, large scale damage to humans and the environment is
possible. Then, this research addresses the problem of how to detect the leak earlier to reduce
the impact in the surrounding areas and economic losses, considering five research topics taking
into account that the products inside the pipeline are water-glycerol and gas-glycerol mixtures
(simulating oil-DRA and oil-gas in the laboratory test apparatus).

The first research topic presents a mathematical model to describe the flow of a mixture of
water and glycerol in pressurized horizontal pipelines, which emulates the mixture of heavy oil
and a viscosity reducer. The model is based on the mass and momentum conservation principles
and empirical correlations for the mixture’s density and viscosity. The set of partial differential
equations is solved using finite differences. These equations were implemented in a computer
platform to be able to simulate a system. This simulation platform is a tool to simulate leak
cases for different fractions of water and glycerol to evaluate algorithms for leak detection and
localization before their implementation in a laboratory setting.

In the literature, mathematical models for detecting leaks in pipes are observed. Still,
considering a single working fluid [101] [155] [75] [158], water [82], a viscous fluid [96], gas
[96], [120], or even the transport of product in a pipeline in batches [22], [113], work has also
been carried out to determine the volume and length of contamination between products in
the case of batch shipping in a pipeline [1], [96]. However a mixture of a highly viscous fluid
with a low viscosity fluid (which represents the multiphase behavior of crude oil in pipelines



ii

[60]) has not been taken into account when developing the mathematical model focused on leak
detection.

Today, several leak detection and localization methods are based on the calculation of
the pressure gradient [79]. The second research topic presents an experimental methodology
to calculate the leak in a pipe with a curved section making a pressure gradient adjustment,
simulating leak cases for different fractions of water and glycerol, in order to improve the model
prediction (from the first research topic) for the case when there is a pipeline with a U-shaped
segment.

The second research topic also includes additional work on air-glycerol mixtures. The
pressure gradient for the air-glycerol mixture along the laboratory piping system was analyzed,
taking into account different combinations of liquid and air mass flow rates, which were
experimentally tested.

The third research topic considers only air-glycerol mixture (with different mass flow rate
combinations) because the gas-oil behavior can damage the pipe integrity due to vibrations,
chronic fatigue, corrosion processes, and enhanced by high intermittent pressures, severe
slugging. In this way, it is important to develop slug prediction models and characterization
of dynamic behavior from gas-oil mixtures to achieve better leak detection systems and more
reliable pumping systems. Then, pressure signals from a high-viscosity, air-glycerol mixture
were characterized using statistical analysis and a slug prediction model was developed.

The fifth research topic shows a brief account of leak detection systems (with a taxonomy
organization which gives us a better comprehension of how works the different methods to
detect and locate pipeline leaks) and develops two leak diagnosis algorithms; one based on the
pressure gradient method (using the pressure levels and gradient angles measurements of the
sensors installed in the pipeline and trigonometric calculus to find the distance of the leak from
a determined sensor) and one based on the Kalman filter method (this algorithm uses only four
steps to estimate the real position of the leak with less than 0.1% of relative error), concluding
in this way all the research work.
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Chapter 1

Introduction

This chapter presents an introduction to allow for understanding the research background
and motivation. First, Colombia’s crude oil transportation context is addressed, showing
the oil infrastructure, comparing the world energy consumption by energy source and costs
associated with different means of oil transport. It additional illustrates Colombian operative
oil transport infrastructure and spills (section 1.1). Second, the statement of the problem is
presented. This includes negative impacts like damage to physical integrity and loss of human
life, environmental damage, and economic losses (showing some PHMSA statistics). These
negative impacts can be reduced by using early leak detection and location methods (section
1.2). Third, the state of the art in section 1.3 covers some works on early detection and location
of leaks methods (also showing a PHMSA data on pipeline leak detection form), high viscosity
liquid-liquid flow, and high viscosity liquid-gas flow. Fourth, the research groups or institutions
that support this doctoral thesis work are presented in section 1.4. Fifth, the research gap
presented in section 1.5 emphasizes the case for liquid-liquid flow analysis, the case for the
gas-liquid flow analysis, and finally addresses a pipeline maintenance mechanism developed
by Ecopetrol S.A. in Colombia. Also, it shows the research question regarding leak detection
and location systems. Next, the research work objectives are presented in section 1.6 and the
research methodology in section 1.7 through seven phases.

1.1 Context

Ecopetrol S.A. is the main and largest petroleum company in Colombia and was ranked as
the 313th from 2000 largest public companies in the world by Forbes 2020 Global 2000 [51],
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Fig. 1.1 Ecopetrol infraestructure

and it was ranked in 2012 as one of the four principal petroleum companies in America [119].
Ecopetrol’s oil infrastructure, as shown on its website [40] (Figure 1.1), has 5,476 km of
pipeline throughout the Colombian territory. However, problems may arrive when incidents
occur. On December 23, 2011, an explosion of a section of the Puerto Salgar-Cartago pipeline
of Ecopetrol S.A. left 32 dead and more than 80 injured in Dosquebradas (Risaralda). The
causes were attributed to lack of maintenance, which caused a leak that ended in tragedy [44].
In the same way, there are more examples in the country and the world. The negative impacts
of these incidents are damage to physical integrity, loss of human life, environmental damage,
and economic losses (explained in section 1.2). Therefore, pipeline integrity is critical, and the
oil companies are aware of it.

However, the negative impacts will persist because oil is one of the main energy sources, as
presented [28] in Figure 1.2 and pipeline infrastructure will remain a massive active. Even in
2040, the projection of energy consumption is still dominated by hydrocarbons. This further
reinforces the need to provide a safe and reliable means of transportation. However, the oil
industry uses different means of transport (maritime and land) for shipping hydrocarbons such
as; tankers, barges, rail cars, and pipelines [74]. It is worth mentioning that pipes are the
preferred means of transporting these products because they have a low cost of transport (Figure
1.3), low energy consumption, do not produce road congestion, do not produce noise, do not
produce atmospheric pollution, they are safe for humans. Pipeline transmission has a high



1.1 Context 3

Fig. 1.2 Energy consumption

degree of reliability and automation because its operation is continuous and not affected by the
weather [94].

1.1.1 Oil transport

Crude oil is formed from organic matter; phytoplankton, zooplankton, plant, and animal remains
deposited millions of years on layers of clay, mud, and sand inside the so-called "mother rocks"
[147], [41].

In Colombia, crude oil is classified as light, intermediate and heavy depending on API
(American Petroleum Institute) grades. Light crudes have more than 26 API degrees; intermedi-
ate crudes have between 20 and 26 API degrees, and heavy crudes with less than 20 degrees
API. Crude oil is also said to be "sweet" if it has less than 0.5 % sulfur and is said to be "sour"
if it has more than 1 % sulfur. Therefore, sweet and light crudes generate more products called
“whites” (for example, gasoline) and cause less pollution since less refining is required [41]. Oil
extraction also generates sediments, water, and natural gas, so the construction of production,
separation, and storage facilities is necessary. When the oil is separated from the sediments,
water, and gas, it is ready to be sent to the storage tanks, and pipelines [41]. For heavy crude oil
transmission, it is necessary to use a thinner to improve its viscosity condition and facilitate
its pumping in the pipeline [26], Therefore, a flow of two different liquid phases will occur.
According to the Colombian Ministry of Energy and Mine, resolution 72145 of 2014, crude oil
suitable for transportation is defined as:
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Fig. 1.3 Costs associated with different means of transport, taken from [94]

“It is understood that the hydrocarbon being transported must be inspected crude1 in
specifications for refining and free of external contaminants or chemical additives. However,
the carrier may accept thinners’ presence according to the characteristics of the mixture being
transported. The transporter will not be obliged to provide the transport service when the crude
oil presents characteristics that, under normal operating conditions, can significantly affect the
transport equipment or the efficiency of the operation, induce unsafe conditions or decrease the
quality of other crude oils that are transported by pipeline. The transporter will have the right to
refuse the transport of crude oil when it does not satisfy the minimum quality conditions in:

1. Salt boundary conditions, pour point, water, and sediments that may cause damage to
transport equipment or affect its operation.

2. Boundary conditions of density, viscosity, and water content that cause inefficiency in
operation.

3. Boundary conditions of temperature and vapor pressure that jeopardize the operation of
transportation through the pipeline.

4. Boundary conditions of content of metallic contaminants or sulfur that decrease the
mixture’s commercial value. "

1The inspected crude oil is that which has been separated from water, gas, and sediment, has been treated,
rested, measured in inspection facilities and approved by Ministry of Mines and Energy.
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Fig. 1.4 Colombia’s oil spills

Therefore, the previous resolution allows the transport of crude oil with a thinner. In the
case of oil fields or product extraction, there will also be gas in the pipeline, which indicates that
there will be two phases in the products to be transported through pipes. Either liquid-liquid
flow or gas-liquid flow. But even with all the normative, problems may arrive when a leak
occurs.

1.1.2 Oil spills

In Colombia, 3.7 million barrels of crude oil (equivalent to 20,182 trucks) have been spilled
in the last 38 years due to attacks (2,745 attacks), and incidents in Ecopetrol’s operation. On
March 2nd, 2018, 550 barrels of oil were spilled in the Lizama, and Caño Muerto streams,
approximately 3 trucks, 6,001 trees were contaminated, 2,442 animals died, and most of the fish
[69]. The streams of crude oil and mud affected the township of La Fortuna in Barrancabermeja,
since the bad smells and headache it caused to its inhabitants made it uninhabitable. The
National Agency for Environmental Licenses said that the ecosystem will take more than 20
years to recovered according to expert estimates [14]. Figure 1.4 shows that between 2009 and
2017, the number of spills due to attacks was greater. However, the amount of 28,047 barrels
of oil (153 trucks full of oil) spilled due to incidents and operation is considerably large. The
environmental damage, whatever the cause, will always be an invaluable loss.
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1.2 Impact of leaks on pipes

This section addresses the negative impacts of early detection and location of leaks. The Table
1.1 summarizes the possible causes of pipeline oil spills and the negative effects associated with
this problem. Pipeline integrity plays an important role in the spill causes related to aging of the
pipe, installation failures (Here can be associated the pumping systems), landslides, and even
the clandestine shots and terrorist attacks. All they have a very negative impact, and this section
focuses on it. Early detection and location of leaks are briefly addressed in the section 1.3 and a
more detailed review of leak detection systems is developed in the chapter 5.

Table 1.1 Pipeline issues

Possible causes of spills Negative impacts Problem
Aging of the pipes Damage to physical integrity
Installation failures and loss of human life
Landslide Environmental damage Early detection and location of leaks
Clandestine shots
Terrorist attacks Economic losses

1.2.1 Damage to physical integrity and loss of human life

From the point of view of the human health, it is necessary to observe the components of oil
that directly affect human health to understand its seriousness. Four hydrocarbon molecules
are established called hydrocarbon series [34]. Each molecule in the series can vary from one
crude oil to another, thus modifying the physical properties of each crude oil. For this reason
the extracted oil differs from one place to another. Table 1.2 below, showing the common
percentage by weight of each hydrocarbon molecule type.

Table 1.2 Hydrocarbon molecules types

Hydrocarbon Percentage by Weight Percentage Rank
Paraffin 30 15 to 60
Cycloalkanes 49 30 to 60
Aromatic 15 3 to 30
Asphaltenes 6 The rest

As mentioned previously, the various crudes have different chemical compounds; however,
the main part may have polycyclic aromatic hydrocarbons (PAH), which are much more toxic
than the other components. Benzene is formed from these components, and it is carcinogenic;
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there [117]. According to the Agency for Toxic Substances and Disease Registry (ATSDR)
[142] there are more than 100 different classes of PAH’s. Table 1.3 shows that these substances
can be found in crude oil, coal, tar or pitch, creosote, plastics, inks, pesticides. They can also
form with incomplete incineration of coal, oil, gas, wood, garbage, and organic substances
such as tobacco and charcoal-grilled meat. These substances exist as colorless, white, or pale
yellow-green solids and have a slight pleasant odor. They can also be found in the air attached
to dust particles or as solids in soils or sediments and also in water and cause tumors, cancer,
reproductive problems, congenital disabilities, decreased bodyweight, harmful effects on the
skin, body fluids, and immune system when breathed, eaten or in contact with the skin. For this
reason, they are on the list of national priorities (NLP) of the Environmental Protection Agency
(EPA) and the U.S. Department of Health and Human Services. This is way petroleum products
transported in pipelines are very harmful to humans.

Table 1.3 Damage to physical integrity

Cause It can be found in
Cancer crude oil, coal, tar, pitch, creosote, plastics, inks, pesticides
reproductive problems incomplete incineration of coal, oil, gas, wood, garbage.
congenital disabilities Tobacco and charcoal-grilled meat
decreased body weight Colorless, white, or pale yellow-green solids with a mild, pleasant odor
harmful effects on the skin, body fluids dust particles or as solids in soils or sediments and also in water
and the immune system

1.2.2 Environmental damage

Crude oil and its by-products can be released into the environment due to ship transport,
offshore/onshore exploration, production, and pipeline transportation, as reported in [2] and
shown in the Figure 1.5. According to [57], oil spills are among the most serious environmental
damages, affecting soils, rivers, seas, flora, fauna, and all biodiversity. The impacts of crude oil
have an effect of decades or even centuries. If the ecosystem is dynamic and the spill is not
huge, it may take 10-20 years for the ecosystem to recover; in other cases, it may take up to a
century [117].

When an oil spill occurs, many animals die, aquatic, terrestrial and aerial, and even the
microorganisms that fertilize the soil die. It is necessary to remove the vegetation and the
part of the soil that came into contact to decontaminate. The surrounding communities that
live from hunting, fishing, or agriculture are affected [43]. In general terms, these pollutants
affect the soil’s chemical and physical composition, causing loss of fertility, contaminating
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Fig. 1.5 World oil spills

groundwater or aquifers, contaminating the air due to the effect of evaporation and odors that it
emits, changing the entire ecosystem and generating displacement of communities [2], [102],
[48].

In marine ecosystems, algae are affected, thus affecting herbivorous species that feed from
them. When herbivorous are affected carnivorous species that feed on such herbivorous will
also be affected. For this reason species such as salmon, tuna, and sharks accumulate the largest
amount of toxic substances, and hence such contamination is transmitted to humans [117]. Ten
years after the Exxon Valdez spill, it was discovered in a study that fish and clams marketed in
the sector were still exposed to residual hydrocarbons in the environment [76]. A subsequent
study, seventeen years after the spill in question, showed that there is still residual contamination
from the incident [8]. As popular as the Exxon Valdez spill is, it is not in the top five of global
oil spills. Therefore we can only imagine how long the impact from oil spills during the Gulf
War (Figure 1.5) will be present in nature.
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1.2.3 Economic losses

The U.S. Department of Transportation Pipeline and Hazardous Materials Safety Administration
(PHMSA) [144] presents some useful data;

Table 1.4 Pipeline incidents PHMSA

Year Incident number Fatalities Injuries Total cost reported
2000 380 38 81 $191.822.840
2001 341 7 61 $63.092.462
2002 642 12 49 $102.167.588
2003 670 12 71 $139.044.004
2004 671 23 60 $267.836.502
2005 719 17 47 $1.245.463.189
2006 639 21 36 $151.983.767
2007 610 15 49 $153.772.432
2008 659 8 56 $564.830.840
2009 627 13 64 $179.070.183
2010 586 22 108 $1.081.366.995
2011 588 13 55 $275.055.391
2012 571 12 57 $146.330.914
2013 617 9 44 $279.510.525
2014 706 19 95 $189.056.111
2015 712 11 48 $257.235.089
2016 632 16 87 $213.775.998
2017 647 20 36 $165.211.124
2018 634 7 79 $213.891.948
2019 657 11 36 $160.610.942
Total 12.308 306 1.219 $6.041.128.844

Table 1.4 shows the number of incidents, including damage and deaths, from 2000 to 2019,
considering the transport of dangerous liquids and gas. In total, 306 fatalities, 1.219 injuries,
and a total cost in dollars of $6.041.128.844 are observed, which lead’s to an average cost by
incident of $490.829. The costs and incidents in the Table 1.4 are detailed by year in the Figure
1.6 where the incident count remains at an average between 500 and 600 per year. The annual
total cost associated with the spills remains at an average of $300.000.000 million dollars per
year.

Considering now only hazardous liquids, the PHMSA reports in Table 1.5 a total of 7.314
incidents with 29 fatalities, 81 damages, $3.988.888,501 in associated costs, and 1.850.083
barrels spilled, which are close to 2.103.710 barrels of the fifth largest spill (Figure 1.5) of the
collision of the SS Atlantic Empress tanker with the Aegean Captain tanker near the island of
Tobago on July 19, 1979. Also, the property damage and barrels spilled by year are shown in



10 Introduction

Table 1.5 Pipeline incidents with dangerous liquids PHMSA

Year Incident number Fatalities Injuries Total cost reported Barrels Spilled
2000 146 1 4 $150.555.745 108.652
2001 130 0 10 $25.346.751 98.348
2002 458 1 0 $51.648.517 97.253
2003 432 0 5 $67.403.035 81.300
2004 377 5 16 $166.021.004 89.311
2005 369 2 2 $306.454.691 138.095
2006 354 0 2 $75.120.324 137.693
2007 332 4 10 $60.493.450 95.600
2008 376 2 2 $148.290.329 102.388
2009 342 4 4 $74.169.877 55.014
2010 350 1 3 $1.075.193.990 100.558
2011 344 0 1 $273.527.447 89.110
2012 366 3 4 $145.477.426 45.884
2013 400 1 6 $278.605.240 117.464
2014 455 0 0 $141.021.610 48.383
2015 460 1 0 $256.251.180 102.226
2016 420 3 9 $212.131.607 86.135
2017 415 1 1 $163.284.351 89.700
2018 405 0 2 $159.478.761 108.300
2019 383 0 0 $158.413.166 58.668
Total 7.314 29 81 $3.988.888.501 1.850.083

the Figure 1.7 where the property damage remains on average less than $200.000.000, except
for the year 2010, the data reported by PHMSA does not include the incident of Deepwater
horizon (the year 2010) because it was a dynamically positioned, semi-submersible offshore
drilling rig, there was no transportation of crude by pipeline, but the problem was directly on
the extraction work, due to this the data of barrels spilled in Table 1.5 and Figure 1.7 do not
show the big spill of Deepwater horizon in the Figure 1.5. The spilled barrels remain on average
between 80.000 and 100.000 approximately. In this way, taking all the information about the
economic losses, it is possible to understand that human health and the environment are affected.
Still, the total cost associated with spills and even property damage is huge.

1.3 State of art

This section presents a review for three components relevant to the research work: detection
and location of pipeline leaks, high viscosity liquid-liquid flow, and high viscosity liquid-gas
flow. It will briefly describe the detection and location of pipeline leak methods, and show
statistical information about pipeline leak detection mechanisms. It will also show some works
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Fig. 1.6 Pipeline incidents

Fig. 1.7 Pipeline incidents with dangerous liquids
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on liquid-liquid flow topics taking into account glycerol in laboratory experiments. Finally,
this section ends with a brief review of the literature on high viscosity liquid-gas flow of some
recent works from 2017 to 2020.

1.3.1 Early detection and location of leaks

Leak detection has two related approaches in the literature; the internal focus and the external
focus [62]. However, literature also reports a third approach that combines the previous two in
a hybrid design [121], [143];

Internal approach: It is based on volume or mass balance methods, pressure point analysis,
statistical systems, real-time transient model (RTTM), and extended RTTM.

External Focus: It is based on external implementation hardware such as impedance
change sensors, capacitive volume sensor, fiber optic, acoustic sensor, infrared sensors for
image processing.

Mixed approach: It results from a combination of the previous two, so there could be an
acoustic sensor and it relates its analysis to pressure and volume or mass balance.

However, given current technological and scientific progress, it has not been possible to
increase the remote detection rates, as identified in the Figure 1.8. Data gathered from the
U.S. Department of Transportation Pipeline and Hazardous Materials Safety Administration
(PHMSA) [144] shows that only 8.7 % pipeline spills between the years 2010 to 2019 were
identified with a leak detection system, while 63.6 % and 9.1 % of the spills were detected by
workers at the site or notification from public. This research work aims to reduce (in a future)
the gap that exists in terms of pipeline leak detection systems (specifically described in section
1.5) because it can be used to design better pipeline leak detection systems for two phase flow
like liquid-liquid flow or air-liquid flow or it can be used to design better pumping systems
taking into account the behavior of the two phase flow described here.

1.3.2 High viscosity liquid-liquid flow

Glycerol is used in many applications, such as in the textile, food, and chemical industries [106];
but the most popular use of glycerol is in the fabrication of personal care products. Glycerol is
also used in laboratory research because it is cheap and non-toxic [151]. In particular, glycerol-
water mixtures are commonly used for experimental investigation of flows within a wide range
of Reynolds numbers because their viscosity can be adapted by changing the mixture’s glycerol
fraction [32]. Also, the similarity of the viscosity of pure glycerol (∼ 1.5 Pa.s) and extra-heavy
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Fig. 1.8 Pipeline leak identifiers
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crude (∼ 1 Pa.s) provides the possibility to perform laboratory experiments for the study of
extra-heavy oils safely.

The study of extra-heavy oils is significant in the petroleum industry because of the enor-
mous increase in oil demand and the progressive exhaustion of low-viscosity oil reservoirs.
Nevertheless, production, distribution, transport, blending, and the conditioning process of such
crude oils are technological challenges due to their very high viscosity [35]. In particular, heavy
and extra-heavy crude oils through pipelines from the head-well to the refinery are difficult to
transport due to the crude’s low mobility and fluency.

An alternative to improve the heavy crude oils’ mobility consists of reducing friction
between the pipeline and the heavy oil using substances that reduce drag inside the pipe [26].
The quantities required to reduce pipeline transportation viscosity depend on several factors such
as the pipeline facilities’ energy consumption capabilities or the pipeline design specifications.
Therefore, these quantities are different for each case.

Once a viscosity reducer is used, and the oil can be transported through pipelines, it is
subject to the same hazards and disturbances as light and medium oils during transport: leaks,
blockages, or thefts. For this reason, it is important to develop algorithms to detect and localize
faults in pipelines that transport heavy oils with the viscosity altered by drag reducing agents
(DRA). In this respect, various contributions have been presented to numerically study oil flows
in pipelines with a leak (e.g. [84, 131, 37, 105]). These contributions provide a great insight
into the overall leak detection and permit the development of leak detection techniques and
their evaluation before an experimental validation.

1.3.3 High viscosity liquid-gas flow

The offshore pipelines transport heavy-oil and natural gas. Then, the study of high viscosity
liquid-gas flow is essential because this affects the pipelines due to pressure drop, intermittent
flow, chronic fatigue, internal corrosion, vibrations, etc. This oil-gas behavior can damage the
pipeline integrity leading to a pipeline failure or leak, affecting the general transport operation.
This research work presents an additional topic on air-glycerin characterization and slugs
prediction to achieve better pipeline operation and leak detection systems.

A brief survey of the literature review shows some recent works from 2017 to 2020. The
authors [157] make a critical review from 157 papers, and 3947 published experimental data
points for gas-liquid flow maps taking into account only vertical pipes and annuli. They consider
the pipe geometry and measurement techniques (identifying flow regimes like; annular, slug,
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bubble, and churn), the authors presents an outlook of research needs and developments in the
prediction of gas-liquid flow only in vertical geometries. The authors also [114] developed a
review on slug dynamical modeling, detection, analysis, and elimination in offshore Oil and
Gas Exploration and Production(E&P) processes. The authors state the actual anti-slug methods
have robustness problems, there is a risk of reducing the production, and the slug challenges
will be more severe for a longer vertical riser in the future of deepwater E&P.

In [12] the authors show that liquid viscosity has a high impact on slug length. They carried
out an experiment with air-water and air-oil mixtures with nominal viscosities ranging from
1.0 to 5.5Pa.s. They took measurements with two fast sampling gamma densitometers with a
frequency of 250 Hz and developed a slug length correlation using dimensional analysis.

A model for slug bubble velocity in high viscosity slug flow was developed by [17]. The
authors consider 241 experiments developed in a horizontal pipe of 15m length with 57 mm
of diameter with three different liquids with viscosities from 240 to 730 cP. The measured
parameters were pressure drop, slug length, liquid holdup, and bubble velocities.

In [10] the authors carried out an experimental investigation estimating the slug liquid
holdup and concluded that it varies directly with viscosity and inversely with the gas input
fraction. The experiments were performed in two pipelines of 5.5m and 17m with diameters
of 0.0254m and 0.0762m. The viscosities of the liquid varies from 0.189 to 8.0 Pa.s. The
measurements were performed by Electrical Capacitance Tomography. The authors in [154]
calculated the wavelength, height, and speed of propagation in a gas-liquid flow in horizontal
pipe with high pressure (2MPa). Also, they calculated the gas-wall, liquid-wall, and interfacial
friction factors making some correlations, they analyzed the pressure drop too.

The more recent experiments were developed by [85] identifying bubble entrainment
mechanism, bubble trajectories, and bubble loss from slug body using a high-speed camera
(HSC) and particle image velocimetry (PIV) in an 18.9 m long with 50.8mm diameter pipe.
The experiment takes into account High viscosity liquid-air two flow. The authors state the slug
aeration mechanism proposed can be used to develop proper slug liquid holdup models.

1.4 Research background

The UREMA research group from Universidad del Norte supports this Doctoral work. This
group intends to create a structure that allows production and service companies to carry out
various energy studies, such as eco-audits, joint research projects, and evaluations. These are
reflected in an increase in energy efficiency and, consequently, in an increase in productivity. It
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also seeks to design energy-environmental training plans for the region’s inhabitants, due to the
large percentage of energy consumption in the commercial, residential sector in Colombia, and
to emphasize and disseminate alternative energies like wind, solar, and biomass. The group
research lines are;

• Biofuels

• Bioprocesses

• Industrial process control

• Energy conversion

The following works that support the research experience in piping systems are reported at
the Universidad del Norte, as shown in the Table 1.6.

Table 1.6 Related research at Universidad del Norte

Thesis Name Type of Thesis – Year
Diseño de una arquitectura de supervisión de tuberías de
transporte de gases no condensables para el diagnóstico de fugas Master Thesis – 2019
Liquid Transport Pipeline Monitoring Architecture Based on
State Estimators for Leak Detection and Location Doctoral thesis – 2018
Detección de fallas en líneas de transporte de gas natural
mediante redundancia analítica de modelos Doctoral thesis - 2015

This work is also supported by the Universidad Nacional Autónoma de México (UNAM)
engineering institute in Mexico City, founded in 1956. The Engineering Institute of UNAM
(IIUNAM) is the engineering research center with the longest tradition and prestige in Mexico. It
has generated knowledge and has developed quality, original, useful and competitive procedures
and technologies applied in large part of Mexico’s infrastructure. He is also committed to
training high-quality engineers and researchers in engineering. IIUNAM is a community made
up of approximately 950 people, of which more than 200 are academics, with a similar number
of workers and administrative personnel.

On the other hand, the Institute receives about 550 scholarship holders each semester who
carry out thesis work for bachelor’s, master’s, and / or doctorates. Its facilities within Ciudad
Universitaria in Mexico City occupy 18 buildings distributed along 20,000 square meters built
between laboratories, classrooms, cubicles, offices, workshops, and outdoor spaces.

IIUNAM has two academic units in the province, one in Juriquilla, Querétaro, and another,
in Sisal, Yucatán. The Engineering Institute is a high-level specialist engineering consultant
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for the public and private sectors. It maintains a solid relationship and holds agreements of
great importance every year. In the Hydrocarbons’ context, special attention has been paid to
the training of human resources in petroleum engineering and disseminating the results of their
research, contributing to the development of the country and society’s well-being.

The university has undergraduate, master, and doctoral programs in petroleum engineering,
electronic engineering, electrical engineering, mechanical engineering, and other professional
programs that enrich the multidisciplinary work. With research lines related to this work as
shown in the Table 1.7

Table 1.7 UNAM research lines

Research line Professor
· Fluid dynamics
· Multiphase flows Ph.D. Arturo Palacio Pérez
· Automatic fault diagnosis in dynamic systems
· Fault-tolerant control of dynamic processes
· Automatic location of leaks in pipelines Ph.D. Cristina Verde Rodarte
· Automatic fault diagnosis
· Structural monitoring of pipelines
· Supervision of fluid transport and distribution systems Ph.D. Lizeth Torres Ortíz
· Computational fluid dynamics
· Turbulence Ph.D. William Vicente Rodríguez
· Crude characterization Ph.D. Edgar Ramírez Jaramillo
· Multiphase flows in transport systems
· Heat transfer in transport systems Ph.D. José Enrique Guzmán Vázquez

1.5 Research gap and problem statement

In the liquid-liquid flow case, there is a dynamic of the flows in the pipeline (where one will
be the liquid phase of heavy crude oil and the other liquid phase will be the thinner) that to
date remains not entirely understood [68]. There is a complex interaction between two liquid
phases where there is a wide range of possible flow regimes due to interfacial forces, wetting
characteristics, phase inversion and turbulence and which depend on the properties of the fluid
(density, viscosity, interfacial tension), velocities flow and pipe characteristics. Two liquid phase
flow can also be classified into two categories; separate flows and mixed flows. Separate flows
are associated with the existence of two continuous fluid layers on each side of an interface that
can be smooth or wavy, while mixed flows are more complex due to the appearance of drops
from one phase to another [68]. As observed in Figure 1.9, for the case of water and oil there
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Fig. 1.9 Flow pattern in horizontal pipes, taken from [140]

are six flow patterns in horizontal pipes as established by the authors in [140]: (1) stratified
flow, (2) stratified flow with mixing at the interface, (3) dispersion of oil in water and water, (4)
oil-in-water emulsion, (5) water-in-oil and oil-in-water dispersions and (6) water emulsion in
oil. In the framework of such dynamics between two liquids of different viscosity, this doctoral
thesis work intends to integrate such behavior into a leak detection system based, taking into
account the work carried out in [79] where the working fluid was only water.

In the context of gas-liquid flow, this phenomenon occurs in many stages of oil and gas
production systems. It can be found, for example, in offshore and onshore pipelines [42]. This
two-phase flow class is susceptible to damages such as pressure drops greater than in single-
phase flow, erosion, and corrosion because of high velocities and other mechanical problems.
Therefore, the study of two-phase flows is essential to develop cutting-edge technology that
helps keep pipelines safe. A careful investigation of the world’s oil reserves data reveals that
heavy oils represent 70% of the world’s existing reserves. They frequently come with gas in
production, distribution, and transport, so it is crucial to know the oil-gas flow behavior to
develop better processes [127]. The authors also state the conclusions of experimental results
obtained from most of the literature review are: (1) the transitions of flow pattern depend on
liquid viscosity and (2) the models have a poor performance when the liquid phase has a high
viscosity fluid, such as 100mPa.s to 10,000 mPa.s.
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In particular, some problems occur during the heavy oil management: severe slugging,
pressure pulses, and pipe vibrations causing fatigue and damage, taking into account failure
in pipe structure, gas leak, oil spill, equipment failure, stop operations, negative impact on
the environment and economy. Such problems require then characterizations and models that
improve the prediction of flow regimes, pressure drops, and dynamical patterns of the flow [23].

The predominant gas-heavy oil flow pattern found in most oil fields is intermittent flow,
which can be defined as a liquid slugs and gas bubbles sequence [64]. This sequence leads to
an intrinsically unsteady flow condition, even in steady-state, which poses difficult problems
for its characterization and prediction. The intermittent flow regime is usually divided into two
sub-regimes: the plug flow or flow with elongated bubbles, in which the slugs do not carry
gas, and the slug flow, in which the slugs carry many gas bubbles [19]. The intermittent flow
parameters usually investigated are the slug body liquid holdup, the slug frequency, and the
slug length, particularly for high-viscosity flows. It has been found, for instance, that the slug
frequency increases, and the slug length decrease when the viscosity increases [24, 55, 56]. In
the same way, other features are particular of high-viscosity slugs. However, even when there
is an obvious necessity for extensive investigation on the intermittent flow of high-viscosity
fluids, the number of publications dealing with mixtures where the liquid phase has a dynamic
viscosity above 1 Pa.s is still minimal [13].

At present in Colombia context, as a result of the tragedy that occurred in Dosquebradas
(Risaralda), Ecopetrol has implemented a system of visual and geotechnical inspection of the
pipelines, as the main part of its pipeline maintenance mechanism, and has a system for the
detection of leaks in its pipelines. Still, the concern remains if it is adapted for mixtures of
fluids, types of crude oil, or emulsions, the margin of error in terms of leak location, location
time, and sensitivity to the level of leakage is unknown. Then, the real research problem is the
early pipeline leak detection. Given the negative impact generated by an oil spill, we must ask
ourselves the following research question:

How is it possible to remotely detect leaks earlier, taking into account the two phase
flow behavior in crude oil pipeline transmission, to reduce the spill’s negative impact in
the surrounding areas?

1.6 Objectives

Taking into account the research question in previous section, then, this research work have the
following objectives;
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Fig. 1.10 pipeline inspection

1.6.1 Main objective

• Design a supervision architecture for pipelines transporting a binary liquid mixture
composed of a high-viscosity liquid and a low-viscosity liquid that incorporates a state
estimator for system’s characterization and early detection and location of leaks.

1.6.2 Specific objectives

• Define a model for transporting a liquid-liquid mixture (low - high viscosity) through
pipelines. Taking into account the particular behavior of each fluid.

• Develop a parametric identification algorithm based on a state estimator that allows
characterizing the transportation system.

• Develop a strategy based on a state estimator for detecting leaks in pipelines that transport
a binary liquid mixture composed of a high-viscosity liquid and a low-viscosity liquid.

• Design experiment plans to detect and locate leaks, taking into account the particular and
joint characteristics of each substance.

• Validate the algorithm developed in relevant transport environments of a binary liquid
mixture composed of a high-viscosity liquid and a low-viscosity liquid.

1.7 Methodology

To achieve the correct achievement of the objectives, the work has been divided into phases
according to the work breakdown methodology [70] WBS (Work Breakdown Structure) and
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basing the constitution and development of activities in project management, which is the
discipline that allows the organization and administration of resources in such a way that
objectives can be met within the defined scope, time and costs. In this sense, and as stated
by [115], the type of research is mixed because it collects, analyzes, and links qualitative and
quantitative data in a single research project.

In this sense, the proposed phases to achieve the satisfactory execution of the project are
presented below:

Phase I. State of the art: in this first stage, a study and bibliographic research were
carried out on high viscosity liquid-liquid flow in pipes, as well as for high-viscosity liquid-gas
flow in pipes. First, it was investigated the liquid-liquid flow and the characteristics of the
glycerin-water mixture, to lay the foundations for pressures and flow predictions. Next, it
was investigated air-liquid flow to understand the flow characteristics which affect the pump
operation and pipe integrity. This can be found in the chapter 1 and chapter 2 of this document.

Phase II. Analysis: the hypotheses were determined by applying the mass and momentum
conservation equations from [31] the mixture model [151] for water and glycerine in different
proportions. Next, an experimental program was designed to test pressures and flow from
algorithms considering the mixture case. This can be found in the chapter 2.

Phase III. Experimentation: once the second phase of the project has concluded, experi-
ments were carried out in the laboratory of multiphase flows to validate the algorithms. This
phase can be found in chapter 2. Within the doctoral internship, experiments were carried out
in the laboratory of the National Autonomous University of Mexico (UNAM) The laboratory
has the following characteristics. [33]

• Experimental testing section 60 m long with 8 in. Internal diameter pipe. Pumping system
for real crudes with a pumping capacity of 17 m3/h.

• Three systems of impedance computed tomography ERT and ECT for measuring volu-
metric fractions with real-time sampling. The system is 3 in. (0.076 m) internal diameter,
and allows the measurement of flows of two-phase or three-phase mixtures with gases,
liquids, and solids.

• Anton Paar PVT system for thermodynamic envelope measurement and SARA character-
ization of crude oils.

• Rheometer, chromatographs, surface tension gauges, and shear stress gauges.
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• Dehydrated and refrigerated air compression system, for continuous volumetric flows of
2,800 L/min at 21 bar.

• Back-up of compressed air with an independent 2 m3 tank, to produce flow peaks above
6,000 L/min at 21 bar.

• 3 m3 tanks for storage and handling of real crudes. Air regulation system for high and
low expenses.

Phase IV. Testing and adjustment stage: in this phase, tests, and adjustments were carried
out as follows:

• Obtain empirical relationships from the experimental results.

• Design leak diagnosis algorithms in liquid-liquid mixture flow in pipes.

This phase can be found developed through chapters 3, 4 and 5.
Phase V. Results and Conclusions: in this phase all the results obtained from the inves-

tigative and experimental work were organized. Analysis and conclusions were developed
to establish the dynamic behavior of high viscosity two phase flow (liquid-liquid, air-liquid).
Future work considers investigative continuity to positively impact Colombia, related to risk
and environmental management associated with spills caused by hydrocarbon leaks in pipelines
or a positive impact related to better operation systems in oil pipeline transport. This phase can
be found from chapter 2 to chapter 5, but there is a global revision of all the research work in
this document in the chapter 6.

Phase VI. Article and conference presentation: this is the phase where the work was
organized, and the research results were shown to the academic community. This phase was
organized according to the previous phases’ results, and it was worked in parallel, from the tests
carried out in phase three. The published articles are organized from each chapter; there are
two articles from chapter 2 and one article from chapter 3 and 4. Also, there is a conference
presentation from the chapter 2.

Phase VII. Final Report: all the results obtained were organized and the final report was
developed. This phase was fed with the results from previous phases, and the result is the
present document.



Chapter 2

Model for homogeneous mixtures

2.1 Introduction

This chapter proposes a model for the flow of a mixture of water and glycerol, emulating the
mix of heavy oil and DRA. The model’s principal goal is to run numerical simulations of several
leak cases for different water and glycerol fractions. Such numerical simulations will permit:
(a) the formulation of algorithms based on control and/or artificial intelligence for localizing
leaks in pipelines that transport fluids with high viscosity, (b) the evaluation of such algorithms
in a simulation environment before their evaluation in the laboratory tests, (c) the design of
experimental tests to assure their successful implementation and (d) the study of how the DRA
affect the detection and localization of leaks in pipelines that transport heavy oils.

The model is constituted by a couple of partial differential equations obtained from mass
and momentum balances, which are approximated by finite differences to get a numerical
solution. Moreover, the model is constituted by experimental formulas to compute the density
and the mixture’s dynamic viscosity. The model’s equations were programmed in MATLAB
for obtaining a numerical solution, which was compared with observations obtained from a
laboratory test.

Section 2.2 describes the apparatus used to perform experimental tests and how the data
was acquired. Section 2.3 presents the formulation of the mathematical model. Section 2.4
presents the formulation of the computational model (numerical simulator). Section 2.5 presents
the results of a comparison between experimental data and the predictions provided by the
numerical simulator. Section 2.6 presents some simulation results for three study cases, and
Section 2.7 provides some conclusions.
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2.2 Test apparatus and data acquisition

To evaluate the accuracy of the proposed mathematical model and program a simulator (a
computational model) from it, the characteristics of the flow loop shown in Figure 2.1 are
considered. Such a pipeline is located at Instituto de Ingeniería-UNAM, and it was built
to investigate the flow properties of liquid-liquid and liquid-air mixtures produced by high-
viscosity liquids such as heavy and extra heavy crude oils. The test section’s overall length is
54 m, which was constructed with schedule 80 steel tubes with an internal diameter of 0.0762
m (3 in) and absolute roughness around 4.6×10−5. A progressive cavity pump (Seepex Mod.
BN35-24, 40 HP) was installed to supply the liquid’s necessary flow rate into the test section.
This pump can deliver constant volume flow rates in the interval [0,4.7×10−3] m3/s. The test
section’s outlet is connected to a separator tank with an internal capacity of 1.5 m3 (Figure 2.2).
This separator tank is connected to the pump’s inlet to close the flow circuit.

The liquid inflow rate can be measured with an Endress-Hauser Coriolis meter: the Promass
83F80DN80 3” model, with an accuracy of 0.1% across the entire measuring range. Besides,
all the pressures can be measured with an array of conventional MEAS U5300 transducers
whose accuracy errors are less than 0.1% across the measuring range. Five pressure transducers
were placed along the experimental duct, labeled P1, P2, P3, P4, and P5. The distance between
each sensor is indicated at the bottom of Figure 2.1. The experiments developed in chapter
3 and chapter 4 use the twin-scroll Kaeser Aircenter SK.2 compressor, which supplied a dry
air constant mass for pressures within the interval [0.0 Pa, 1.6× 106 Pa](Figure 2.3), this
compressor was used for the glycerin-air mixtures. Also for chapter 4, the pressure sensor
configuration is shown in Figure 2.4

The dataset presented in this section was collected in a laboratory flow circuit designed
to investigate high-viscosity flows. The data set comprises 12000 samples (20 minutes of
measurements at 100 ms sampling time) of mass flow and pressure measurements taken at five
points along the pipeline. The first 3000 samples were recorded when the flow in the loop was
composed only of glycerol. The remaining data were acquired when the flow was composed
of a water–glycerol mixture. During data acquisition, two extractions were produced. The
research reported [111] uses 1600 samples of the data provided here. This section explains in
detail the experimental set-up and the principal instruments used for obtaining the dataset. The
dataset is in the form of seven columns: Time, Mass Flow, Pressure 1, Pressure 2, Pressure 3,
Pressure 4, Pressure 5, in supplementary Excel and Matlab files, which can be found in [112].
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Table 2.1 Specifications table

Subject Mechanical Engineering
Specific subject area Fluid mechanics
Type of data Excel files-Matlab files
How data were acquired 20 min of measurements (100 ms sampling time)

per data using: (1) Mass Flow Transducer (Endress-Hauser
Coriolis mass flowmeter, Promass 83F80DN80 3,
±0.1% Full-Scale error) (5) Pressure
Transducers (MEAS U5300, ±1% error)

Data format Raw
Parameters for data collection Before any preliminary test, electrical wires connections

were checked
Description of data collection A progressive cavity pump provides the energy necessary to

recirculate the liquid through the pipeline.
The inlet mass flow is measured, as well as
the pressure at five different points along the pipeline.

Data source location Institution: Universidad Nacional Autónoma de México
City: Mexico City
Country: Mexico

Data accessibility In this section
Related research article Noguera, J. F., Torres, L., Verde, C., Guzmán, E., Sanjuan, M.

Model for the flow of a water-glycerol mixture in
horizontal pipelines.
2019 4th Conference on Control and Fault-Tolerant
Systems (SysTol) (pp. 117–122).IEEExplore.
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Fig. 2.1 Laboratory test apparatus

Value of data and importance of experiments

The academic community can use the data presented here (found in [112]). These data are
valuable because the similarity in glycerol viscosity and extra-heavy crude allows researchers to
use the data provided here to evaluate models that describe the flow of extra-heavy crude. The
glycerol diluted with water emulates the mixture of extra-heavy oils with drag-reducing agents
(DRA), which are usually employed to reduce the pressure during the transport of extra-heavy
oils. For this reason, the data provided here can help researchers and practitioners to evaluate
prediction models involving DRA.

Also, in the experiments, a valve was used to emulate the appearance of leaks. Hence, the
data set can similarly validate leak diagnosis approaches, like [80], Because pressure and flow
data are reporting the variation when the valve is opened.

The dataset and experiments can benefit pipeline owners, operators, and researchers since
this can be used to validate pipeline dynamical models and improve the transport operation and
the accuracy of leak detection systems. The data can be used as inputs and outputs to validate
models that describe the flow of pure glycerol and the flow of water-glycerol in pressurized
horizontal pipes. This can be done only by separating the portions of the time series recorded
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Fig. 2.2 Discharge tanks

when only glycerol was flowing in the pipeline or when the aqueous glycerol was flowing. The
pressures are also taken at the beginning and the end of the curve section to help analyze the
glycerol flow behavior when circulating U-shaped sections.

Experimental design, materials, and methods

Figure 2.1 shows the pipeline utilized to perform experimental investigations. In the experiment,
the viscosity of pure glycerol was 0.460 Pa.s, and the viscosity of diluted glycerol was 0.007
Pa.s. The experiment process is described here next:

• The progressive cavity pump turns on at time t = 63.37 s, and it reaches a mean mass flow
of 6.26 kg/s of pure glycerol.

• Glycerol diluted with water was injected at time t = 321 s, in a proportion of 45% glycerol
and 55% water. The mass flow of diluted glycerol injected was 5% of the mass flow of
pure glycerin.
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Fig. 2.3 Air compressor

• At time t = 567 s, a leak, with a mass flow Q l = 0.0126 kg/s, was induced by opening a
valve located 10 m downstream from pressure sensor P3 ( Bottom of Figure 2.1 ). This
valve was closed at time t = 668 s.

• At time t = 779 s, the diluted glycerol injection was stopped.

• At time t = 1045s, a second leak, with a mass flow Q l = 0.0127 kg/s, was induced. In
this case, the valve was closed at time t = 1136s.

In Figure 2.5 are shown the measurements of the five pressure sensors (P1 to P5) and the
mass flow sensor at the pipeline inlet (Q1). Also, the Matlab file to plot the Figure is shared in
[112]
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Fig. 2.4 Laboratory test apparatus

2.3 Model for a water-glycerol mixture flow

The assumptions to formulate the model are the following:

(A1) The flow is one-dimensional.

(A2) The two fluids are well mixed.

(A3) Both fluids are slightly compressible.

(A4) Convective changes in velocity are negligible.

(A5) The cross-sectional area of the pipeline is constant.

(A6) The walls and both fluids are linearly elastic.

2.3.1 Governing equations

Considering the assumptions (A1)-(A5), the model comprises the following mass and momen-
tum conservation equations [81]:

Pt +
ρ(T )b2

Ar
Qz = 0 (2.1)
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Fig. 2.5 Laboratory pipeline mass flow and pressures
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Qt +
Ar

ρ
Pz +

f (Q,T )Q|Q|
2Arφ

= 0 (2.2)

where z and t are the spatial and time coordinates, respectively, P is static pressure (Pa),
Pz = ∂P/∂ z, Pt = ∂P/∂ t, Q is flow rate (m3/s), Qz = ∂Q/∂ z, Qt = ∂Q/∂ t, Ar is the cross-
sectional area of the pipeline, b is the sound velocity in a mixture of water and glycerol (m/s), φ

is the pipe internal diameter (m), g is the gravitational acceleration (m/s2), ρ is the density of
the mixture of water and glycerol (kg/m3) and f (Q,T ) is the friction factor, which depends on
Q and the mixture temperature T through the Reynolds number.

2.3.2 Friction computation

For calculating the friction factor, in the case of laminar flow, the model comprises the following
expression derived from the Hagen-Poiseuille equation:

f (Q,T ) =
64

Re(Q,T )
(2.3)

In the turbulent flow case, the model uses the Swamee-Jain equation, which is expressed as
follows [39], [78]:

f (Q,T ) =
0.25[

log
(

ε/φ

3.7 + 5.74
Re(Q,T )0.9

)]2 (2.4)

where ε is the roughness of the internal pipeline wall, Re(Q,T ) = Qφ/ν(T )Ar is the Reynolds
number, ν(T ) = µ(T )/ρ(T ) is the mixture kinematic viscosity, ρ(T ) is the mixture density
and µ(T ) is the mixture dynamic viscosity. These later parameters are calculated by using two
experimental formulas described in the following paragraphs.

Density of the water-glycerol mixture

To calculate the mixture density, the following experimental equation reported by [151] is used:

ρ(T ) = κ(T )

ρw(T )+
ρg(T )−ρw(T )

1+ ρg(T )
ρw(T )

(
1

wg
−1
)
 (2.5)

where wg ∈ [0,1] is the weight fraction of glycerol, T is the temperature (◦C), ρw(T ) is the
density of pure water (kg/m3), ρg(T ) is the density of pure glycerol (kg/m3), κ(T ) is the volume
contraction coefficient. The density of pure water and pure glycerol can be calculated by using
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the following formulas, respectively:

ρw(T ) = 1000

(
1−
∣∣∣∣T −3.98

615

∣∣∣∣1.71
)

(2.6)

ρg(T ) = (1273−0.612T ) (2.7)

where

κ(T ) = 1+A(T )sin
(
w1.31

g π
)0.81

(2.8)

A(T ) = 1.78×10−6T 2 −1.82×10−4T +1.41×10−2 (2.9)

Dynamic viscosity of a water-glycerol mixture

It is calculated by using the experimental formula proposed in [32], which is expressed as
follows:

µ(T ) = µg(T )e(A(T )α(T )) (2.10)

where µg(T ) is the glycerol dynamic viscosity (Pa·s), A(T ) denotes the relation factor between
the dynamic viscosities and α ∈ [0,1] is the weighting factor associated with the concentration
of glycerol. Such terms can be obtained through the following expressions:

µg(T ) = 12100e
(
(−1233+T )T

9900+70T

)
(2.11)

A(T ) = ln
(

µw(T )
µg(T )

)
(2.12)

α(T ) = 1−wg(T )+
γ(T )β (T )wg(T )(1−wg(T ))

γ(T )wg(T )+β (T )(1−wg(T ))
(2.13)

where µw(T ) is the water dynamic viscosity (Pa·s), γ(T ) and β (T ) are the coefficients of the
weighting factor. These parameters are calculated with the following experimental formulas:

µw(T ) = 1790e
(
(−1230−T )T
36100+360T

)
γ(T ) = 0.705−0.0017T (2.14)

β (T ) = (4.9+0.036T )γ(T )2.5
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2.4 Computational model

The computational model (or numerical simulator) presented in this work was implemented
to predict the mixture’s flow in a straight section of the pipeline shown in Figure 2.1 More
precisely is the segment is limited by the transducers P1 and P2. It means that the boundaries of
the spatial domain are the positions of these transducers: z = 0 (m) is P1 and z = L (m) is the
position of P2. The straight section’s length is L = 18 (m), as shown at the bottom of Figure 2.1.

For implementing the computational model and obtaining its numerical solution, a time-
varying flow rate, indicated as Qin, is used as the boundary condition at z = 0 (m). In contrast, a
pressure, denoted as Pout , is used as a boundary condition at z = L (m).

The first step towards the simulator implementation is the approximation of the spatial
derivatives (pressure and flow rate gradients) involved in equation (2.1) and equation (2.2) by
different quotients as follows [86]:

(Pz)i ≈
∆Pi

∆z
=

Pi+1 −Pi

∆z
(2.15)

(Qz)i ≈
∆Qi

∆z
,=

Qi+1 −Qi

∆z
(2.16)

where ∆z is the spatial step, which can be calculated as follows: ∆z = L/N, where N is the total
number of spatial steps (spatial differences).

By substituting the finite differences into equation (2.1) and equation (2.2), these become.

Pt +
ρ(T )b2

Ar

(
Qi+1 −Qi

∆z

)
= 0 (2.17)

Qt +
Ar

ρ(T )

(
Pi+1 −Pi

∆z

)
+

f (Qi,Ti)Qi|Qi|
2Arφ

= 0 (2.18)

Since equation (2.17) and equation (2.18) involve only temporal derivatives, Pt ≈ dPi/dt = Ṗi

and Qt ≈ dQi/dt = Q̇i, such that the following set of ordinary differential equations is obtained:

Ṗi =−ρ(T )b2

Ar

(
Qi+1 −Qi

∆z

)
(2.19)

Q̇i =− Ar

ρ(T )

(
Pi+1 −Pi

∆z

)
− f (Qi,Ti)Qi|Qi|

2Arφ
(2.20)
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which can be solved by using a numerical method such as the Euler or the Runge-Kutta method.
By considering the defined boundary conditions, equation (2.1) can be solved ∀i =

1, , ...,N − 1 and equation (2.20) can be solved ∀i = 2,3, ...,N since Q1 = Qin and PN = Pout

[133].
The spatial and time steps must be chosen for satisfying the stability condition for the

numerical solution, which is known as the condition of Courant Friedrich Lewy (CFL), [31]
and expressed as follows:

∆z ≥ b∆t =
L
N

≥ b∆t (2.21)

To model the effect of a leak in the flow of the glycerol-water mixture, the continuity
equation must be modified to include the flow rate of the leak in the flow rate balance:

Ṗi =−ρ(T )b2

Ar

(
Qi+1 −Qi −Qℓ

∆z

)
(2.22)

where Qℓ is the flow rate of the leak, which is expressed by Torricelli’s equation given as follows

Qℓ =CℓAℓ

√
2gHℓ (2.23)

where Cℓ is the discharge factor, Aℓ is the leak area, Hℓ = Pℓ/gρ(T ) is the pressure head at the
leak position zℓ, and Pℓ is the pressure at zℓ.

The computational model was implemented in MATLAB and solved using the ODE3
solver, which is based on a third-order Runge-Kutta method. The total number of spatial steps
was chosen N = 8 such that ∆z = 2.25 (m). The time step for the numerical integration was
∆t = 0.001 (s). Since the pressure wave velocity is b = 1920 (m/s), the CFL condition is
satisfied.

2.5 Experimental test

The experimental test’s goal described here was getting real data to validate the computa-
tional model, which was described in the previous section. The experiment started with pure
glycerin injection into the test pipeline at the following flow rate: Qin = 5.95× 10−3 m3/s.
The temperature of the flow registered during the experiment was 33◦C. At this temperature,
the dynamic viscosity of the pure glycerol is approximately µg = 0.4723 Pa·s (472.3cP). The
pressure recorded by the transducer P2 during the experiment is the blue signal shown in Figure
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Fig. 2.6 Boundary conditions
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Fig. 2.7 Case 1: predicted pressures by the numerical simulator

2.6, whereas the flow rate recorded at the pipeline inlet is the green signal shown in the same
Figure. Both recordings were introduced into the numerical simulator as boundary conditions to
get a numerical solution. During the experimentation, no extraction was provoked. Therefore,
the flow rate prediction along the spatial domain is equal to the steady-state flow rate used as a
boundary condition.

The predicted pressures by the computational model for every spatial step are the signals
shown in Figure 2.7, whereas in Figure 2.8 the predicted pressure at z = 0 m, denoted as Pin-Sim,
is shown together with the pressure measured by the transducer P1, indicated as Pin-Real. The
relative error between both pressures in steady-state is around 2.5%, which can be due to
uncertainties in the experimentally measured quantities used in the model. However, a rigorous
experimental analysis of uncertainty must be performed to prove this conjecture.
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Fig. 2.8 Numerical solution for pressure at z = 0 m vs. pressure measured by sensor P1
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Fig. 2.9 Boundary conditions for the numerical solution of the model

2.6 Simulation tests

The simulation tests whose results are presented here below were performed by using the
computational model. The goal of such tests was the study of the glycerol-water mixture flow
when a leak occurs. Three study cases were considered: (1) flow of pure glycerol, (2) flow
of a mixture with 75% of glycerol, and (3) flow of a mixture with 25% of glycerol. To find a
numerical solution for the three cases, the flow rate used as a boundary condition at z = 0 m for
the first case was the plotted one in Figure 2.6. In contrast, the flow rates used for the second
and third cases are plotted in Figure 2.9. The pressure signal plotted in Figure 2.6 was used as a
boundary condition at z = L m for the three cases.
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The predicted pressures at z = 0 m for the three study cases and additional weight fractions
of glycerol are the signals shown in Figure 2.10. Notice that the difference between 100% and
75% fraction cases is about 0.5 bar approximately. In contrast, the difference between 75%
and 25% fraction cases is less than 0.05 bar approximately. This fact is due to the mixture’s
dynamic viscosity, which has an exponential behavior for the glycerol fraction that affects the
pressure; see Figure 2.11 for checking the correlation between the kinematic viscosity and the
mean of the pressure in a steady state. The predicted pressures for each spatial step for the
second case can be appreciated in Figure 2.12, whereas in Figure 2.13 the predicted pressures
for the third case are displayed.
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Fig. 2.12 Case 2: predicted pressures by the numerical simulator
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Fig. 2.13 Case 3: predicted pressures by the numerical simulator
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Table 2.2 Leak discharge information

Leak Case 1 Case 2 Case 3

φ (")
Q̄ℓ

Q̄in
ℓ(m3/s)

Q̄ℓ

Q̄in
ℓ(m3/s)

Q̄ℓ

Q̄in
ℓ(m3/s)

% (×10−5) % (×10−5) % (×10−5)
1/8 0.48 2.40503 0.39 2.19511 0.36 2.09209
1/4 1.89 9.44866 1.56 8.64048 1.45 8.23326
1/2 7.49 37.442 6.22 34.505 5.81 32.852

Three leaks with different discharge (i.e., with different flow rate) and located at zℓ = 4.5
m were simulated for the three study cases. Since a leak can be emulated in the test apparatus
using valves with orifices of different diameters, each leak’s discharge was manipulated, in the
numerical simulations, by changing the leak diameter in three standard valve orifice sizes: 1/8",
1/4" and 1/2".

In Figure 2.14 are illustrated the predicted flow rates at z = L m for the three cases. In Table
2.2 are listed the means of the leak discharges in steady-state for the three different diameters
and the three different cases, as well as the mean percentage ratio of these discharges for the
mean of the inlet flow rate (Q̄ℓ/Q̄in). The information of this Table is plotted in Figure 2.15,
where it can be noticed that the percentage ratio, as a function of the glycerol fraction, has the
same behavior of both the kinematic viscosity and pressure in Figure 2.11, which is because
the leak discharge is a function of the pressure at the leak coordinate (as expressed in equation
(3.10)). This situation must be considered in the development of leak diagnosis systems because
a slight change in the kinematic viscosity, which can be due to temperature variations, or a
small shift in the glycerol fraction, which can be due to the applied quantity of the viscosity
reducer, affects the leak discharge behavior exponentially.

2.7 Conclusions

This chapter presented a simplified mathematical model based on physical principles for
predicting the behavior of the flow of a mixture of glycerol and water in a horizontal pipeline
when a leak occurs. The set of differential equations that constitute this model was programmed
in MATLAB for being numerically solved and used as a simulator for different leak scenarios.
Part of the numerical solution for a scenario was compared with real data obtained during
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the experimentation in a laboratory pipeline. The contribution presented in this work is the
initial step for the conception and implementation of leak diagnosis algorithms for pipelines
transporting fluids with high viscosity, taking into account their mixing with drag-reducing
agents and the temperature effects on viscosity properties.





Chapter 3

Analysis of gradients for water-glycerol
and air-glycerol mixtures

3.1 Introduction

Crude oil and its by-products can be released into the environment due to ship transport,
offshore/onshore exploration, production, and pipeline transportation [2]. According to [57],
oil spills are among the most serious environmental damages, affecting soils, rivers, seas, flora,
fauna and all biodiversity. The impacts of crude oil have an effect of decades or even centuries.
If the ecosystem is dynamic and the spill is not huge, it may take 10-20 years for the ecosystem
to recover, in other cases it may take up to a century [117]. For this reason, the development of
leak detection systems is important. One of the methods to detect leaks is using the calculation
of the gradient, however in simulators such as the PipelineStudio® software, from Energy
Solutions, which works with horizontal pipes. So it is far from the reality of pipe installations
that have curved sections, elbows, etc. There are numerous works for use in horizontal pipes
with single-phase flows, such as [139] and references therein.

As mentioned by the authors in [3], the pressure gradient is the most critical parameter in
the liquid-liquid flow, since an accurate prediction is important to achieve an efficient operation.
In the transportation of crude oil, there are studies regarding the use of a water-oil mixture to
reduce pressure, but it is observed that it varies depending on the volumetric fraction of the
water and varies from one system to another [161]. It is also important to characterize the flow
pattern regime since one-phase models are not sufficient to correlate the pressure gradient data
in all flow regimes [63]. In the history of liquid-liquid phase flow, several works has been
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carried out with low-viscosity mix; [11], [140], for dispersions of the mixture; [18], [7], for
stratified flow; [45], [29]. However, the emulsion viscosity is not predictable [160]. In [145]
the author mention two possible causes: (1) flocculation and (2) non-uniform distribution of the
phases. In general, numerous works on flow drag reducers and different models for calculating
the pressure gradient are reported in the literature, as mentioned by the authors in [3].

Gas-liquid flow is a phenomenon that occurs in many stages of oil and gas production
systems. It can be found, for example, in offshore and onshore pipelines [42], which, because
of transporting this class of two-phase flow, are susceptible to damages such as pressure
drops greater than in single-phase flow, erosion, and corrosion because of high velocities, and
other mechanical problems. Therefore, the study of two-phase flows is essential to develop
cutting-edge technology to keep subsea pipelines safe.

A careful investigation of the world’s oil reserves data reveals that heavy oils represent
many of its existing reserves. Notwithstanding, production, distribution, and transport of heavy
oils, with associated gases, are technological challenges due to their high viscosity [35]. Some
problems occur during heavy oil management: severe slugging, pressure pulses, and pipe
vibrations. Such problems require then characterizations and models that improve the prediction
of flow regimes, pressure drops, and dynamical patterns of the flow [50].

The predominant gas-heavy oil flow pattern found in most oil fields is intermittent flow,
which can be defined as a liquid slugs and gas bubbles sequence [64]. This sequence leads to
an intrinsically unsteady flow condition, even in a steady-state, which poses difficult problems
for its characterization and prediction. The intermittent flow regime is usually divided into two
sub-regimes: the plug flow or flow with elongated bubbles, in which the slugs do not carry
gas, and the slug flow, in which the slugs carry many gas bubbles [19]. The intermittent flow
parameters usually investigated are the slug body liquid holdup, the slug frequency, and the
slug length, particularly for high-viscosity flows. It has been found, for instance, that the slug
frequency increases and the slug length decrease when the viscosity increases [56], [55], [24].
In the same way, other features are particular of high-viscosity slugs. However, even when there
is an obvious necessity for extensive investigation on the intermittent flow of high-viscosity
fluids, the number of publications dealing with mixtures where the liquid phase has a dynamic
viscosity above 1 Pa.s is still minimal [13].

The present chapter shows some introductory concepts on gradient calculus applied to
leaks (section 3.2), the calculation of the pressure gradient experimentally, taking into account
the equivalent length, considering a section of curved pipe and different variations in the
speed of the pump for a single-phase flow (section 3.3) and coupling this calculation to a
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pseudo-homogeneous mathematical model of two-phase flow (section 3.4). Also, this chapter’s
important contribution relies on the experimental characterization of the intermittent flow of
glycerin-air through a horizontal pipeline (section 3.5). The characterization is based on the
pressure gradients constructed from the pressure drops along three different flow circuit sections.

3.2 Brief theory behind gradient calculus

As mentioned by the authors in [139], there is a pressure gradient in a horizontal pipe that
depends on the distance L, so when a branch or leak occurs in the pipe, the total pressure
gradient (from Pin to Pout) changes with,( Pf 1,Pf 2) and it is possible to calculate the point where
the following gradients intersect Pin−Pf 1

∆Z1
, Pf 1−Pf 2

∆Z2
, Pf 2−Pout

∆Z3
and so locate the branch or leak as

seen in Figure 3.1. However, when the pipeline has a curve, the continuity of the gradient is
affected and this affects the leak calculations, such as those proposed in [139] or [82] among
others. A review of the literature shows that to date, there is no method to correct the calculation
of the pressure gradient throughout the entire pipeline when there is a curve with a single-phase
flow or a two-phase flow and thus be able to implement leak detection algorithms based on
pressure gradients.

Fig. 3.1 Pressure gradients with leaks
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3.3 Experimental gradient calculus for a water-glycerol mix-
ture flow in the curve segment

This section addresses the gradient calculus developing an experiment in the test apparatus
presented in chapter 2. Thus, this section shows briefly the pipe preparation before the ex-
periment and the experimental procedure. Mext, this section presents a detailed analysis of
the water-glycerol data to obtain a factor called equivalent length which is a correction to the
calculus of pressure gradient in a curved section.

3.3.1 Pipe preparation:

Water is circulated through the pipe, and then compressed air is introduced for two minutes to
clean the pipe; the storage tanks are washed with water and dried with compressed air for two
minutes.

3.3.2 Experimental procedure:

• The pump’s speed is adjusted

• The system is allowed to run for two minutes to eliminate the air trapped in the pipe and
stabilize the pressure.

• Pressure, mass flow, density, and temperature data are recorded online for 3 minutes.

3.3.3 Analysis of liquid-liquid data

Fig. 3.2 Pipe sections analyzed
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There are three pipe sections to be analyzed in the laboratory, those included between P1,
P2, P3, and P4 as shown in Figure 3.2. It should be mentioned that P5 is discarded since it is not
necessary for the following analysis, so:

• ∆P1 = P1 −P2(Pa), is the first section.

• ∆P2 = P2 −P3(Pa), is the second section.

• ∆P3 = P3 −P4(Pa), is the third section.

• ∆Z1 = 18(m), is the first section distance.

• ∆Z2 = 4(m), is the second section distance.

• ∆Z3 = 16(m), is the third section distance.

If the pressure gradient of all pipe sections over the entire distance is graphed, it can be seen
from the right section of Figure 3.3 (for pump velocity of 50Hz) that it does not behave the
same as a completely horizontal pipe (this one has an almost imperceptible angle of inclination
in the distance ∆Z = 18 (m) different from the case of the horizontal pipe), in this way, the
leak detection and location calculations based on the pressure gradient would not be correct.
Therefore, it is necessary to find an equivalent length for the section of the curve so that the total
gradient of all the pipe sections is not affected. Therefore, P3 −P4 ≈ P1 −P2, so that ∆P3 will
be approximately equal to ∆P1, following this relationship it is associated the pressure gradient
of the third section with the second section as:

∆P3

∆Z3
≈ ∆P2

λ2∆Z2
(3.1)

Where the term λ2 is the necessary adjustment to find the equivalent length over ∆Z2. In the
same way, the first pipe section is associated with the second curve section as:

∆P1

∆Z1
≈ ∆P2

λ1∆Z2
(3.2)

with these calculations two very close values are found for λ which result in two equivalent
lengths. Solving for λ1 in equation (3.2), then:

λ1 ≈
∆Z1

∆Z2

∆P2

∆P1
(3.3)
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in the same way, solving for λ2 in equation (3.1):

λ2 ≈
∆Z3

∆Z2

∆P2

∆P3
(3.4)

so two equivalent lengths are found:

Leq1 = λ1∆Z2 (3.5)

Leq2 = λ2∆Z2 (3.6)

from where:
LeqM =

Leq1+Leq2
2

=
λ1∆Z2 +λ2∆Z2

2
=

∆Z2

2
(λ1 +λ2) (3.7)

Using these equations, the equivalent lengths and their average are calculated for each
centrifugal pump speed, as shown in Table 3.1.

Table 3.1 Equivalent length

Hz λ1 λ2 Leq1 Leq2 LeqM
10 1,1733 0,9158 4,6933 3,6632 4,1783
20 1,1625 0,9178 4,6500 3,6712 4,1606
30 1,1660 0,9177 4,6640 3,6709 4,1675
40 1,2110 0,9536 4,8438 3,8144 4,3291
50 1,2670 0,9988 5,0679 3,9953 4,5316

With these results, the pipe’s total gradient is calculated again (for pump velocity of 50Hz),
and a perfect alignment is observed, as shown in blue color line of Figure 3.3.

Fig. 3.3 Pressure gradient for the original length and for the equivalent length correction
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The average equivalent length LeqM for the different flow velocities changes as shown in
Figure 3.4. In this way, there is an autotune factor for implementing the algorithm in [111]
pipelines with curved sections.

Fig. 3.4 Leq for pump speed variations.

3.4 Results

The experimental test’s goal described here below was getting real data to evaluate the computa-
tional model’s accuracy described in chapter 2 with the equivalent length curve adjustment from
previous section. The experimental data also can be found in [112] to reproduce the results
presented in this work.

To begin the experiment, pure glycerin was injected into the test pipeline at the following
flow rate: Qin = 5.95×10−3 (m3/s). The temperature registered during the experiment for the
flow was 33◦C. The dynamic viscosity of the pure glycerol is approximately µg = 0.4723 Pa·s
(472.3cP) at this temperature.

The transducer P3 recorded the pressure at the end of the curve segment during the experi-
ment, and it is the blue signal shown in Figure 3.5, whereas the recorded flow rate at the inlet
of the pipe is colored green in the same figure. Both recordings correspond to the input to



50 Analysis of gradients for water-glycerol and air-glycerol mixtures

Fig. 3.5 Boundary conditions 100% glycerol

the numerical simulator as boundary conditions. Since no leak was simulated, the flow rate
prediction in all of the steady-state spatial domains is the same as the flow rate in the boundary
condition.

Using the equivalent length proposed in the previous section improves the inlet pressure
prediction by 0.5 KPa approximately. As it is shown in Figure 3.6, the predicted pressure at the
entrance of the curved segment z = 0, denoted as Pin-Sim, is shown together with the pressure
measured by the transducer P2, denoted as Pin-Real. The relative error between both pressures
(Figure 3.7) is smaller when the length is adjusted using the proposed method.

3.4.1 Statistical t-test

In the Figure 3.6, the values of Pin-sim-Adjusted (renamed now PinAd j to avoid confusion later)
can be compared with the values of Pin-Real (renamed now PinR to avoid confusion later) by
mean of a T-test, so the model is robust with the adjustment for the calculus of the inlet pressure
to the pipeline curved section. The T-test is defined like;
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to =
d

Sd/
√

n
(3.8)

where;

• d = PinR−PinAd j

• Sd =
√

di−d̄
n−1 is the standard deviation

• n is the number of samples

First, the data from PinAd j and PinR are organized from time t = 63.77 (s) because before
this time, the pipeline is empty and the data collected are noisy data from sensors. Table 3.2 was
automatically obtained from an Excel file. The selected test is for two paired samples because
the model must predict everything in steady-state and dynamics. The t-test tests the hypothesis
that the mean of PinR−PinAd j is equal to 0 (H0 : µd = 0) versus the alternate hypothesis that
the mean of PinR−PinAd j is not equal to 0 (H0 : µd ̸= 0). Because the P-value in the Table
3.2 for this test is less than 0.05, the null hypothesis can be rejected with 95.0% confidence.
This result shows that the difference between the means of PinAd j and PinR is not zero, then
the results of the model adjusted for the curve is not statistically equal to the real values of the
pressure inputs. But it is necessary to know if there is a threshold value in which it is possible to
state that the model is accepted. So, the Table 3.2 shows that the T statistic is a negative value
(to =−206.0911), which is above the critical value of t (tc = 1.961) or above the minimal value
of acceptance region, falling in this way in the region of rejection of H0. Then, exist a value of
D where T statistic is equal to the critical value of t (to = tc). This value was found using the
tool solver in Excel. So, D = 1477.6 (Pa) or D = 0.21 (psi). If this difference can be accepted
inside the normal operating conditions, then a robust model is statistically equal to represent
input pressure’s real data.

3.4.2 The adjusted model

Using the pipe length adjustment for the curved segment, the following tests using the compu-
tational model were performed to study the glycerol-water mixture flow when a leak occurs.
Three study cases were considered: (1) only glycerol, (2) mixture with 75% of glycerol, and
(3) mixture with 25% of glycerol. The flow rate used as a boundary condition at the curved
segment entrance z = 0 for the first case was the plotted one in Figure 3.5, whereas Figure 3.8
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Table 3.2 T-test for means of two paired samples.

PinAd j PinR
Mean 86615.0867 88106.9111

Variance 217756001.2 224235314.2
Observations 2364 2364

Pearson’s correlation coefficient 0.999827183
Hypothetical difference of means 0

Degrees of freedom 2363
T statistic (to) -206.0911

P(T<=t) two tails 0
Critical value of t (tc, two-tailed) 1.961

presents the flow rates for the second and third cases. The pressure signal shown in Figure
3.5 was used as a boundary condition at the curved segment exit z = L for the three cases. A
leak was modeled, modifying the continuity equation to include the leak’s flow rate in the flow
rate balance. The leak area’s flow rate is found using Torricelli’s equation, depending on the
discharge factor, the leak area, and the pressure head at the leak position.

Ṗi =−ρ(T )b2

Ar

(
Qi+1 −Qi −Qℓ

∆zi

)
(3.9)

where Qℓ is the flow rate of the leak, which is expressed by the Torricelli’s equation given as
follows

Qℓ =CℓAℓ

√
2gHℓ (3.10)

where Cℓ is the discharge factor, Aℓ is the leak area, Hℓ = Pℓ/gρ(T ) is the pressure head at the
leak position zℓ, and Pℓ is the pressure at zℓ.

Using the adjusted length proposed in this work, the numerical model can predict pressures
for each spatial step of the curved segment in each simulated case. Three leaks with different
flow rates located at z = 1 (m) were simulated. Only the results for the case with a mixture of
75% of glycerol is illustrated in Figure. 3.9

It is noteworthy to mention that the mixture’s kinematic viscosity has exponential behavior
concerning the glycerol fraction, which affects the pressure predicted by all study cases, as
shown in Figure 3.10. In this way, the predicted pressure for pure glycerol is much higher than
the predicted pressure when a fraction of glycerol is used, as seen on Figure 3.11.
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Fig. 3.8 Boundary conditions 75% glycerol and 25% glycerol

Fig. 3.9 Simulated flow rates at the end of the curved segment and leaks of different size using
the adjusted length correction for case (2) mixture with 75% of glycerol
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Fig. 3.10 Kinematic viscosity and pressure as functions of wg

Fig. 3.11 Numerical solution for pressure at the input of the curved segment z = 0 for different
fractions of glycerol
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3.5 Experimental gradient calculus for the air-glycerol mix-
ture flow in the horizontal segment

This section presents the experimental methods to gather the data from the pressure transducers
with an special combination of different inlet mass flows for liquid and gas mixture. Also,
this section presents a characterization of pressure gradients taking into account an root means
square (RMS) Euler number weighted with the flow rates ratio.

3.5.1 Experimental methods

The experiments were produced following the (inlet) mass flow rates indicated in Table 3.3.
Nine flow rate combinations (Ql , Qg) were considered. The resulting mixture was discharged
into a separator tank. Care was taken to avoid recycling glycerin with gas bubbles that were
entrained due to the mixing process.

Table 3.3 Liquid and gas mass-flow-rates (in kg/s) and superficial velocities (in m/s). vsg varies
within the indicated maximum and minimum values.

Ql vsl Qg vsg
max min

1.3 0.23 0.005 0.99 0.73
3.7 0.68 0.02 3.98 2.93
6.1 1.11 0.03 5.98 4.40

MEAS U5300 pressure transducers were installed at 0, 18, 22, and 43 m, downstream from
the inlet (Figure 2.4). All pressures were measured with an accuracy of 0.1% within the 0.0
to 3.45×105 Pa interval. The mixture’s temperature was simultaneously measured near the
inlet and outlet planes of the pipe, employing type-K thermocouples with a resolution of 0.5 ◦C.
Besides, samples of the mixtures were extracted during each test to verify their actual viscosity
values with a Brookfield DV2T viscometer.

The experiments were carried out according to the following procedure: (a) the glycerin
was pumped at the selected Ql until a steady-state was reached, (b) the air was injected with the
prescribed Qg, (c) the mixture was allowed to evolve until the average pressure value registered
at the inlet reached a stationary value, (d) the measurements were registered with the IMC
Chronos-Flex CRFX-2000 acquisition system, and (e) the collected data was processed in a PC.
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Table 3.4 shows the definitions required for the pressure gradients’ computations reported
in the results section. Obviously, the values of the pressure drop in each leg depending on the
actual measurements.

Table 3.4 Length and pressure drop in each test section’s leg.

Item Definition Value Units
∆x1 xP2 − xP1 18

m∆x2 xP3 − xP2 4
∆x3 xP4 − xP3 21
∆P12 P1 −P2 -

Pa∆P23 P2 −P3 -
∆P34 P3 −P4 -

3.5.2 Characterization of pressure gradients

Various efforts have been made to obtain a unique correlation to predict the pressure gradient
in a two-phase flow similar to single-phase flow. Any proposed correlation should preferably
be expressed using dimensionless parameters and present data on a single graph. In particular,
finding dimensionless parameters to simplify correlations is significant. Taking into account
the work of Al-Sarkhi and Sarica [6], a new correlation with two dimensionless parameters is
proposed: the Euler number Eu and the mass flow rate ratio Ql/Qg. Previously, the pressure
gradients’ behavior along ∆x1, ∆x2 and ∆x3 for the different combinations of Ql and Qg was
considered, to provide the proper context.

Generally speaking, the average pressure gradients are different in each of the three sections
of the pipeline. Figure 3.12 illustrates this situation with plots for ∆P12, ∆P23 and ∆P34 for all
combinations of glycerin and air mass flows rates.

The specific ∆Pi/∆xi values summarized in Table 3.5 and Table 3.6 led to the following
observation: the greatest differences between pressure gradients are produced with the highest
liquid and gas mass flow rates.

Figure 3.13 shows the average pressure gradients as a function of the mixture velocity,
vm = vsg+vsl (where vsl = 4Ql/(ρlπD2) and vsg = 4Qg/(ρgπD2) are the superficial liquid and
gas velocities). The gradients are similar for low vm values but exhibit substantial differences
at higher velocities. In the latter case, the average pressure values cease to represent good
estimates because the elevated number of fluctuations produces a wider statistical dispersion.
Therefore, a more meaningful measure of the pressure drop may be defined in terms of a Root
Mean Square (or RMS) value that considers the statistical dispersion. Then:
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Fig. 3.12 Average pressure drop computed with the data from the set of experiments A.

Table 3.5 Pressure gradients along ∆x1 and ∆x3, in terms of Ql and Qg (in kg/s), for experiment
A.

Qg 0.005 0.02 0.03

Ql ∆P12/∆x1 ∆P34/∆x3 ∆P12/∆x1 ∆P34/∆x3 ∆P12/∆x1 ∆P34/∆x3

1.3 0.04 0.06 0.1 0.12 0.12 0.17
3.7 0.21 0.2 0.42 0.47 0.53 0.64
6.1 0.4 0.41 0.69 0.84 0.83 1.11

(
∆Pi j

∆xi

)
RMS

=

√
∆Pi j

2
+σ2

∆Pi j
(3.11)

Here, ∆Pi j is the arithmetic mean, and σ∆Pi j is the standard deviation of the data. As shown in
Figure 3.14, this estimate underlines the significance of the fluctuations concerning the average
pressure in each leg of the pipe.
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Table 3.6 Pressure gradients along ∆x1 and ∆x3, in terms of Ql and Qg (in kg/s), for experiment
B.

Qg 0.005 0.02 0.03

Ql ∆P12/∆x1 ∆P34/∆x3 ∆P12/∆x1 ∆P34/∆x3 ∆P12/∆x1 ∆P34/∆x3

1.3 0.04 0.06 0.11 0.12 0.13 0.17
3.7 0.21 0.2 0.42 0.46 0.52 0.64
6.1 0.41 0.41 0.69 0.84 0.83 1.1

In 1994 Wambsganss et al. considered RMS values of the pressure drop to identify inter-
mittent flow pattern transitions [152]. They detected an increase of the RMS pressure drop
in the plug-bubble flow regime, followed by a sharp increase during the transition to the slug
flow pattern. More recently, in 2002, Wang and Shoji used the RMS value to investigate the
fluctuation characteristics of a two-phase flow splitting at a T-junction [153] by analyzing the
RMS differential pressures.

Fig. 3.13 Pressure gradients (mean)
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Fig. 3.14 Pressure gradients (rms)

Furthermore, since ∆P/∆x ∼ ρv2/D, an analogous scaling for the high-viscosity, two-phase
flow can be defined as (∆Pi j/∆xi)∼ ρmv2

m/D (with ρm denoting the average mixture density).
Thus the empirical correlation is:

Eui = a
(

Ql

Qg

)b

(3.12)

where Eui represents the two-phase, RMS Euler number of the i-th section

Eui =̇

(
∆Pi j

1/2 ρmv2
m

)
RMS

(3.13)

The regression parameters a and b can be estimated employing the least square method. To
consider the behavior of the pressure gradient explicitly, then equation (3.12) is rewrite in the
following manner: (

∆Pi j

∆xi

)
RMS

= a
(

Ql

Qg

)b(
ρm vm

2

2 D

)
(3.14)
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From the physical viewpoint, the right-hand side of equation (3.14) can be considered as
the RMS interplay between the hydrodynamic head and the viscous losses. Thus, a serves
as a kind of two-phase loss coefficient, weighted by some power of the ratio Ql/Qg. The
estimated numerical values of the regression parameters a and b are summarized in Table 3.7
for the indicated mixture velocity (vm). Accordingly, Figures 3.15(a) to 3.15(c) show the scaled
pressure gradient (i.e. Eui) as a function of the ratio Ql/Qg.

Table 3.7 Regression parameters for the RMS Euler numbers at a given vsl (from the data set of
Exp. B).

vsl (m/s) Eu1 Eu2 Eu3

0.2376 (m/s) a = 0.0053 a = 6.0697×10−4 a = 0.0072
b = 1 b = 1.4 b = 1

0.6761 (m/s) a = 0.0070 a = 0.0242 a = 0.0161
b = 0.9 b = 0.5225 b = 0.7893

1.1147 (m/s) a = 0.0051 a = 0.0198 a = 0.0241
b = 0.9 b = 0.5299 b = 0.7032
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Fig. 3.15 Predictions for the Euler number obtained with equation (3.14) and the data set
of Experiment B. Respectively, image (a) corresponds to the first column in Table 3.7, (b)
corresponds to the second column, and (c) to the third column.
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According to Figure 3.15(a), Eui exhibits a nearly linear dependence for the ratio Ql/Qg in
the upstream section of the pipe. The low gas content in the mixture implies steeper pressure
gradients because the liquid friction is dominant. In contrast, the linear dependence is lost in the
U-section, except at low mixture velocities (Figure 3.15(b)). For moderate and intermediate vm,
the data are proportional to a near square root of Ql/Qg. In the downstream section of the pipe,
Eui follows similar trends as those observed in the upstream section (Figure 3.15(c)). However,
the overall values of Eui (hence of the pressure gradient) are higher in this section. Again, this
is indicative of the effect produced by the slug ejection process at the outlet.

3.6 Conclusions

The work presents the calculation of the equivalent lengths and the pressure gradient for a
curved pipe section for the monophasic glycerine flow. The importance of the work lies in
its utility to improve the design of leak detection systems in curved sections based on the
pressure gradient and to consider single-phase flow, as is the case in the oil sector, so there is an
automatic tune factor (Leq) to make the gradient and pressure correction in pipeline curved
sections. The improvement of the leak detection and location systems is an important aspect for
controlling damages caused by the hydrocarbon leak. Other researchers can use the analysis to
validate models for describing glycerol flow in pressurized horizontal pipelines. The similarity
of the viscosity of pure glycerol (≈ 1.5 Pa.s) and extra-heavy crude (≈ 1.0 Pa.s) provides the
possibility to perform laboratory experiments for the research of extra-heavy oils safely.
The research of extra-heavy oils is critical in the petroleum industry because of the enormous
increase in oil demand and the progressive exhaustion of low-viscosity oil reservoirs.
Nevertheless, production, distribution, transport, blending, and the conditioning process of
such crude oils are technological challenges due to their very high viscosity. This analysis
can be used to validate pipeline dynamic models and improve the accuracy of leak detection
systems. Model-based leak detection approaches are explained in detail in [82]. In particular,
the transportation of heavy and extra-heavy crude oils through pipelines from the head-well to
the refinery is difficult due to the low mobility and fluency of the crude, so this analysis can be
used to compare the pressures and mass flow of the laboratory pipeline prototype with similar
cases in the petroleum industry.
A series of high-viscosity, two-phase flow experiments were conducted in a flow loop with a
length-to-diameter ratio L/D ≈ 700. Because of this relatively high ratio, the flow developed
for a longer time and revealed unique dynamical effects on pressure gradients. The mixtures



64 Analysis of gradients for water-glycerol and air-glycerol mixtures

under consideration were produced with several mass-flow-rate combinations of air and
glycerin.
The root means square (or RMS) values of the pressure gradients were calculated to adequately
account for the pipe’s pressure fluctuations. The corresponding plots show that some flow
system elements (e.g., like the U-section) may significantly impact the pressure drop. To
estimate the RMS pressure gradient in any section of the pipe, a simple correlation is proposed
based on an RMS Euler number weighted with the flow rates ratio. The regression parameters
are provided together with the corresponding computations for the experiments here reported.



Chapter 4

Slug prediction and statistical analysis for
air-glycerol flow

4.1 Introduction

Highly viscous gas-liquid flows occur in regions where extra-heavy oils constitute a relevant
share of the actual production [99]. According to recent estimates, nearly 50% of the technically
recoverable heavy oil reserves have gravities below 15◦ API, while the fields producing them
are observed to grow 5 times faster than the fields producing conventional (i.e., high API) crude
oils [126, 103]. However, because of their particular composition and viscosity, flows of this
type present challenging problems during the onshore and offshore pipelines [30, 114, 124].

Apart from the flow assurance problems caused by solid deposits and scaling, high viscosity
flows entail an increased damaging potential to the transportation system. Chronic pipe fatigue
and corrosion and erosion processes enhanced by high intermittent pressures may lead to
failures with severe economic and environmental consequences (e.g. [156, 23, 132]). A recent
survey indicates that much of the work has focused on improving models, measuring techniques,
and control methods. Deepwater applications are particularly challenging [114]. This review’s
salient point is the lack of robustness of the flow control methods, ultimately related to the
slugging processes.

Work carried out along these lines clearly shows that high-viscosity regimes are character-
ized by flow patterns that differ from those previously established for low viscosity mixtures.
In fact, most of the available experimental evidence suggests that the predominant pattern is
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intermittent in nature [162, 19, 64]. Under these circumstances, the relevant flow parameters
exhibit a strong dependence on the viscosity of the mixture [56, 55, 24, 65].

For example, the liquid holdup in the slug body increases with increasing superficial liquid
velocity but decreases with increasing superficial gas velocities [10]. This is valid at least in
liquid viscosity interval from 0.189 to 8.0 Pa.s. The gaseous entrainment mechanisms have also
been researched. To this end, the PIV measuring technique has been applied to analyze the
bubble trajectories inside the slug body [85].

Another set of experiments carried out with oil-air mixtures, whose viscosities ranged from
1.0 to 5.5 Pa.s, showed that the slug length decreases with increasing viscosity [12]. The length
was found to be sensitive to changes in the viscosity. Similarly, the bubble velocity and other
slug properties have been the subject of dedicated analysis and modeling. In the high-viscosity
interval from 0.1 to 1.0 Pa.s, the bubble velocity can still be predicted by the Nicklin et al.
correlation with corrections for the radial distribution coefficient and drift velocity in terms of
the Froude number [17]. The present work is concerned with the characteristic fluctuations of
the pressure and the velocity fields produced by hydrodynamic slugging. The two-phase flow
consists of a glycerin-air mixture with a viscosity of 0.9 Pa.s, which evolves in a horizontal pipe
with a relatively large length-to-diameter ratio. The characterization is based on the statistical
moments of the corresponding probability distributions obtained from the time-series for the
pressure collected at three different sections along the pipe.

This chapter presents the experimental setup for the analysis of pressure signals (section 4.2).
Algorithms for two-level waveforms are used for analyzing the intermittency of the pressure
signals. From this analysis, three results are presented (section 4.3): (1) the characteristics of
differential pressures time series, (2) the calibration of a well-known model for predicting the
frequency of slugs and (3) Statistical characterization taking into account: descriptive statistics,
normality tests and a gaussian mixture model

4.2 Experimental setup

Experimental tests were conducted in the same flow circuit described in the chapter 2, specially
designed and constructed to study the long-term evolution of multi-phase flows.

The fluids used in this experiment were glycerin (dynamic viscosity µ = 1.1 Pa.s (1,100
cP) at a room temperature of 25 ◦C, density ρ = 1.2× 103 kg/m3 and interfacial tension
σ = 6.2× 10−2 N/m) and air (dynamic viscosity µ = 1.8× 10−5 Pa.s and density ρ = 1.2
kg/m3). The glycerin was injected into the test section by a progressive cavity pump (Seepex
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Mod. BN35-24), while the air was supplied by a twin-scroll Kaeser Aircenter SK.2 Compressor.
The mass flow rate of air was tuned with a regulator and globe valves. The mixture was
produced at the 3-way connection tube shown in Figure 2.4.

4.2.1 Measurement procedure

Both mass flow rates were measured at the inlet with Endress-Hauser Coriolis meters. The
Promass 83F80 DN80 3” model used with the glycerine had an accuracy of 0.1% across the
entire measuring range. Similarly, the Promass 83F50 DN50 2” model used with the air had an
accuracy of 0.05% across the entire measuring range. Also, all the pressures were measured
with an array of conventional MEAS U5300 transducers with a resolution of 0.1% across their
measuring ranges.

The experiments were produced following the inlet mass flow rates indicated in Table 4.2,
where Ql denotes the mass flow rate of glycerin, whereas Qg the mass flow rate of air. In
total, nine different combinations of mass flow rate pairs (Qg, Ql) were considered, and several
experiments were conducted for each one of them.

The quality ratio for each combination, which is the ratio of the gas mass flow rate to the
total mass flow rate across a given area, are listed in Table 4.1.

Table 4.1 Quality ratio Qg/Ql

Qg: 0.005 (kg/s) Qg: 0.02 (kg/s) Qg: 0.03 (kg/s)
Ql : 1.3 (kg/s) 0.0038 0.0076 0.0115
Ql : 3.7 (kg/s) 0.0013 0.0027 0.0040
Ql : 6.1 (kg/s) 0.0008 0.0016 0.0024

Table 4.2 Experiments set up

Qg (kg/s) Ql (kg/s)
0.005 1.3
0.02 3.7
0.03 6.1

To characterize the two-phase flow, differential pressures were used, which were computed
from different pressure time-series records. The pressure for measuring the ports was located at
0, 18, 22, and 43 m, downstream from the inlet. These ports were labeled with P1, P2, P3, and
P4, respectively, in Figure 2.4. Here below, the nomenclature for the pressure drops and test
sections is defined.
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• ∆x1 = 18 (m): the length of the first section.

• ∆x2 = 4 (m): the length of the second section.

• ∆x3 = 21 (m): the length of the third section.

• ∆P12 = P1 −P2 (kPa): pressure drop across ∆x1.

• ∆P23 = P2 −P3 (kPa): pressure drop across ∆x2 (the curve).

• ∆P34 = P3 −P4 (kPa): pressure drop across ∆x3.

4.3 Results

This section presents the characteristics of differential pressures time series across the three
sections of pipe laboratory. Also, in this section a slug frequency prediction model is proposed
taking into account the Manolis model and finally statistical analysis is developed based on
descriptive statistics, normality tests and a gaussian mixture model to detect bimodality.

4.3.1 Singal’s intermittency and flow characteristics

Everywhere along the pipeline, the pressure time series present a particular behavior known as
on-off intermittency. The term is applied in this context to distinguish between the flat- and the
spiky-time segments of the signal, rather than the properties of the flow itself [116]. The off -
states correspond to fluctuation patterns with nearly constant low-amplitude bounds. Depending
on the flow rates, these states may persist for prolonged periods of time. In contrast, the
on-states correspond to short-duration bursts whereby the fluctuations undergo sharp departures’
amplitude levels of the off -states [61]. The significance of the corresponding peak amplitudes
deserves special consideration in certain situations (e.g., when modifications to a given system
or its operating conditions are required).

For (Ql = 1.3, Qg = 0.005) kg/s the pressure drop shows the unsteady bursts (on-states)
occurring between quiescent periods of time (off -states), as can be seen in upper row images
of Figure 4.1. From the flow’s point of view, the signal is related to the alternate passage of
elongated bubbles and liquid slugs. The discussion on the occurrence of the pressure peaks
caused by slug and plug flows is well known [91], [90]. When a slug moves to a certain
position, the local pressure at that point increases sharply because the liquid body obstructs
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the cross-section. Thus, the upstream section of the pipe remains pressurized until the liquid
slugs’ ejection relieves some of the excess pressure. If it is assumed that the frictional losses are
mostly due to the liquid phase, then the pressure rises from the mixing front of the slug’s body
to its tail, where it reaches a maximum that tends to remain constant. This summary embodies
the slug blockage concept and its effect on the local pressure [91].

While the foregoing description gives a valid account of the basic processes, the high-
viscosity regime calls for further consideration of the observed phenomena. For instance, the
wide variation of the pressures must be understood in terms of the slugs units’ system (i.e., slug
bodies and bubbles) and the phases’ local volume fractions.

Furthermore, because the frictional effects are exacerbated in the high viscosity regime,
the pipe pressure must build up accordingly to overcome the total head loss. This entails
an effective increase of the energy distributed throughout the system of slug units. Under
these circumstances, an unsteady process is triggered by the liquid bodies’ ejection through
the pipeline’s discharge plane. As soon as the slug leaves the test section, the trailing bubble
depressurizes rapidly to acquire (approximately) the outlet pressure. This results in the genera-
tion of a rarefaction wave that propagates upstream, forcing the remaining slug units to recoil
successively. With the shortening of the separations between slugs, the bubbles’ gas undergoes
further compression, and the energy ceases to remain uniformly distributed. To restore the
uniformity of the energy distribution, the remaining slug units are accelerated towards the outlet.
However, their accelerating motions cannot occur as expeditiously as they would with low
viscosity mixtures, so the entire motion enters a highly coupled, nonlinear regime.

Moreover, the actual height, width, and several peaks in the signal strongly depend on the
flow’s local properties. For concreteness consider the inlet mass flow rates (Ql = 1.3, Qg = 0.02)
kg/s. The images in the middle row of Figure 4.1 clearly show that significant amplification of
the pressure fluctuations occur when more air is injected into the transport system. From the
physical point of view, the much richer structure of the pressure fluctuations (which manifests as
a tendency of the off -states to disappear) indicates higher void fractions in the slugs and a more
complex liquid film structure trailing bubbles. With high-viscosity mixtures, the gas entrained
in the liquid phase has much higher residence times. Therefore, the void fraction increases
continuously as the flow progresses downstream from the inlet. The liquid film wraps around the
gas bubble, creating a considerable thickness layer (see Figure 4.4 below). When Qg is further
increased to 0.03 kg/s, the pressure bursts acquire greater amplitudes but become narrower (see
the last row of images in Figure 4.1). The slugs’ velocities and the radial distribution of the
glycerin around the bubbles are significantly higher in this regime. Because the liquid phase
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Fig. 4.1 Time series of the differential pressure ∆P12, ∆P23 and ∆P34 for the flow rate Ql =
1.3(kg/s).

occupies a much larger portion of the cross-sectional area of the pipeline at any given time, the
pressure drop produced by the frictional losses is more pronounced.

Consider next the cases with glycerin mass flow rates of 3.7 kg/s and 6.1 kg/s. At high Ql ,
the ensuing pressure signals exhibit a far more complex fluctuation pattern (as the time-series of
Figure 4.2 and 4.3 show). Here, well-defined intermittency ceases to exist because the off -states
are no longer discernible. This is because a much larger amount of air bubbles is entrained in
the high-viscosity liquid. Despite the apparent similarities of the signals collected in a given
(Ql,Qg) combination (Figure 4.3), the flow properties differ substantially.

Another aspect to highlight is that the off -states of some pressure drop signals are negative,
which means that the pressure downstream of the section is greater than the upstream pressure,
which means that the flow changes direction during the off -states. This flow is glycerin that
flows in reverse in a laminar regime.

Finally, from the time series of the pressure drops, notice that the width of the bursts is
greater for ∆P12 and ∆P34 than for ∆P23. This is because ∆P12 and ∆P34 are the pressure drops
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Fig. 4.2 Time series of the differential pressure ∆P12, ∆P23 and ∆P34 for the flow rate Ql =
3.7(kg/s).

corresponding to sections ∆z1 and ∆z2, which are longer. For this reason, the front of a slug
takes longer to reach from the sensor upstream of the section to the sensor downstream of it.

The snapshots of Figure 4.4 illustrate the underlying physical processes discussed above.

(a) (b)

(c) (d)

Fig. 4.4 Gaseous entrapment and liquid film behavior in the high-viscosity regime. It must be
noted that, only, in this case, the mixture’s viscosity was reduced to µ ≈ 0.5 Pa.s to enhance the
visualization of the described effects.
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Fig. 4.3 Time series of the differential pressure ∆P12, ∆P23 and ∆P34 for the flow rate Ql =
6.1(kg/s).
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Both the effects of the gaseous entrapment (Figure 4.4a) and the persistence of a thick liquid
film wrapping around the gas bubble (Figure 4.4d) are discernible in the photographs’ sequence.
Only after a sufficiently long time, the liquid film region resembles a typical stratified flow
(this is especially true in long gas bubbles). Nonetheless, small air bubbles persist immersed in
the thick layer of fluid attached to the pipe’s wall. One may have a rough idea of the viscous
time-scale by observing the pipe’s upper wall’s gas pockets. These air pockets are severely
stretched as they are dragged along by the liquid (Figure 4.4a and 4.4b) and eventually become
a mixture of round and elongated bubbles (Figure 4.4c), depending on their location.

4.3.2 Slugs prediction

According to [5], the slug frequency is the number of slugs passing a specific point along the
pipeline over a certain period of time. Slugs that occur during a certain time interval (or time
window) can be counted from the number of on-states detected in the pressure drop signal
within such an interval. On-states can be detected by employing metrics and algorithms for
two-level waveforms. Specifically, the detection was performed by counting the number of
times the two-level signal crossed the reference level twice. In this manner, the number of slugs
in a time window equals the number of on-states. Figure 4.5 shows the time series of ∆P23

for a given flow rate combination. Notice that the crossings indicate the on-states. The slugs’
frequency in a given pipeline section can then be calculated from the slug count in a given time
window. To this end, it suffices to divide the number of on-states by the time window in which
the number of slugs was counted, as showed in the following equation:

fs =
Ns

∆tsw
(4.1)

Where Ns denotes the total number of slugs, and ∆tws is the duration of the analyzed time
window.

Several studies suggest that the slugging characteristics influence the erosion and corrosion
rates of the pipelines’ inner walls (e.g., it [97, 132, 89, 163, 150, 49]). Because similar processes
occur at higher pressure levels in the high-viscosity regimes, an accurate prediction of the slug
frequencies becomes crucial to the correct assessment of the mechanical integrity of conduit.
Various models have been proposed that depend on measurable quantities, such as mass flow
rates, pressures and densities [13, 9]. The particularly popular model developed by Gregory
and Scott [58] was conveniently adapted to the SI system of units by Manolis et al. [98], as it
was pointed out by Al-Safran [5]. In this model the frequency is estimated with:
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fs = 0.0037
vl

gD

(
25+ v2

m
vm

)1.8

(4.2)

where vm is the mixture (or no-slip) velocity, vl is the actual liquid velocity, g the gravitational
acceleration, and D the inner diameter of the pipeline. Figure 4.6 compares the slug frequency
predicted by the equation (4.2) with the slug frequency obtained by directly counting the
on-states in the data experiments A and B. The uncertainties caused by slugs overcounting, or
undercounting, are due to the preselected threshold levels. Figure 4.6 shows that, within an
error of 10%, the experiments’ frequencies do not agree with the predicted values. Certainly,
the model accounts for uncertainties in the mass flow rates, temperatures, and densities, in the
low viscosity regime.

To improve the prediction of the frequencies, the Manolis equation (4.2) was calibrated with
the experiment A data. After applying an optimization algorithm, the modified equation is:

fs = 0.0057
vl

gD

(
20+ v2

m
vm

)1.9

(4.3)

The predicted values produced by this newly calibrated model are shown in Figure 4.7. It is
noted that the frequencies were determined from experiment A and experiment B, respectively.

4.3.3 Statistical characterization

The reader can check the particular features of Figures (4.8 - 4.10). It is interesting to notice
general patterns, for example, [4] states that for a slug flow differential pressure distribution
depends on the distance of differential pressure section, then ∆P12 and ∆P34 have approximately
the same behavior inside Figures (4.8 - 4.10) because ∆x1 and ∆x3 have almost the same distance.
However, Figures (4.9, 4.10) show that for greater flow rates, particularly, for Ql = 3.7kg/s with
Qg = 0.03kg/s and Ql = 6.1kg/s with Qg = 0.03kg/s, the behavior tends to be the same in ∆P23.

Table 4.3 shows the calculated mean for the pressure drops associated with the three test
sections. It is interesting to note that the mean increases when either of the two mass flow rates
increases. This is somewhat expected since the pressure drop is directly proportional to the
fluid velocities.

As for the standard deviation, it increases when Qg increases. But it diminishes when Ql

becomes greater. This means that the pressure drop fluctuates more when air is injected into the
pipe with higher velocity, something that doesn’t happen when more glycerin is injected at a
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Fig. 4.5 Detection of slugs in the ∆P23 time series for Ql: 1.3 (kg/s) and Qg: 0.02 (kg/s)

Fig. 4.6 Predicted and measured frequencies
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Fig. 4.7 Predicted frequencies by the proposed model

Table 4.3 Mean (kPa)

∆P12 ∆P23 ∆P34

ql/qg 0.005 0.02 0.03 0.005 0.02 0.03 0.005 0.02 0.03

1.3 0.75 1.88 2.21 0.40 0.5 0.7 1.19 2.43 3.66
3.7 3.85 7.65 9.56 0.86 2.09 2.84 4.30 9.77 13.46
6.1 7.28 12.44 14.91 1.98 3.98 5 8.59 17.6 23.3
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Fig. 4.8 Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow rate 1.3 kg/s with 0.005, 0.02
and 0.03 kg/s of gas mass flow rate. Data from two experiments are presented.
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Fig. 4.9 Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow rate 3.7 kg/s with 0.005, 0.02
and 0.03 kg/s of gas mass flow rate. Data from two experiments are presented.
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Fig. 4.10 Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow rate 6.1 kg/s with 0.005, 0.02
and 0.03 kg/s of gas mass flow rate. Data from two experiments are presented.
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Table 4.4 Standard deviation (kPa)

∆P12 ∆P23 ∆P34

ql/qg 0.005 0.02 0.03 0.005 0.02 0.03 0.005 0.02 0.03

1.3 0.76 2.24 2.56 1.05 1.70 2.09 0.81 2.52 3.73
3.7 0.72 3.88 6.19 0.73 3.71 5.31 0.85 4.54 7.86
6.1 0.68 3.63 5.09 0.60 4.15 5.89 0.79 4.67 7.33

Table 4.5 Kurtosis

∆P12 ∆P23 ∆P34

ql/qg 0.005 0.02 0.03 0.005 0.02 0.03 0.005 0.02 0.03

1.3 3.26 5.81 12.97 6.48 11.59 22.27 3.19 3.1 4.54
3.7 2.86 2.7 3.63 2.73 4.04 6.03 2.75 2.84 2.03
6.1 2.91 2.64 2.75 3.04 2.08 2.36 3.03 2.66 2.37

higher rate. In such a case, the effect is the regularization of the flow unsteadiness condition.
This situation can be verified in Table 4.4.

A literary review shows no statistical analysis to verify the bimodality in the two-phase
flow data. This is important because it is known the presence of two phases in the flow and
determine the type of flow in the pipe leads to developing a more efficient system operation, as
previously stated. For this reason, a statistical flow analysis could be used to implement online
flow identification techniques to determine the flow pattern at a given moment and thus modify,
for example, the operation of the pumping system to optimize product transport. That is the
main reason to compare a few statistical tests. The principle would be to test the null hypothesis
H0 to verify if the data comes from a normal distribution, which indicates an almost total mix

Table 4.6 Skewness

∆P12 ∆P23 ∆P34

ql/qg 0.005 0.02 0.03 0.005 0.02 0.03 0.005 0.02 0.03

1.3 0.52 1.8 2.98 2.12 2.91 4.05 0.58 1.08 1.48
3.7 0.07 0.09 0.56 0.33 1.47 1.86 0.37 -0.05 -0.14
6.1 0.18 -0.03 -0.03 -0.03 0.57 0.75 -0.04 0.27 0.13
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Table 4.7 Anderson-Darling normality test, experiment A

∆P12 ∆P23 ∆P34

ql/qg 0.005 0.02 0.03 0.005 0.02 0.03 0.005 0.02 0.03

1.3 1 1 1 1 1 1 1 1 1
3.7 0 1 1 1 1 1 1 1 1
6.1 1 0 0 0 1 1 0 1 1

of the two phases. If the null hypothesis H0 is rejected, then the flow will behave due to the two
separate phases, such as a slug flow pattern.

The tests were calculated using Matlab with a 5% level of the goodness of fit to normal
distribution. The Kolmogorov-Smirnov test states that all data does not come from a normal
distribution, the Anderson test (Table 4.7) instead says for ∆P12(0.005-3.7, 0.02-6.1, 0.03-6.1),
∆P23(0.005-6.1) and ∆P34(0.005-6.1), the data come from a normal distribution in experiment
A (the number "0" in the Table indicates normal distribution) and is very similar to experiment
B except ∆P12(0.005-6.1, 0.03-3.7). The reader can see the normal distribution similarity in the
decision of Anderson test comparing with Figures (8,9,10) except ∆P12(0.02-6.1) in experiment
A where the tests seem to fail to reject the null hypothesis. The author in [36] shows the tests
percentages of the correct decision in the assessment at 5% level of the goodness of fit to a
normal distribution for several empirical distributions, and with the bimodal case is very difficult
to achieve a good decision (16% the best correct decision for lilliefors test at 200 samples and
92% of correct decision for Shapiro-Wilk test at 40 samples). In this way, it is necessary to use a
specific unimodality test. So, the author in [15] proposes a sufficient condition for unimodality;

|µ1 −µ2| ≤ 2min(σ1,σ2) (4.4)

To implement equation (4.4) it is necessary to find (µ1,µ2,σ1,σ2), so for automatic recogni-
tion of this values inside the data can be implemented a Gaussian Mixture Model.

The Gaussian Mixture Model (GMM) uses a mixture of Gaussian random variables to fit the
real-world data. The principle of maximum likelihood and EM algorithm is used for parameter
estimation of GMM. Then, a scalar continuous random variable x has a Gaussian-mixture
distribution if its PDF is specified by the sum of Normal or Gaussian distributions;
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Table 4.8 Anderson-Darling normality test, experiment B

∆P12 ∆P23 ∆P34

ql/qg 0.005 0.02 0.03 0.005 0.02 0.03 0.005 0.02 0.03

1.3 1 1 1 1 1 1 1 1 1
3.7 0 1 0 1 1 1 1 1 1
6.1 0 1 0 0 1 1 0 1 1

P(x) =
M

∑
m=1

cm

((2π)1/2σm)
exp

[
−1

2

(
x−µm

σm

)2
]

(4.5)

where −∞< x <∞, σ > 0, cm > 0, and the positive mixture weights sum to unity: ∑
M
m=1 cm = 1.

The Gaussian mixture distribution is multimodal, with M > 1, unlike a normal/Gaussian
distribution where M = 1. A Gaussian distribution mixture can adequately describe many
physical data types exhibiting multimodality instead of a single Normal/Gaussian distribution
with data poorly suited. The multimodality in data may come from multiple underlying causes
(in this case, the two-phase flow air-glycerin). It is responsible for the particular mixture
components in the distribution. In this way, the mixture distribution can be decomposed into a
set of cause-dependent or context-dependent component distributions [38].

The Gaussian-mixture distributions contain a set of parameters (cm,µm,σm). The parameter
estimation can be viewed as a missing data problem. So, It is possible to consider that data points
have a "membership" or "mixture component", in one of the individual Gaussian distributions
used to model the data. First, the "membership" is unknown. The parameter estimation work is
to learn adequate parameters for the distribution, connected to data points represented as their
membership in the individual Gaussian distributions. Next, the solution relies on the maximum
likelihood methods for parameter estimation of the Gaussian-mixture distribution, specifically,
the expectation-maximization (EM) algorithm. This algorithm is a popular technique used to
estimate the mixture parameters given a fixed number of mixture components. In this way,
this algorithm can be used for computing parameters of any parametric mixture distribution.
The algorithm includes two steps: an Expectation step (E-step) and a Maximization step
(M-step)[38].

The multivariate generalization of the mixture Gaussian distribution can be described by;
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P(x) =
M

∑
m=1

cm

(2π)D/2 |Σm|1/2 exp
[
−1

2
[x−µm]

T
Σ
−1
m [x−µm]

]
(4.6)

P(x) =
M

∑
m=1

cmN (x : µm,Σm),(cm > 0) (4.7)

Next, the iterative form of E-step;

h( j)
m (t) =

c( j)
m N (x(t) : µ

( j)
m ,Σ

( j)
m )

∑
n
i=1 c( j)

i N (x(t) : µ
( j)
m ,Σ

( j)
m )

(4.8)

and the iterative form of M-step;

c( j+1)
m =

1
N

N

∑
t=1

h( j)
m (t) (4.9)

µ
( j+1)
m =

∑
N
t=1 h( j)

m (t)x(t)

∑
N
t=1 h( j)

m (t)
(4.10)

Σ
( j+1)
m =

∑
N
t=1 h( j)

m (t)[x(t)−µ
( j)
m ][x(t)−µ

( j)
m ]T

∑
N
t=1 h( j)

m (t)
(4.11)

Where m is the mixture component, N is the sample size, x(t) is the observation at time t
and Σm the covariance matrix [38]. Then, the Matlab function "fitgmdist(x,k)" fits a Gaussian
mixture model to data x with k Gaussian components, in this way it is possible to extract
(µ1,µ2,σ1,σ2) from two Gaussian components and implementing the equation (4.4). The
Figure 4.3.3 shows the automatic two components (yellow and blue circles) and the GMM
automatic fit to data (red circles). The Figures (4.12,4.13,4.14) show all the GMM fits data
from experiment A (red "*") and experiment B (blue "*"). The Table 4.9 and Table 4.10 show
the results for applying the unimodality test, equation (4.4), with the two Gaussian components
from GMM without any modification. But, it is possible to make a manual fit to data from the
initial GMM hint of parameter (µ1,µ2,σ1,σ2) values. The algorithm would then be like the flow
chart in Figure 4.15 setting "yes=0" for the unimodality case and "no=1" for no data unimodality.
In this way, the results depend on subject fit and there is no automatic bimodality identification
from data. Analyzing the results in Tables (4.9, 4.10) there is concordance generally with Figures
(4.12,4.13,4.14) but in specific some cases by example ∆P12, Qg = 0.03kg/s, Ql = 3.7kg/s there
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Fig. 4.11 Two components GMM fit to Histogram of ∆P34 for a liquid mass flow rate of 3.7 kg/s
with 0.02 kg/s of gas mass flow rate. Data from experiment A.

is a little difference in the "Gaussians that leads to the umbral from one decision to other. The
Figure also proposes an issue: if the GMM proposes two Gaussians (yellow and blue), then the
little peak to the left could be the real another mode. In this way, a three-component GMM was
implemented using a modification to equation (4.4);

|max(µ1,µ2,µ3)−min(µ1,µ2,µ3)| ≤ 2min(µ1,µ2,µ3) (4.12)

The automatic three components GMM fit is showed in Figures (4.16 - 4.18), there is no
Table because the equation (4.12) states that all results are not unimodal. Generally, the results
show that more research is required on automatic bimodality data identification from two-phase
flow in future work. This is an interesting problem not reported in the literature for two-phase
flow and deserves to be investigated to lead better pipeline operation systems.



4.3 Results 85

Fig. 4.12 Two components GMM fit to Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow
rate 1.3 kg/s with 0.005, 0.02 and 0.03 kg/s of gas mass flow rate. Data from two experiments
are presented.

Table 4.9 Automatic fit from two components GMM for behboodian unimodality test, experi-
ment A

∆P12 ∆P23 ∆P34

ql/qg 0.005 0.02 0.03 0.005 0.02 0.03 0.005 0.02 0.03

1.3 1 1 1 1 1 1 1 1 1
3.7 1 1 0 1 1 1 0 1 1
6.1 0 0 0 1 1 0 1 1 0
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Fig. 4.13 Two components GMM fit to Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow
rate 3.7 kg/s with 0.005, 0.02 and 0.03 kg/s of gas mass flow rate. Data from two experiments
are presented.

Table 4.10 Automatic fit from two components GMM for behboodian unimodality test, experi-
ment B

∆P12 ∆P23 ∆P34

ql/qg 0.005 0.02 0.03 0.005 0.02 0.03 0.005 0.02 0.03

1.3 1 1 1 1 1 1 1 1 1
3.7 0 1 1 1 1 0 1 1 0
6.1 0 0 0 1 1 1 0 1 0
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Fig. 4.14 Two components GMM fit to Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow
rate 6.1 kg/s with 0.005, 0.02 and 0.03 kg/s of gas mass flow rate. Data from two experiments
are presented.
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Fig. 4.15 Flow chart

4.4 Conclusions

A series of high-viscosity, two-phase flow experiments were conducted in a flow loop. The
mixtures under consideration were produced with several mass-flow-rate combinations of air
and glycerin and the time series pressure data revealed unique dynamical effects.

Regarding the spatial distribution of the phases, it is first noted that their evolution in the
high-viscosity regime differs substantially from their low-viscosity counterparts. For instance,
it appears that stratified flow patterns cannot be produced when the liquid-phase viscosity is of
order ∼ 1.0 Pa.s, regardless of the air and glycerin flow rates. It follows that the transition from
the stratified to the intermittent flow pattern is not possible within the experimental intervals
considered in this study.

According to the experimental observations, all intermittent flow patterns were directly
produced at the test section’s inlet plane due to the liquid phase’s accumulation effect.
Depending on the flow rates, the flow structure varied from very short to relatively long slug
units. Each kind of flow was represented by a distinctive intermittent signal with specific mean
and fluctuating pressure values. Thus, the on- and off -states of these signals were analyzed to
determine the respective frequencies. As a result, the correlation proposed by Gregory and
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Fig. 4.16 Three components GMM fit to Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow
rate 1.3 kg/s with 0.005, 0.02 and 0.03 kg/s of gas mass flow rate. Data from two experiments
are presented.
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Fig. 4.17 Three components GMM fit to Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow
rate 3.7 kg/s with 0.005, 0.02 and 0.03 kg/s of gas mass flow rate. Data from two experiments
are presented.
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Fig. 4.18 Three components GMM fit to Histograms of ∆P12,∆P23,∆P34 for a liquid mass flow
rate 6.1 kg/s with 0.005, 0.02 and 0.03 kg/s of gas mass flow rate. Data from two experiments
are presented.
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Scott was adjusted to determine the type of intermittency generated in the high-viscosity regime.

Furthermore, the flow was statistically characterized from the time-series to analyze
the pressure itself. The resulting pressure distributions showed sensitivity concerning
the flow rates and the appearance of secondary flows (in the U-section), and the slug
ejection effects. Nonetheless, the pressure drop in all three sections exhibited an almost
linear dependence on the gas and liquid flow rates, here were showed normality tests
and a gaussian mixture model to detect bimodality, this is important because bimodal-
ity may reveals the two phase flow and to determine the type of flow in the pipe leads to
developing a more efficient system operation like pumping system to optimize product transport.



Chapter 5

Leak diagnosis algorithms for
water-glycerol flow

5.1 Introduction

Based on the context information presented in Chapter 1, pipelines are the preferred mean
of transporting products because they have a low cost of transport, they are not affected by
the weather, low energy consumption, do not produce road congestion, do not produce noise,
do not produce atmospheric pollution and they are safe for humans. Transporting fluids in
pipelines has a high degree of reliability and automation because it represents a continuous
operation [94]. Also, it is well known that pipeline networks go through mountains, deserts,
forests, neighborhoods, and cities. The petroleum industry collects crude oil from many places
throughout the world to deliver it to refineries. This petroleum is converted into several products
such as: diesel oil, gasoline, kerosene, heating fuel oils, lubricating oils, and liquefied petroleum
gas. However, not only products that come from petroleum are transported through pipelines
but also other substances, including water, slurry, sewage, hydrogen, and beverages [79]. In
[47] it is reported that there are more than 3.650.000 km of pipelines in about 120 countries
throughout the world. In [141] the survey shows that 134.866 km of pipelines are planned and
under construction throughout the world. From this data, 61.782 km are projects at the design
phase, and 73.083 km are projects in the construction phase. Also, in South/Central America
and the Caribbean, there are about 2930 km of pipelines under construction and 4601 km of
new and planned pipelines.
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From the perspective of safety and environment, the main drawback in pipeline trans-
portation operations are hydrocarbon leaks. Most of this transportation activity occurs safely,
efficiently, and quietly. But accidents happen, like leaks, breaks, and spills. Detecting these
events as quickly as possible provides a mean to minimize the negative consequences of these
events. Leak detection is accomplished using a wide range of approaches with various strengths,
weaknesses, and costs, and literature review shows numerous works on pipeline leak detec-
tion methods. This chapter will present a brief review and taxonomy organization of these
approaches (section 5.2), the development of a new method for leak location taking into account
pressure levels and gradient angles (section 5.3). Finally, a Kalman-based algorithm to detect
the leaks is showed (section 5.4).

5.2 Leak detection systems

Different detection principles and different technologies cover leak detection systems (LDS).
They can be categorized into two major types according to the author [79]: internal leak
detection systems and external leak detection systems. In internal type methods, typical pipeline
instrumentation is used to monitor pipeline parameters (i.e., temperature, flow or pressure
sensors). In external type methods, observation and field instrumentation are used for pipeline
parameters monitoring (i.e., visual inspection, fiber-optic cables, thermal cameras, acoustic
microphones or infrared radiometers). As it was mentioned in chapter 1, section 1.3, there is a
possible combination of internal and external methods (mixed or hybrid approach) according to
[121], [143]. This section (5.2) is developed preferring the ideas from [79] for the simplicity
of leak detection methods organization as shown in Figure 5.1. The literature collected by
[62] offers a similar taxonomy as in Figure 5.2, but the external type proposed by [79] can
include the incidental observation inside visual inspection category. In this way, a more compact
organization is presented.

5.2.1 External methods

External methods look for fluid spills near or surroundings pipelines. The external methods are
also divided into two branches: non-continuous methods in blue color dashed lines and continu-
ous methods in red color dashed lines. External continuous methods have better functionality
in shorter pipelines because there is an extra cost associated with installing additional sensors
through the pipeline. These methods are:



5.2 Leak detection systems 95

 

Leak Detection Systems 

External Internal 

Visual 

Inspection  

Magnetic 

Acoustic 

 

Ultrasonic 

 
Liquid Sensing 

Cables  

Vapor Sensing 

Tubes  

Acoustic 

 

Fiber Optics 

 
Rate of 

Pressure/Flow 

Changes  

 

Model-based 

 

Parameter 

Estimation 

Artificial Neural 

Networks 

State Observers 

Non-Continuous 

Continuous 

Threshold Analysis Spectral Analysis Principal Component Analysis 

Analysis Methods 

Correlation Analysis 

Fig. 5.1 Leak detection methods categorization from [79]

• Acoustic leak detection: acoustic sensors can detect internal noise levels when there is
a leak in the pipeline [52, 53, 107]. An alarm will then be activated if the leak’s acoustic
frequency signal is different from the baseline, and localization of the leak takes into
account the nearest stronger noise signal.

• Fiber optics cables: light propagation through fiber optic cables is sensitive to tempera-
ture changes in the pipeline. These temperature changes are possible because when the
pipe suffers a leak, the product inside the pipeline change its temperature. It gets in touch
with the fiber cable, causing an increment of the cable temperature [129, 87, 110, 67].
The sensors are placed through the pipeline to detect tiny cracks, corrosion, and metal
loss [109].

• Liquid sensing cables: electrochemical cables produce changes in their impedance
when it enters in contact with hydrocarbons. They are buried in touch with the pipeline
[159, 122].

• Vapor sensing tubes: There are vapor sensing tubes through the pipeline. These tubes
are full of air. When the leak occurs, the product inside the pipeline enters the tube,
causing an increment in gas concentration that gas sensors may detect. Also, the level of
the gas concentration can show the leak size [54].

Non-continuous methods are organized as follows:
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Fig. 5.2 Pipeline leak detection taxonomy from [62]

• Magnetic and ultrasonic methods: these methods are used in smart pigs. Magnetic flux
leak detection systems consist of a magnetized pipeline with a permanent magnet. When
there is a leak, the smart pig can detect it by sensing probes attached to the pig. These
sensors detect the magnetic flux line changes. [130, 46]. Also, the pig has an ultrasonic
sensor that sends an ultrasonic pulse to the pipeline wall. When a leak occurs, the pig
receives and processes the reflected signals, and then the leak is located [146].

• Visual inspection methods: these methods consist of periodic pipeline right-of-way
inspection. These methods can include the incidental observation developed by the public
and other third parties, field operations personnel, and pipeline controller like state by the
author in [62]. Pipeline surface conditions are inspected to look for leaks and some other
conditions like corrosion or land stability, which put at risk the pipeline’s integrity.
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5.2.2 Internal methods

Internal methods are based on sensors to monitor the pipeline integrity taking into account
internal pipe conditions like pressures, flow, and temperature. These methods consider measure-
ments under normal operating conditions, and when these measurements are different, an alarm
is activated. It is essential to reasonable accuracy in the measures to develop a suitable leak
detection method. Examples of the internal methods are:

• Rate of pressure/flow change method: this method considers the sudden changes in
pressure or flow or the difference between them. This behavior can detect the presence of
a leak. Nevertheless, it is necessary to turn off this method for pump start-up or operation
pipeline transients to avoid false alarms [100].

• Model-based methods: these methods depend on mathematical models. They use
non-measurable quantities found by estimation methods. Some techniques inside these
methods are:

– Artificial neural networks (ANNs): the ANNs develop a processing routine con-
sidering the pipeline measurements. Then ANNS can be used for leak detection
because there is a pipeline characterization with and without a leak. This charac-
terization is used to train the ANNs to learn to detect signal conditions when there
is a leak. For example, in [16] training, data were generated by a computer code
because it is not usual or easy to find real data for simulating flow in pipelines with
and without leaks. The main reason is the data are classified as private information
of companies.

– State observer: this technique uses a state estimator to reconstruct the non-
measurable variables from measurable signals like pressures, temperatures, flows,
among others. [71, 54].

– Parameter estimation: by mean of model parameters (physical process coeffi-
cients) is possible to find leaks in the pipeline, so when there is a change in the
process model parameters, a non-measurable leak can be detected or localized
because there is a relation between pressures, flows and coefficients like the friction
or the pipe length [71], [79].

– Continuity, momentum and energy equations-based: this method uses the phys-
ical principles of momentum, mass, and energy conservation [21]. So, the flow rates,
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pressures, or even temperature measurements are essential to developing leak de-
tection systems considering estimated and measured variables [135, 148, 137, 111].
Also, state observer algorithms are based on momentum, mass, and energy conser-
vation physical principles [134–136, 133, 20, 148, 149].

– Mass balance-based method: this method focuses on the mass conservation prin-
ciple. Taking into account that pipeline is considered a closed system. The mass
inlet flow must be approximately equal to outlet mass flow. If there is a significant
difference between them, this can be interpreted as an alarm to detect a leak, but the
leak location is unknown [93].

In data analysis, several techniques can use the data obtained from the previous methods
of leak detection. These are; threshold analysis [71], correlation analysis [66, 77], spectral
analysis [128], principal component analysis [118], among others.

5.3 Angle-based diagnostic algorithm

The present proposal takes into account the pressure gradient angle to detect the leak location.
First, let’s consider three pipe sections like showed in Figure 3.2. These three sections are: (1)
pipe linear section, (2) curved pipe section, and (3) linear pipe section. The bottom of Figure
5.3 shows the linear version of the three previous pipe sections (∆z1, ∆z2, ∆z3 ) to compare each
pipe section’s gradient behavior. This configuration can show a typical gradient behavior like
the upper section of Figure 5.3 in the black dotted line (without a leak). In this way, when a
leak occurs, there is a pressure drop (solid blue line in Figure 5.3). Thus, to locate the leak must
follow the steps:

• Pressures levels and gradient angles should be recorded and monitored.

• When a variation in the gradients and pressure levels is detected, the rate of change of
each value must be calculated since the leak will be close to the maximum values of
change, which shows which pair of sensors should be analyzed.

Based on the previous information, sensor P2 presents the significant variation in his pressure
level. Analyzing the gradient change in P1, P2 and P3 noticed a significant change in the gradient
angles between P1 and P2. So, analyzed the pressure level changes and gradient changes are
selected the pressure signal sensors P1 and P2. Thus, Figure 5.4 shows the segment of Figure
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Fig. 5.3 Gradient pipeline behavior

5.3 where the leak occurs (Between P1 and P2); this is ∆z1. The dotted lines are the imaginary
lines for trigonometric calculations. The ideal gradient angles (without a leak) are α ′, and β ′,
but instead of these, new angles are α and β . Then, there is a triangle formed by the angles A,
B, and H with opposite sides a (solid green line), b (solid red line), and h (black dashed line),
respectively. Pressure levels of P1 and Pout are fixed pressure values because they are the input
(due to pump pressure) and the output (due to atmospheric pressure) of the pipeline.

Looking at Figure 5.4,

h =
√
(P1 −P2)2 +(∆Z1)2 (5.1)

Applying the following trigonometric relationships to find β
′

from the hicks P1 −P2 and
∆Z1 (see Figure 5.4):

β
′
= tan−1

(
P1 −P2

∆Z1

)
(5.2)
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Fig. 5.4 Leak location analysis

In the same way, from equation (5.2) it is obtained α ′. Pressure sensors P1 and P2 can be
differential pressure sensors to obtain the gradient. Also, sensors P1 and P2 can be a combination
of two very closely located pressure sensors; thus, α and β can be found, and with these values
it is possible to calculate the angles between the ideal gradient h and the new gradients of P1

and P2:

B = β
′
−β (5.3)

A = α
′
−α (5.4)

H = 180− (A+B) (5.5)

now, applying the sine theorem:

h
sinH

=
b

sinB
(5.6)

Next:

hsinB
sinH

= b (5.7)

Now, the leak location is:
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x = bsinα (5.8)

Then, x defines the leak location measured from the location of sensor P1. This method can
be easily implemented in any low-cost process controller, which makes it field-implementable.
The next section presents a more complex method for calculating the location of the leak.

5.4 Kalman-based leak diagnosis algorithm

The Kalman filter’s theoretical concepts in this section was developed based on the work
reported in [138] and references in [83, 95, 125, 59, 72]. The Kalman filter is an algorithm
developed by Rudolf Emil Kalman [83, 88, 92]. These algorithm is used to solve linear-
quadratic problems; this can identify a linear system’s hidden non-measurable state even who
an affected by white noise. Therefore, it is a linear quadratic estimator (LQE), which becomes
a statistically optimal estimator for any quadratic function of the estimation error. This section
presents the discrete Kalman filter basics, key concepts from the extended Kalman filter theory
and the continuous Kalman filter with a prescribed degree of stability. Finally, an example of
how a Kalman filter can detect and localize a leak in a straight horizontal pipe.

5.4.1 The discrete Kalman filter

Considering a linear dynamic system state-space representation:

x(k+1) = Ax(k)+Bu(k)+w(k)

y(k) =Cx(k)+ v(k) (5.9)

Here w(k) and v(k) represent uncorrelated white noise with mean µ = 0 with covariances Q(k)
and R(k).

Then, the associated cost function is the squared prediction error expected value:

J = E
{
∥ x̂(k+1)− x(k+1) ∥2

2
}

= E
{
(x̂(k+1)− x(k+1))T (x̂(k+1)− x(k+1))

}
(5.10)

The Kalman filter is based on two steps, prediction, and correction. The first step uses the
estimated state from the previous time step to estimate the state at time t = k+1 (the a priori
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estimated state x̂(k+1|k)). In the second step, the a priori estimated state is corrected, taking
into account the output measurements y(k+1) and producing a new term knowing as the a
posteriori estimated state (x̂(k+1|k+1)). Next, the states covariance matrix (the measure of
the estimated state accuracy) is calculated as:

P(k) = E
{
(x̂(k)− x(k))T (x̂(k)− x(k))

}
(5.11)

Prediction step

If the noise w(k) is assumed equal to zero (its mean), then the a priori state estimation follows:

x̂(k+1|k) = Ax̂(k)+Bu(k) (5.12)

Considering the measurements up to k time step, the equation (5.12) and some algebraic
manipulation [72], the covariance matrix is found as:

P(k+1|k) = AP(k)AT +Q(k) (5.13)

Correction step

When there is a new measurement y(k+1), the estimated states are corrected as:

x̂(k+1|k+1) = x̂(k+1|k)+
+K (k+1)(y(k+1)−Cx̂(k+1|k)) (5.14)

In this way, the selection of K (k+1) determines if the states prediction K (k+1) or present
measurements y(k+1) has a major weight in updating the estimated states x̂(k+1|k). So, after
some simplifications (see [72]) the optimal choice of K (k+1) (feedback gain) is found as:

K (k+1) = P(k+1|k)CT (CP(k+1|k)CT +Q
)−1

(5.15)

Thus, considering the a posteriori state estimation in the equation (5.14), the covariance
matrix can be found as:

P(k+1|k+1) = (I −K (k+1)C)P(k+1|k) (5.16)
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Figure 5.5 shows the block diagram for the Kalman filter.

Fig. 5.5 Kalman filter block diagram, from [138]

5.4.2 Extended Kalman filter

The extended Kalman filter (EKF) is the non-linear version of the Kalman Filter. Then, there is
a non-linear system as:

x(k+1) = fk (x(k) ,u(k))+w(k)

y(k) = gk (x(k))+ v(k) (5.17)

with w(k) and v(k) as uncorrelated white noise with mean µ = 0 and covariances Q(k) and
R(k).

Thus, the predicted state and the predicted measurement are computed from the previously
estimated state by mean of the functions fk and gk, and a first-order Taylor series expansion of
(5.17) is used to update the covariance matrix P(k). First, the non-linear system is linearized
around the current estimate, and the Jacobian is evaluated each time step taking into account
the current predicted states. Hence, the EKF is also calculated in two steps:

Prediction step

x̂(k+1|k) = fk (x(k) ,u(k)) (5.18)
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F (k) =
∂ fk (x,u)

∂x

∣∣∣∣
x=x̂(k),u=u(k)

(5.19)

P(k+1|k) = F (k)P(k)FT (k)+Q(k) (5.20)

Correction step

G(k+1) =
∂gk+1 (x)

∂x

∣∣∣∣x = x̂(k+1|k) (5.21)

K (k+1) = P(k+1|k)GT (k+1)×(
G(k+1)P(k+1|k)GT (k+1)+Q(k+1)

)−1
(5.22)

x̂(k+1|k+1) = x̂(k+1|k)+
K (k+1)(y(k+1)−gk+1 (x̂(k+1|k))) (5.23)

P(k+1|k+1) = (I −K (k+1)G(k+1))P(k+1|k) (5.24)

5.4.3 Continuous extended Kalman filter with a prescribed degree of sta-
bility

In this topic, first consider a continuous non-linear system as:

ẋ(t) = f (x(t),u(t))

y(t) = h(x(t))
(5.25)

where the input is u(t) ∈ Rp, the output is y(t) ∈ Rm, and the state is x(t) ∈ Rq. Thus, the
observer is found as [138]:

˙̂x(t) = f (x̂(t),u(t))+K(t)[y(t)−h(x̂(t))] (5.26)

with x̂(t) as the estimated state estimate and K(t) is the observer gain which is a time-varying
q×m found as:

K(t) = P(t)CT(t)W−1 (5.27)
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The previous equation needs the differential Ricatti equation calculation as:

Ṗ(t) = (A(t)+αI)P(t)+P(t)(AT(t)+αI)−P(t)CT(t)W−1C(t)P(t)+Q (5.28)

Where α > 0 (estimation stability degree) can be tuned for the convergence time (estimation
rate) and with the calculus of Jacobians:

A(t) =
∂ f
∂x

(x̂(t),u(t)), C(t) =
∂h
∂x

(x̂(t))

P(0) = P(0)T > 0,Q = QT ≥ 0,W = WT > 0

Finally, It is worth mention this has a significant computational cost for implementing the
discrete version because it requires the solution of the matrix Ricatti differential equation 5.28.

5.4.4 Design of a Kalman filter: an example

The main purpose of the following example is to show how a Kalman filter can be designed to
detect and localize a leak in a straight pipe without branches.

This example involves an extended Kalman filter with a prescribed degree of stability.
Step 1: Identify the available information (observations, data, measurements, records) for

performing the estimation.
In this step, the available information for performing the estimation must be analyzed and

characterized. It must also be defined how the information will be processed before being
injected into the state observer. Some data features that should be considered during the analysis
are the sample time, the existence of delays, and the information’s synchronization. In this step,
it is essential to define which measured variables will calculate the estimation error.

For this example, the following information (time series data) is required: the inlet flow
rate (Qin), the upstream pressure head (Hin), the outlet flow rate (Qout), and the downstream
pressure head (Hout).

Step 2: Formulate a model assuming convenient assumptions and constraints.
In the present example, the model used for the design of the Kalman filter is the so-called

rigid water column model (RWC model) [27], which describes the flow in a pipeline by
taking into account the assumptions (A1)-(A5) given in chapter 2 section 2.3 together with the
following assumptions:
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(A7) the pipeline wall is rigid, and

(A8) the liquid fluid is incompressible.

The RWC model for a pipeline section ∆z is expressed by the following equation [73, 108]:

Q̇(t) = θ
∆H(t)

∆z
−α(Q)|Q(t)|Q(t) (5.29)

where Q is the flow rate in the pipeline section, ∆H is the pressure head loss along ∆z,
θ = gAr, g is the gravity acceleration, Ar is the cross-sectional area and α(Q) = f (Q)/2φAr,
where f (Q) is the friction factor, which can be computed with any of the equations presented in
[25]. By assuming that the flow rate is unidirectional, equation (5.29) becomes:

Q̇(t) = θ
∆H(t)

∆z
−α(Q)Q2(t) (5.30)

which is the model used in this example for the conception of the Kalman filter.
Step 3: Set the model in state-space representation.
The starting point for executing this step is the formulation of the two following equations

that describe the flow in two different sections of the pipeline as in Figure 5.6: the section to
the left of the leak (namely ∆z = zL − z0) where the head loss is ∆H = Hin −HL and the section
to the right of the leak (namely ∆z = L− zL) where the head loss is ∆H = HL −Hout . Both
equations are obtained from the RWC model, equation (5.30), by substituting ∆z and ∆H by the
corresponding values:

Q̇in(t) =
θ

zL − z0
(Hin(t)−HL(t))−α(Qin(t))Q2

in(t) (5.31)

Q̇out(t) =
θ

L− zL
(HL(t)−Hout(t))−α(Qout(t))Q2

out(t) (5.32)

where z0 = 0 is the origin coordinate (the upstream end) of the pipeline, zL is the leak
coordinate (position) and HL is the branch junction’s pressure head.

If any of the equations replaces HL:

Hin(t)−HL(t)
zL

=
α(Qin(t))

θ
Q2

in(t),
HL(t)−Hout(t)

L− zL
=

α(Qout(t))
θ

Q2
out(t) (5.33)

and if the new state variables are defined as x1(t) = Qin(t)−Qout(t) and x2(t) = 1/zL(t),
then the following second-order system results from equation (5.31) and equation (5.32):
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Fig. 5.6 Hydraulic gradient in a pipeline with a leak.

ẋ1(t) = x2(t)
[
θ(Hin(t)−Hout(t))−L

(
α(Qout(t))Q2

out(t)
)]︸ ︷︷ ︸

u(t)

−α(Qin(t))Q2
in(t)+α(Qout(t))Q2

out(t)

ẋ2(t) = 0 (5.34)

Step 4: Set the equations of the Kalman filter.

˙̂x1(t) = x̂2(t)u(t)−α(Qin(t))Q2
in(t)+α(Qout(t))Q2

out(t)+K1(t)e(t)
˙̂x2(t) = K2(t)e(t) (5.35)

where
e(t) = Qin(t)−Qout(t)− x̂1(t) (5.36)

Step 5: Compute the gain of the state observer. To calculate K1(t) and K2(t), equation
(5.27) can be used together with equation (5.28). Notice that for this example P(t),Q ∈ R2×2

and W∈ R.
The Kalman filter described by equations (5.35)-(5.36) was numerically implemented in

MATLAB to test its performance with real data coming from a laboratory pipeline.
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Table 5.1 Pipeline parameters

Parameter Value
Diameter, φ 0.0486 (m)
Length, L 84.58 (m)
Leak position, zℓ 39.99 (m)
Relative roughness,ε 3.47×10−4

Area, Ar 0.001855 (m)
Gravity acceleration, g 9.81 (m/s2)
Fluid viscosity, ν 8.03×10−7 (m2/s)
Fluid density, δ 996.59 (kg/m3)

The pipeline parameters located at the Instituto Tecnológico de Tuxtla Gutiérrez, are listed
on Table 5.1 [123]. The factor friction f (Q) was calculated by using the Swamee-Jain equation.
The observer´s parameters were chosen P(0) = Q = I, where I is the identity matrix, and W = 1.
The observer’s states were initialized with the following initial conditions: x̂1(0) = 0.0002 and
x̂2(0) = 10.

Figure 5.7 shows the Kalman filter flow rate and pressure head for the estimation of the leak
position.
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Fig. 5.7 Flow rates and pressure heads.

Figure 5.8 shows the estimation of the leak position performed by the Kalman filter and the
values of K1(t) and K2(t). Notice that the leak position estimation is very close to the real leak
value given in Table 5.1, with a relative error of less than 0.1 %.
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Fig. 5.8 (left) Real leak position and estimation of the leak position. (right) Evolution of the
observer gain.

5.5 Conclusions

This chapter presented a brief review of the leak detection methods organization (section
5.2), which gives us a better understanding of how different methods can detect and locate
pipeline leaks. For further details on this topic, the reader can consult [79] and [62]. This
chapter also develops a new method for calculating the leak location using pressure levels and
gradient angles measurements of the pipeline’s sensors (section 5.3). This method uses essential
trigonometric functions to find the distance of the leak from a given sensor. For this method’s
correct operation, it is necessary to have a differential pressure sensors or a combination of
two pressure sensors with close distance to obtain the pressure gradient angles. It is worth
mentioning that this method needs to be validated in real experiments. Finally, a Kalman-based
algorithm to detect the leaks was showed (section 5.4). This algorithm uses only four steps to
estimate the leak’s actual position with less than 0.1% of relative error. However, this method
has higher memory requirements and computing costs than the angle-based method (section
5.3).





Chapter 6

Conclusions and future work

6.1 Summary

This doctoral thesis presented the context and problems associated with hydrocarbons transport
using pipelines with a particular interest in pipeline leaks. A mathematical model was then
proposed to describe the flow of a mixture of water and glycerol in pressurized horizontal
pipelines, which emulates the mixture of heavy oil and a viscosity reducer. The model was
based on the mass and momentum conservation principles and empirical correlations for the
mixture’s density and viscosity. The set of partial differential equations was solved using finite
differences. This simulation platform is a tool to simulate leak cases for different fractions of
water and glycerol to evaluate algorithms for leak detection and localization in a simulation
environment before their implementation in a laboratory setting. This work presented an
experimental methodology to calculate the pressure gradient for a glycerin-water flow in a pipe
with curved sections. Experimental data with defined boundary conditions show an agreement
with model predictions. The pressure gradient correction described in this work improved the
model’s prediction for a pipeline with a U-shaped segment.

A high-viscosity two-phase flow was analyzed through a statistical characterization of
the corresponding pressure signals. The flow of a glycerin-air mixture moving through a
horizontal pipeline with a U-turn section installed midway along the pipe was investigated.
Different combinations of liquid and air mass flow rates were experimentally tested. Then,
the moments of the statistical distributions obtained from the resulting pressure time series
were examined to highlight the flow’s significant dynamical traits. Distinctive variations of
the pressure gradients were observed in each section of the pipeline, which suggests that the
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flow dynamics’ local perspective must not be disregarded in favor of global considerations.
It proposed a slug prediction model based on liquid mixture velocity, actual fluid velocity,
gravitational acceleration, and the pipeline’s diameter.

Finally, the literature on leak diagnosis algorithms briefly shows the taxonomy organization
of different leak detection systems methods. Also, two leak diagnosis algorithms based on
pressure gradients and Kalman filter were proposed. The first proposed method needs experi-
mental validation as future work. This method can be implemented to reduce the associated risk
(human and environmental) due to leaks in pipelines transporting hydrocarbons and increasing
the percentage of automatic pipeline leak detection and localization.

6.2 Future work

Future works derived from this research could address the following issues:

• Employ statistical design of experiments to obtain a model more adjusted to the different
operating conditions.

• Use the remaining data in Figure 2.5 to develop leak detection algorithms in the presence
of Drag Reducing Agent’s dynamical values (DRA).

• Validate the mathematical model at different pump speeds and with a more significant
number of experimental runs.

As part of the research and data validation work, the development of the following activities
are proposed:

1. Two pressure transducers should be located at the beginning of the loop and two at the
end of the loop to verify a location method based on pressure gradients.

2. Two flow sensors should be located, one at the beginning of the loop and another at the
end, together with the pressure sensors indicated in point 1. This configuration will allow
the verification of a location method based on state observers (Kalman).

3. An experimental run should be carried out without leakage. The flow, pressure, viscosity,
and temperature measurements should be recorded.

4. One-inch diameter tubing should have a quarter-inch leak in the first few meters of the
pipe.
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5. The flow and pressure measurements with the leak from point 4 should be recorded.

6. A second quarter-inch leak should be caused differently from the leak at point 4, preserv-
ing the instrumentation configuration of points 1 and 2. Furthermore, this second leak
must be in the first few meters of the pipe. It is recommended 2 or 3 meters of difference
concerning the 1st leak.

7. The flow and pressure measurements will be recorded with the leak from point 6.

8. Degrade the glycerin with water and repeat the execution of points 1-7. Record the
percentage ratio of water and glycerin.

9. Degrade the glycerin further with water and repeat the execution of points 1-7. Record
the percentage ratio of water and glycerin.

10. Degrade the glycerin further with water and repeat the execution of steps 1-7. Record the
percentage ratio of water and glycerin.
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