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Abstract

As a result of this dissertation, a solution was developed which would provide visibility

into an institution’s security posture and its exposure to risk. Achieving this required

the development of a Situational Awareness Dashboard in a cybersecurity context. This

Dashboard provides a unified point of view where workers ranging from analysts to

members of the executive board can consult and interact with a visual interface that

aggregates a set of strategically picked metrics. These metrics provide insight regarding

two main topics, the performance and risk of the organization’s Security Operations

Center (SOC).

The development of the dashboard was performed while working with the multina-

tional enterprise entitled EY. During this time frame, two dashboards were developed

one for each of two of EY’s clients inserted in the financial sector. Even though the first

solution did not enter production, hence not leaving testing, the dashboard that was de-

veloped for the second client successfully was delivered fulfilling the set of objectives

that were proposed initially.

One of those objectives was enabling the solution to be as autonomous and self-

sustained as possible, through its system architecture. Despite having different architec-

tural components, both solutions were based on the same three-layered model. Whereas

the first component runs all data ingestion, parsing and transformation operations, the

second is in charge of the storage of said information into a database. Finally, the last

component, possibly the most important one, is the visualization software tasked with

displaying the previous information into actionable intelligence through the power of

data visualization.

All in all, the key points listed above converged into the development of a Situational

Awareness Dashboard which ultimately allows organizations to have visibility into the

SOC’s activities, as well as a perception of the performance and associated risks it faces.

Keywords: Cybersecurity, Situational Awareness, Dashboard, Security Operations Center,

Risk and Data Visualization
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Resumo

Como resultado desta dissertação, foi desenvolvida uma solução que proporcionaria visi-

bilidade sobre a postura de segurança de uma instituição e sua exposição ao risco. Para

tal foi necessário o desenvolvimento de um Situational Awareness Dashboard num con-

texto de cibersegurança. Este Dashboard pretende fornecer um ponto de vista unificado

onde os trabalhadores, desde analistas a membros do conselho executivo, podem consul-

tar e interagir com uma interface visual que agrega um conjunto de métricas escolhidas

estrategicamente. Essas métricas fornecem informações sobre dois tópicos principais, o

desempenho e o risco do Security Operations Center (SOC) da organização.

O desenvolvimento do Dashboard foi realizado em parceria com a empresa multinaci-

onal EY. Nesse período, foram desenvolvidos dois dashboards, um para cada um dos dois

clientes da EY inseridos no setor financeiro. Apesar de a primeira solução não ter entrado

em produção, não saindo de teste, o painel que foi desenvolvido para o segundo cliente

foi entregue com sucesso cumprindo o conjunto de objetivos inicialmente proposto.

Um desses objetivos era permitir que a solução fosse o mais autónoma e auto-sustentável

possível, através da sua arquitetura de sistema. Apesar de terem diferentes componen-

tes arquiteturais, ambas as soluções foram baseadas no mesmo modelo de três camadas.

Enquanto a primeiro componente executa todas as operações de ingestão, análise e trans-

formação de dados, a segundo é responsável pelo armazenamento dessas informações

numa base de dados. Finalmente, o último componente, possivelmente o mais impor-

tante, é o software de visualização encarregue em exibir as informações anteriores em

inteligência acionável através do poder da visualização de dados.

Em suma, os pontos-chave listados acima convergiram no desenvolvimento de um

Situational Awareness Dashboard que, em última análise, permite que as organizações

tenham visibilidade das atividades do SOC, bem como uma percepção do desempenho e

dos riscos que esta enfrenta.

Palavras-chave: Cibersegurança, Situational Awareness, Dashboard, Security Operations

Center, Risco e Visualização de Dados
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Introduction

The following chapter’s structure is divided into seven different sections. The first sec-

tion(1.1) describes the context behind the development of this thesis, followed by the

second section(1.2) showcasing the main motivations behind the dissertation. The third

section(1.3) covers the problem statement and the fourth section(1.4) describes this thesis’

main objectives. In the fifth section(1.5), there is a brief overview of the technologies and

methodology employed. Finally, the sixth section(1.6) covers a list of expected contri-

butions culminating in the final section(1.7) that showcases the overall structure of the

document.

1.1 Context

This document showcases a dissertation which was conducted in an academic and en-

trepreneurial context in collaboration with the multinational enterprise EY. The labor

conducted during the development phase of this thesis took place in two different phases,

each working with a different client inserted in the financial sector. In the same way, the

original purpose of the integration of the student in both projects was also different.

In the first client, a Portuguese financial institution, the original goal of developing

the solution was to assist the Security Operations Center (SOC) staff in their daily incident

response activities by filling a missing Threat Intelligence component. In turn, the work

conducted in the second client, an international financial organization, aimed to develop

a solution which would provide the organization with a centralized view of the SOC’s

security functions by letting the viewers monitor a set of strategically picked performance

and risk metrics.

During the development of the first system, the student joined the SOC’s Computer

Security Incident Response Team (CSIRT) with the objective of gaining insight into how a

typical SOC operates. Ideally, this would evolve into the development of a visual interface

tasked with aggregating security intelligence from various sources, in order to provide

a holistic view of the cybersecurity risk landscape. Unfortunately, due to constraints

with the client, the development of the solution was halted during the finalization of the
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dashboard mockups. Nonetheless, EY proposed a similar solution to another client in

their portfolio, which aligned with the profile of the previous one. This proposal ended

up being accepted and the project began its development. Contrary to the first system, the

second system would be composed by three dashboards, each aimed towards a different

audience: the SOC Staff, the Chief of Information Security Officer (CISO) and the Top

Management. Furthermore, the focus of the metrics presented in the second system

would be more directed towards an internal overview of the SOC’s security functions,

leaving behind the main Threat Intelligence component that was, previously, heavily

focused on.

Ultimately, the development of the solution aims to offer a Situational Awareness

archetype to the client through the means of a Dashboard. This feature not only provides

a continuous risk assessment analysis, to better measure the level of risk the organization

is exposed to at a daily basis, but also allows access to the variables behind the calculation

of this metric.

To sum up, two different systems ended up being developed (referred in the rest of

the document as Systems A and B). On the one hand, System A is associated with the

first implementation which never left its testing phase, whereas System B refers to a full

fledged architectural model which completed its testing phase and was finalized in its

production stage. The main system this thesis is going to introduce and describe is System

B, due to the fact it was implemented in a production environment contrary to System A.

Hence, the remaining sections of this chapter will refer to "the solution"as System B.

1.2 Motivation

One of the main reasons behind SOC inefficiency rests upon the following principle: a

lack of visibility between the SOC analysts and the data gathered by security tools. An-

alysts examine hundreds of security alerts every day in order to, quickly and swiftly,

respond to incoming threats. Only decisions that are backed by data can be trusted to

bring the desired results, but in order to gain valuable insights from their data, enter-

prises must first understand it, and that’s very difficult if one is not able to visualize the

data in a way that makes it easy to understand. Therefore, effective data visualization

techniques are key to continuously understand the endless flow of intelligence gathered,

thus minimizing any possible noise that ends up hindering an analyst’s job. Additionally,

by leveraging Threat Intelligence, analysts can strengthen their security posture by taking

preventive action against incoming security threats.

The quality and quantity of cyber attacks has been increasing over the years as threat

actors, not only increase in number, but also employ increasingly more sophisticated

Tactics, Techniques and Procedures (TTP). Attackers are motivated by financial gain,

gaining confidential data or to disrupt business operations, which makes any enterprise

susceptible to this kind of threat. Hence, on top of a visual representation, implementing a

proper cyber risk management strategy helps to better categorize and identify the threats
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to an organization, in order to help in the prioritization of security threats and mitigation

of possible entry points that threat actors might leverage.

Finally, as it was previously stated the aim of this thesis aligns with the development of

a potential solution to tackle the key points listed above. In fact, through the development

of a Situational Awareness Dashboard displaying several relevant metrics as well as a

dynamically computed risk assessment index, it is possible to provide a perception of

how exposed and susceptible an organization is to risk.

1.3 Problem Statement

Taking into account both the context and the motivation behind this dissertation, the

problems that are addressed by the solution can be summarised below:

• How can we provide a level of visibility into a SOC’s collective intelligence (infor-

mation generated by security tools) so as to not overwhelm analysts with data?

• How can we contribute to help analysts pinpoint security risks?

• How can we provide a perception of the exposure and associated risk of a desig-

nated institution to its executive branch, which is not familiarized with security

terminologies?

• How can we accurately select the most appropriate metrics to track in a cybersecu-

rity context?

• How can we select the most appropriate visualization models to illustrate each

metric in an intuitive fashion?

1.4 Objectives

In order to provide a solution that can address the problems discussed above, a list of key

objectives was defined. Therefore, this dissertation aims to:

• Implement a Situational Awareness Dashboard that provides a higher degree of

visibility into data to help analysts grasp the real-time cybersecurity picture.

• Produce a Risk Assessment model that measures risk in a daily basis.

• Offer a drill-down perspective of the variables that are responsible for the compu-

tation of the Risk Score.

• Give access to the historic evolution of the values affecting the Risk Score, in order

to gradually evaluate the performance of the SOC over time.

3



CHAPTER 1. INTRODUCTION

• Aid analysts in the process of prioritization, through the association of an intuitive

risk categorization mechanism and a quantifiable risk value to every metric that

measures the SOC’s performance.

• Help institutions understand in what ways can their security posture be lacking,

which in turn may lead to a finer allocation of resources and budget investment.

• Level out the communication with a client, the Chief Information Security Officer

(CISO) or even the Executive Branch as the dashboards can be integrated in monthly

progression reports.

1.5 Technologies and Methodology

During the investigation phase of this thesis, several technologies and methodologies

were taken into consideration in order to select the most adequate options when mov-

ing forward into the development phase. This section aims to address this subject by

briefly introducing how the proposed solution interacts with the different components

that constitute a typical SOC architecture.

A typical SOC architecture is composed by 3 core components, those being its: Peo-

ple, Technologies and Processes. Further information regarding each component can be

consulted in the following chapter.

On the topic of the first component, the proposed solution can be visualized and ana-

lyzed by the SOC staff, as well as other important members of the organization that want

to get a grasp of the current cyber situational picture, such as the Chief of Information

Security Operations (CISO) and the Top Management Board. In fact, System B took this

one step ahead and was ended up building a different dashboard for each different user.

The list of bullet points below highlights how each individual can benefit from the

implementation of a Situational Awareness Dashboard in a cybersecurity context:

• SOC Staff - A typical SOC’s Staff is composed by managers, security analysts, and

engineers that cooperate in order to quickly address all kinds of cybersecurity issues.

Therefore, through the support of a visual representation of data with carefully se-

lected metrics that quantify risk, a Cybersecurity Situational Awareness Dashboard

can help analysts prioritize the main security threats and incidents to respond to.

• CISO - The CISO is the individual who is responsible for managing information

security risk, as well as being the spokesperson between the SOC Team and the

Top Management Board. As such, through the power of data visualization, the

communication between both entities can be leveled out. Coincidentally, this means

that management obtains an overview of the cybersecurity state of the organization,

which leads to better decision making and a finer allocation of resources and budget

investment.
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Figure 1.1: Interaction between a Situational Awareness Dashboard and a Security Oper-
ations Center.

• Top Management and Stakeholders - Stakeholders, who can take the form of in-

vestors, are parties with an interest towards a designated organization. As such,

clear communication is paramount towards building a trustworthy relationship

with such individuals. This goal can be reached through the integration of a Situa-

tional Awareness Dashboard, which can be used to smooth out the communication

process.

Regarding the second topic, technologies are the core components that compromise

the architecture of the solution. The decision making process that took place prior to

the development phase of the solution, where several architectural components were

analyzed, is entailed in Chapter 3. Nonetheless, they are introduced below and can be

divided into three layers: Visualization, Storage and Data Ingestion.

• Visualization Layer - Two main data visualization tools were taken into considera-

tion and experimented upon through the development phase: Kibana and Power BI.

Ultimately, Power BI was the tool that was chosen to produce the final dashboard.
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• Storage Layer - Two NoSQL databases were taken into consideration: MongoDB

and Elasticsearch. Ultimately, MongoDB was the database that was chosen to be

incorporated in the architecture of the solution.

• Data Ingestion Layer - Two data ingestion and parsing methods were considered:

Logstash and a set of scripts written in Python. Ultimately, the Python Scripts

option was the one that was implemented and incorporated in the final solution,

due to its intrinsic versatility.

Finally, regarding the methodologies that were taken into consideration, this topic

can be divided into: Risk Assessment and Effective Metric Selection.

• Risk Assessment - Two different approaches for assessing risk were investigated:

the FAIR Model and a methodology proposed by the National Institute of Standards

and Technology (NIST) on a guide for conducting Risk Assessments. Ultimately,

the latter was the preferred option, as the Factor Analysis Information Risk (FAIR)

Model is a methodology which is strongly reliant on a quantitative approach to

measuring risk. Quantitative approaches are better suited for enterprises with a

higher level of maturity since they have well defined risk assessment frameworks.

Both organizations did not achieve this level of maturity.

• Metrics - The SMART methodology helps to define appropriate Key Performance

Indicators (KPI) and Key Risk Indicators (KRI). According to this practice, ap-

propriate metrics have to be Simple, Measurable, Actionable, Relevant and Time

Based. Therefore, this was the standard that was followed for the verification of

both system’s metrics.

1.6 Contributions

Previously, it has been showcased a list of the key problems being tackled and a set of

objectives that the proposed solution aims to fulfill. Lastly, this section summarizes the

core contributions that would optimally be delivered by the developed work.

• A set of dashboards targeting different audiences (e.g. Top Management, CISO,

Operational) which provide a visual interface aggregating a set of intuitive visu-

alizations with relevant information that point the viewer’s attention to the main

security risks present in the organization.

• A risk assessment model that is based on the calculation of risk scores through the

usage of a set of performance and risk metrics that the viewer (e.g SOC analysts) can

consult to understand how the SOC is evolving over time, thus aiming to promote

a cyber situational awareness archetype.
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• A fully automated and self-sustained system architecture for the proposed solution,

tasked with injecting information from different data sources. This information

is later parsed, transformed and stored in the database. Finally, the database is

connected to a visualization software that renders the dashboard solution with all

its visualization components.

• A user manual which explains, in detail, the dashboard’s capabilities, how to navi-

gate it and how to perform modifications to the risk formulas. Hence, this manual

could help new users understand and learn how to manipulate the information

being displayed, allowing for the possibility of the solution’s expansion.

• An alert mechanism that triggers notifications/emails that notify, for instance, the

SOC’s staff when designated metrics reach a certain threshold.

1.7 Document Structure

This document is divided into seven different chapters:

• Introduction - The first chapter presents an overview of the contents of the disser-

tation through its context, motivation, problem statement, objectives, technologies,

methodology and contributions.

• State of the Art - The second chapter encompasses the State of the Art associated

with the investigation that drove this dissertation to fruition. Therefore, it covers

essential topics such as common Cybersecurity Threats, Threat Intelligence, Situ-

ational Awareness, Risk Assessment, the historical evolution of the SOC, defines

metrics and, finally, provides some examples of Situational Awareness Dashboards

used in different contexts.

• System Architecture - The third chapter showcases and describes the architecture

that was used to develop both systems A and B. It explores the different technologies

that were researched, justifying the reason why each architectural model came to

be as it is.

• System A/B: Implementation - The fourth and fifth chapters provide a focused

view of the components that are part of each system architecture. In fact, each

chapter explains every step of the implementation from the gathering, parsing and

mapping of data to the dashboard construction, detailing every metric and every

visualization.

• Product Evaluation - After describing both implementations, the sixth chapter aims

to evaluate System B, through a series of test cases and scenarios. These scenarios

verify if the developed solution achieves the set of contributions it was tasked to

fulfill.
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• Conclusion and Future Work - The seventh and final chapter summarizes the most

important conclusions taken from this thesis and tackles some suggestions that

could be incorporated in a future implementation, in order to refine the product

that was developed.

8



2

State of the Art

The following chapter is divided into 3 main sections. It was decided that all the core

concepts should be defined first so that afterwards we could tackle the environment

where the thesis was developed in and finally, what was developed and with what pur-

pose. Hence, the following chapter’s main sections are: Current Cybersecurity Threat

Landscape, Security Operations Center and Situational Awareness Dashboard.

The first section (2.1) starts by explaining to the reader the state of the cybersecurity

threat landscape, as well as what kind of threats exist and who takes advantage of them

to conduct attacks on organizations across the world (2.1.1). This topic is followed by

3 core concepts that exist to help organizations on their fight against cybercrime, those

being Threat Intelligence (2.1.2), how it can be leveraged to achieve Situational Awareness

(2.1.3) and contribute to cyber risk management (2.1.4).

The second section (2.2) describes the environment where the development of the

solution was achieved. It consists on an overview of the history of the SOC and how it

evolved across different generations (2.2.1). Afterwards, the 3 main SOC components are

addressed (Staff: 2.2.2, Technologies: 2.2.3, Processes: 2.2.4), as well as some challenges

and limitations of a typical SOC architecture (2.2.5). Finally, the section is closed with

some alternatives to an in-house SOC (2.2.6).

The third section (2.3) gathers the principles detailed in the previous sections into the

concept of a Situational Awareness Dashboard inside the SOC of a financial institution,

detailing ts importance, benefits and architectural necessities.

Finally, the fourth section (2.4) is used to sum up this chapter with some key conclu-

sions.

2.1 Current Cybersecurity Threat Landscape

Cybercrime is criminal activity committed by individuals or organizations through com-

puters, computer networks or network devices. It is an attractive option for criminals due

to its low chance of getting caught [71]. Throughout recent years cybercrime has seen an

unprecedented increase in numbers as cybercriminals continue to disrupt businesses and
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take advantage of the inherent financial profit earned through this practice. In fact, this

constant surge in cybercrime has been especially predominant since March 2020 which

marked the beginning of a certain worldwide event.

Nowadays we live in a time period subjugated by the COVID-19 pandemic and as

such, this worldwide phenomenon has served as a catalyst for cybercrime to grow at an

exponential rate. In fact, according to a published article by "IMC Grupo"[12], since the

pandemic began, the FBI reported a 300 percentage increase in reported cybercrimes.

Accordingly, COVID-19 gave threat actors new opportunities to strike due to the ramifi-

cations caused by this pandemic to businesses. This phenomenon caused several changes

to not only people’s social but also to their business life. Corporations adapted to this

new reality by shifting their business operations from their offices to a decentralized,

work-from-home model. Nonetheless, this solution came with its shortcomings as adver-

saries know that employees are working remotely. This new way of working introduces

cybersecurity risks since employees sometimes rely on their home network and personal

devices to complete tasks. Additionally, offices provides firewalls among other technolo-

gies which protect employees while they are working. Coupling the fact that users lack

the degree of cybersecurity controls at home that they have at corporate offices with

the new array of endpoint devices used, emerges a whole new realm of vulnerabilities

and attack vectors for threat actors to leverage. Thus, ever since the COVID-19 pandemic

started, the numbers of scams and malware attacks have significantly risen, with phishing

being reported to have increased by 600 percent in March 2020 [54].

This new wave of cyber attacks put all organizations on high alert, mainly the financial

and healthcare sectors, as 27 percent of COVID-19 cyberattacks target banks or healthcare

organizations [40]. Finally, COVID-19 is credited for a 238 percent rise in cyber attacks

on banks [40] and therefore, more than ever have organizations across the globe felt this

unprecedented need to protect their clients, their employees and their assets.

In order to help the reader get a better understanding of the aim of this thesis some

key concepts need to be addressed. The list of topics below will serve as an overview of

some core concepts that will be tackled in the following sections, aiming to answer some

questions about:

• Who and what should organizations be concerned about in their missions towards

fighting cybercrime?

• What is Situational Awareness and why should organizations care about aiming to

achieve a Situational Aware archetype?

• What is Threat Intelligence and how can enterprises leverage this concept in their

favor?
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2.1.1 Cybersecurity Threats

The topic of cyber attacks is a multi-layered one as it involves understanding different

factors, such as, who conducts these attacks and what motivation drives each different

type of threat actor, but also what kind of threats exist and whats steps do threats actors

take into exploiting and conducting a cyber attack.

First and foremost, threat actors or cyber threat actors are "states, groups, or individu-

als who, with malicious intent, aim to take advantage of vulnerabilities to gain unautho-

rized access to information systems in order to access or otherwise affect victims’ data,

devices, systems, and networks"[14]. Acquiring a perception into threat actors, their

motivations, tactics, techniques and procedures is a key step in the cybersecurity process,

in order to help organizations develop a more focused cybersecurity plan. Additionally,

by placing oneself in the position of the attacker, organizations can better outmaneuver

attackers successfully. According to an article published by the Rand Corporation[1],

threat actors can be segregated into five major different types each with their own set of

motivations and techniques:

• Cyberterrorists - Threat actors that conduct acts of terrorism by performing attacks

via the use of technology in cyberspace. Aiming to influence an audience through

fear and violence they try to force political changes, motivated by their usually

extreme ideologies.

• Hacktivists - Another example of a type of actor which is motivated by their ide-

ologies, they aim to bring awareness into a cause by targeting and exposing corpora-

tions, agencies or any entity deemed as ‘evil’ by the hacktivist group. For instance,

leaking sensitive information about the target or disclosing existing vulnerabilities

to the public are examples of attacks performed by this type of actor.

• State-Sponsored actors - This type of actors are contracted, assisted and funded

by nation-states in order to further their political, commercial, or military agen-

das. As a manner of fact, by being backed up by the nation’s government they are

granted more resources than the average actor posing as a dangerous threat for their

targets. Usually, victims of this threat actor can be nations or entities within the

technological and financial sectors.

• Cybercriminals - Cybercriminals are all about monetary gain, monetizing any type

of stolen data through underground black markets. Phishing, spear phishing and

leveraging known vulnerabilities are just some of the techniques employed by this

actor in order to extract any type of confidential information they can later sell.

Thus, entities that hold a significant of personal data about their customers are

prime targets for this type of criminal activity, such as banks, retail companies and

healthcare institutions.
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• Insider Threats - Threat actors that conduct attacks from within the targeted or-

ganization. Potential insider threats are any individuals with knowledge of the

organization’s confidential data, IT, or network resources. They pose as extremely

dangerous threats as organizations can’t rely on traditional security measures since

these actors are already inside the organization.

The categorization depicted above shows that threat actors differ in terms of resources,

motivations and skills, characteristics which help to predict the identity of their future

victims, how they will carry out their attack and to pinpoint the type of asset or data

they are after. Thus, entities can take a proactive posture and re-enforce their defenses,

limiting an actor’s options to attack.

On the topic of attacks, there are a multitude of different cyber threat categories that

enterprises should acknowledge and take measures against. In fact, the European Union

Agency of Cybersecurity (ENISA) identified the top 15 cyber threats of 2020 (Figure 2.1).

These constitute some examples of the most predominant attacks targeting enterprises

all over the world.

Figure 2.1: The Top 15 Cyber Threats of 2020 (ENISA) [20]

For years, enterprises have been successful at keeping some of these threats at arm’s

length. Despite this, there will never be sure fire way of bulletproofing an organization’s

defenses. Therefore, understanding the attacker’s behaviours becomes essential. In fact,

the Pyramid of Pain (Figure 2.2) highlights this topic perfectly.
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The idea behind the pyramid is that the higher we get, the harder it is for the attacker

to overcome or replace the method the victim has gotten rid of. Whereas simply blocking

file hashes, IP addresses or domains is easy to outmaneuver, taking away an attacker’s

Tool or TTP seriously hinders the way they conduct their attacks, since the threat event

is being treated from its roots. Coincidentally, the process of identifying and inhibiting

a TTP is challenging and time consuming and as times moves this is only going to get

harder, as attacks are getting even more sophisticated due to threat actors always being

one step ahead of their victims.

Figure 2.2: The Pyramid of Pain [64]

As the level of sophistication of attacks increases over time threat actors began creat-

ing more advanced ways to breach the commonly implemented signature based security

measures. Hence, recently a new class of threats emerged, considered one of the most

dangerous ones targeting organizations: the Advanced Persistent Threat (APT). APTs are

unique in the sense that they are categorized as cyber threats with a particular goal and

targeting a specific business or political entity[50]. These targeted multi stage attacks

employ sophisticated techniques, leverage unknown security vulnerabilities and are con-

ducted in a long term fashion until the intruder’s goal is reached. Hence, due to its high

sophistication, the potential financial repercussion of these threats can be huge, posing

as an extremely dangerous threat.

In light of the ever evolving threat landscape and the emergence of ATPs, several ap-

proaches were developed in order to track and analyze the various characteristics of cyber

intrusions, such as the Cyber Kill Chain Model and the MITRE ATT&CK® framework.

The kill chain model was originally employed in a military context and the concept

was related to the structure of an attack. The idea was to preemptively stop an attack by

breaking one of the "chains"of the kill chain, as this would halt the attack. Hence, this

model was adapted to a cybersecurity context and extended into the Cyber Kill Chain

Model. According to the model proposed by Lockheed Martin, the process of conducting
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a cyber attack can be divided into 7 different phases visible in Figure 2.3: Reconnaissance,

Weaponization, Delivery, Exploitation, Installation, Command and Control and Actions

on Objectives [58].

Figure 2.3: The Lockheed Martin Cyber Kill Chain Model [58]

Ever since the this model started being implemented, methods for conducting cyber

attacks have evolved outstandingly, leaving the cyber kill chain model outdated over time.

Likewise, there exist other disadvantages to the kill chain, the main one being that it does

not meet specifications for all types of attack vectors. For instance, insider attacks, which

represent malicious threats that come from inside the organization, are not taken into

consideration by this model [55]. Despite this historical deprecation, the kill chain it

still widely used, however another framework has been gaining traction and is favored

by researchers as the eventual replacement for the kill chain: the MITRE ATT&CK [15].

The MITRE ATT&CK framework is a knowledge base of adversary TTPs which takes

into account real-world observations of millions of attacks gathered from publicly avail-

able threat intelligence and incident reports [37]. It expands the Cyber Kill Chain model

into 14 categories of Tactics, which represent the steps an attacker will usually go through

when orchestrating an attack. Different routes can be taken to achieve the same Tactic,
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as such, a set of Techniques are documented for each Tactic. Finally, each Technique or

attack, has a Procedure for being executed which is also documented by the framework.

The ATT&CK framework is built up of several matrices, one for Enterprises, Mobile and

Industrial Control Systems.

Despite being two frameworks that try to frame and document the behaviour behind

attacks conducted by threat actors, according to MITRE, ATT&CK and the Cyber Kill

Chain are complementary models. Whereas, ATT&CK Tactics are unordered, define

adversary behaviour at a low level and do not trace a linear path for attacks to follow, the

Cyber Kill Chain uses linear, ordered phases to describe high-level adversary objectives

[38].

To sum up, overtime there has been a surge in the quantity and level of sophistication

of cyber threats orchestrated by threat actors. This led organizations to shift their reactive

posture to a more preventive one, starting to document their adversary’s motivations,

behaviour and techniques. Through models like The Pyramid of Pain, cybersecurity spe-

cialists understood the need to catalog and inhibit the tools and TTPs that cyber criminals

used to conduct their attacks. Hence, several models were devised to document the cyber

intrusion process, such as the Cyber Kill Chain and the MITRE ATT&CK matrix. In fact,

these standards add value to cyber threat intelligence through the contextualization of

security incidents and attacks of their stage in the Cyber Kill Chain or the TTPs employed.

The next section expands on this topic by defining the concept Threat Intelligence, its life

cycle and purpose.

2.1.2 Threat Intelligence

Threat Intelligence(TI) is "the contextualised output of a strategically-driven process of

collection and analysis of information pertaining to the identities, goals, motivations,

tools and tactics of malicious entities intending to harm or undermine a targeted organ-

isation’s operations"[9]. In other words, TI is evidence-based knowledge about existing

or imminent threats that can help organizations identify, evaluate and respond to cyber

threats. Given the fact that different threat actors might employ the same of tools and

TTPs, sharing TI is becoming increasingly important for organizations who want to im-

prove their security posture. In fact, according to NIST Special Publication 800-150 on a

Guide to Cyber Threat Information Sharing [42], there are several benefits to sharing TI

among trusted partners, such as, shared Situational Awareness and an improved Security

Posture. Whereas the former helps to enhance defensive capabilities by trading valuable

adversary intelligence among a trusted group therefore helping entities map the current

cyber situational picture and contributing to the overall pool of intelligence regarding

cyber threat actors and their TTPs, the latter is a consequence of better understanding

the threat environment and the behaviour, motivations and TTPs of cybercriminals.

In order to better understand the concept of TI it is important to grasp its life cycle.

The Cyber Threat Intelligence (CTI) cycle is an iterative five-step process that illustrates
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the transition of raw data into fully fledged intelligence. As illustrated in Figure 2.4,

the cycle can be divided into 5 different and fundamental stages: Planning, Collection,

Processing, Analysis and Dissemination [27].

• Planning - This phase defines the TI from the data collection phase to the delivery

of intelligence. Additionally, an intelligence team is formed and their roles and

responsibilities are assigned.

• Collection - This phases has a focus on data collection. Data can be collected in

different ways: Human Intelligence (HUMINT), Covert Human Intelligence Sources

(CHIS), Open Source Intelligence (OSINT), Signals Intelligence (SIGINT) and Tech-

nical Intelligence (TECHINT). Finally, once the collection phase is finalized data is

sent for processing.

• Processing - The data that was collected in the previous phase is raw data in differ-

ent formats which makes it difficult to aggregate and analyze it in the next phase.

Therefore, data is converted into a usable format that can be directly used in the

data analysis phase.

• Analysis - This phase involves extracting the knowledge of the normalized data

attained from the previous phase. Data analysis techniques such as machine-based

techniques and statistical methods are used to transform the raw data into refined

readable intel.

• Dissemination - Finally, in the final phase the resulting data from the previous

phase is captured in order to reach the audience through, for example, machine-

readable data feeds or Application Programming Interfaces (APIs).

Now that it has been established how raw data is turned into practical and actionable

threat intelligence, let us overview some major types of threat information, those being

Indicators of Compromise (IoCs) and TTPs[42].

IOCs are "artifacts observed on a network or in an operating system that can be utilized

to indicate a computer intrusion and detect cyber-attacks in an early stage"[32]. Hence,

enterprises can leverage this intelligence in order to prevent incoming threats or even

detect threats that are actively present inside of the organization’s network. For instance,

common examples of indicators are IP addresses, URLs, domains, email addresses and

file hashes.

As we have seen in the previous section, a TTP stands for Tactics, Techniques and

Procedures applied by threat actors. In the context of TI and how TTPs can be leveraged

in an organization’s favor, this intelligence lets entities understand how adversaries or-

chestrate and execute attacks. As a manner of fact, through TTPs cybersecurity personnel

can understand a threat actor’s tendency to deliver their attacks and exploit their victims.

This lets analysts prepare for upcoming attacks by, for instance, patching existing vul-

nerabilities a designated adversary might tend to leverage, thus closing a possible attack
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Figure 2.4: The Cyber Threat Intelligence Cycle [27]

vector. In fact, when properly employed, TI has the potential to offer protection against

APTs, which constitute extremely dangerous threats for any kind of organization.

Among the different ways that data can be collected, (highlighted in the Collection

phase of the CTI cycle) the most relevant source in the context of this thesis and of the

environment it will be applied on is OSINT. OSINT is an intelligence model which aims

to find, select and retrieve data from publicly available sources. To clarify, examples

of OSINT sources include, but are not limited to: no-cost public threat data feeds and

commercial providers of fee-based TI services that aggregate and enhance existing public

threat data feeds or provide TI based on their own OSINT collection [9]. "Feed de Se-

gurança Informática"is an example of a no cost public TI feed which compiles phishing

and malware campaigns targeting Portuguese citizens. On the other hand, IBM X-Force

Exchange and OTX Alienvault are examples of the latter, organizations that offer services

that let interested parties retrieve their published TI.

The main challenge faced by TI is the fact that no isolated entity has access to a quan-

tity and quality of information that introduces an accurate situational awareness picture.

Moving forward, it is paramount for institutions to achieve optimal situational awareness

by sharing, gathering and analyzing TI among trusted partners and communities. Thus,

institutions need TIPs that can combine internal and external threat data from numerous

sources for correlation. To illustrate, a few examples of several TIPs are the Malware

Information Sharing Platform (MISP), the Collective Intelligence Framework (CIF) and

Collaborative Research Into Threats (CRITs). Taking MISP as an example, MISP is an

Open Source TIP meant for "sharing, storing and correlating Indicators of Compromise

of targeted attacks, threat intelligence, financial fraud information, vulnerability infor-

mation or even counter-terrorism information"[35]. Additionally, MISP is highly praised
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amongst the community because of its features. First and foremost, in regards to its abil-

ity to import and export data in different formats, MISP can handle numerous formats

such as but not limited to JSON, txt, PDF and STIX. Secondly, it contains a flexible API

which enables the easy integration of MISP in other systems. Finally, it contains data

exchange mechanisms as it supports popular standards such as STIX and TAXII.

Expanding on the final step of the CTI Cycle, over the years a few conventions were

established in order to smooth out the process of sharing and communicating threat

information. Standards like CVE, STIX and TAXII emerged to satisfy this gap in stan-

dardization.

Firstly, Common Vulnerabilities and Exposures (CVE) is a dictionary, developed by

MITRE in 1999, created to identify, define, and catalog publicly disclosed cybersecurity

vulnerabilities. It is a free to use standard where collaborators of the CVE program can

append security vulnerabilities as they are detected. Hence, cybersecurity professionals

and specialists around the world can communicate in a universal fashion helping each

other to close existing attack vectors that threat actors might be trying to exploit to achieve

their criminal agendas [39].

Lasty, Structured Threat Information Expression (STIX) and Trusted Automated Ex-

change of Indicator Information (TAXII) were standards also developed by MITRE each

with their own objective and contributions to the dissemination of Threat Intelligence.

As a manner of fact, through STIX and TAXII sharing TI became an accessible possibility

for every institution.

Structured Threat Information Expression (STIX) is a structured language and format

used to exchange CTI. Through its machine readability it enables organizations to ex-

change CTI in an automated fashion, promoting faster responses to threats. This standard

represents data as objects, existing 18 different categories, such as, indicators, malware,

vulnerabilities, threat actors, tools and campaigns. Figure 2.5 represents a STIX object in

JSON describing a "Campaign", in other words, a set of malicious activities or attacks.

Figure 2.5: JSON-based example of a STIX 2.1 Campaign object [45]

Additionally, these objects can have relationships between them making it possible

to build graphs around the data. This way organizations can better understand their

adversary’s TTPs. For instance, Figure 2.6 showcases four STIX objects: a campaign, a

threat actor, an indicator and a vulnerability. Despite being interesting intelligence, this
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information is not actionable if we analyze it separately. However, once the objects start

forming relationships amongst each other, some key conclusions might be extrapolated.

Thus, after forming the links between objects we know that a designated indicator is

being used by a threat actor to perform a campaign that targets a specific vulnerability.

This way organizations can take preemptive action and close the vulnerability before they

are targeted by this campaign. This is one of many examples that showcase the power of

TI and standards like STIX.

Figure 2.6: STIX 2 Relationship Example [45]

Finally, Trusted Automated Exchange of Intelligence Information (TAXII) is a trans-

port layer protocol for sharing CTI over HTTPS specially designed for the STIX format.

Communication is performed with the support of a RESTful API defined by TAXII with

two types of exchange services: Collections and Channels. Whereas the Collection repre-

sents a connection to the TAXII Server with the data for the TAXII Client to make requests,

the Channel is maintained by a TAXII Server and represents a channel wehere consumers

(TAXII Clients) subscribe to the producer (TAXII Server) which pushes new data directly

to the consumers following the publish-subscriber model [46].

To sum up, successfully incorporating Threat Intelligence in an organization’s op-

erations is becoming increasingly important in order to stay up to date to the latest

cybersecurity attack trends. Monitoring adversary behaviour and TTPs through sharing

CTI amongst trusted partners goes a long way towards strengthening an entity’s security

posture. Additionally, it can be inferred that the best CTI policies incorporate some sort

of automation in their data collection, processing and sharing through the use of TIPs

with STIX and TAXII compatibility. This in turn improves the current cyber situational

awareness landscape as organizations are more aware of their cybersecurity posture. The

following section will further explain Situational Awareness, as well as its importance in

the context of cybersecurity.
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2.1.3 Situational Awareness

Situational Awareness (SA) is defined as "the perception of the elements in the environ-

ment within a amount of time and space, the comprehension of their meaning and the

projection of their status in the future"[19]. SA depicts the three fundamental steps to-

wards achieving good decision making, those being the perception of critical factors in

an environment, the comprehension of those same factors and what do they translate

into and lastly, the projection of the state of the system in the future.

Accordingly, the Committee on National Security Systems extended the SA definition

to describe Cyber Situational Awareness (CSA) as "within a volume of time and space, the

perception of an enterprise’s security posture and its threat environment; the comprehen-

sion/meaning of both taken together (risk); and the projection of their status into the near

future"[11]. Therefore, in a SOC context achieving Cyber Situational Awareness (CSA)

is divided into 3 main components: information gathering, processing this information

and projecting this intelligence in a visual representation [78]. On this note, both terms

SA and CSA will be used interchangeably for the rest of the document. All in all, CSA

is a defense strategy that through the use of early warning data, like Threat Intelligence,

factors to proactively assess and mitigate cybersecurity threats.

Taking into account the previous mentioned 3 main components, it’s clear that achiev-

ing CSA requires an ongoing investment in data collection, management and analysis of

the organization’s computer systems, networks and users. Hence, risk inducing situations

can be recognized and possibly predicted before they occur as entities have fundamental

awareness of what’s occurring across any affected domain.

Additionally, the CSA model can be compared to the OODA loop in the context of

decision making. The OODA loop, which stands for "Observe, Orient, Decide, Act"is a

four step process that serves as a methodology for achieving Situational Awareness. In

fact, successfully implementing the OODA loop achieves the 3 main components of SA

depicted above since the 4 steps of the loop align with those of CSA. The first phase, the

observation one, is used to identify any threats and understand the internal and external

environments through gathering data partaking to the organization, its competitors and

the market. Next, the orientation phase is used to reflect on the discoveries found in the

previous phase in order to know what should be done next. Afterwards, the decision

phase is used to discuss response plans where all the possible outcomes are compared.

Finally, on the last phase the response plan is acted upon and the cycle repeats itself,

going back to the observation phase to improve our model and find new threats in the

environment [28].

To sum up, organizations aiming to achieve a cyber situational awareness archtype

benefit from:

• Improved Agility and Security Posture - Cybersecurity professionals who directly

implement and apply situational awareness methodologies are better able to assess

current vulnerabilities and act in the presence of security liabilities. This agility
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enables companies to take preemptive action through the mitigation of potential

attacks and elimination of vulnerabilities before threat actors have a chance to

strike, negatively affecting the affected entity.

• Smoother Communication - All levels of the organizational hierarchy need to ac-

tively understand their cyber environment. Therefore, clear communication be-

tween the chain of command is paramount. As the level of awareness rises, manage-

ment benefits from easier decision making and budget allocation, as they can now

better understand the impact of a situation on the organization’s ability to execute

its operations.

Ultimately, CSA offers a holistic view of the situational environment surrounding an

organization, as well as the ability to comprehend its threat environment in real time.

Additionally, CSA and methodologies such as the OODA loop not only improve organi-

zation’s agility in regards to their threat response mechanisms, but also serves to keep

organizations safe and capable of improving their decision making across the board. On

a final note, establishing a SA archtype involves comprehending the relationship between

an enterprise’s security posture and its threat environment taken together, which trans-

lates to the concept of risk. Therefore, the next section will further explain this concept

as well as how to deal with risk in a corporate environment.

2.1.4 Risk Assessment

All types of organizations, from small enterprises to the most widely known corporate

behemoths face risks. According to [43], risk is "a measure of the extent to which an

entity is threatened by a potential circumstance or event, and typically a function of: (i)

the adverse impacts that would arise if the circumstance or event occurs; and (ii) the

likelihood of occurrence". On a macro scope, Enterprise Risk is defined as "the effect of

uncertainty on objectives"[44] and as such, it should be managed through Enterprise Risk

Management (ERM) policies. ERM is considered "an effective agency-wide approach to

addressing the full spectrum of the organization’s significant risks"[44]. Coincidentally,

one of the main topics this thesis aims to tackle is Cybersecurity Risk, which is one

significant portion of the spectrum of an enterprise’s core risks.

As previous evidence has shown, enterprises all over the world have experienced a

surge in the quality and frequency of attacks. In order for organizations to meet the

requirements for addressing Cybersecurity Risk, they must ensure the confidentiality,

integrity, and availability of information or information systems. Failing to fulfill this

premise places an entity at risk, resulting in potential adverse impacts to its organiza-

tional operations. Ultimately, the concept of cybersecurity risk can be defined as "prob-

ability of exposure or loss resulting from a cyber attack or data breach on your organi-

zation"[67]. As such, implementing a proper Cybersecurity Risk Management (CSRM)
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methodology as part of their ERM, should be one of the cornerstones for any successful

business which aims to[62]:

• Mitigate cyber risks and prevent attacks - CSRM allows for an easier identification

and mitigation of threats through the establishment of proper risk treatment plans.

• Reduce costs and protect revenue - Attackers are mainly motivated by the financial

gains associated with cyber attacks. Therefore, by implementing a CSRM strategy

organizations can mitigate the loss in revenue related to fines associated to the

non-compliance of certain regulations.

• Increase business reputation - Implementing CSRM strategies provides a compet-

itive edge, since entities show their customers that they prioritise their data leading

to a more trustworthy relationship.

Despite the establishment of different risk management methodologies (a subject the

will be explored in the next chapter), there are some core components that are ubiquitous

to every risk management process.

Risk registers and Risk Assessment Reports (RAR) are complementary and critical

documents that serve to document the Risk Management Process. Whereas the RAR "con-

tains the results of performing a risk assessment or the formal output from the process

of assessing risk"[43], the risk register helps to convey and coordinate cybersecurity risk

activities by documenting the complete risk management life cycle. According to the

NISTIR 8286 in "Integrating Cybersecurity and Enterprise Risk Management (ERM)"[44],

a typical risk management life cycle, as can be viewed in Figure 2.7, is composed by

6 different steps: identifying the context, identifying the risks, analyzing the risks,

prioritizing risks, planning and executing risk response strategies and monitoring,

evaluating and adjusting. In fact, this final step is particularly important as it connects

to the first step, in order to continuously re-evaluate and improve the Risk Management

Plan.

• Identify the Context - The first step in the risk management cycle is understand-

ing the context, in other words describing the environment in which risk-based

decisions can be made. Organizational context can be segregated into two factors,

the external context compromised by the stakeholders objectives and expectations

about how risk is managed and the internal context which aligns with factors that

influence the organization’s CSRM.

• Identify the Risks - After identifying the context, the next step should focus on

identifying a set of risks, in other words, identifying a list of factors that may jeop-

ardize the confidentiality, integrity, and availability of information systems. Iden-

tifying an organization’s assets, its potential vulnerabilities and associated conse-

quences when compromised, constitute some of the tasks conducted during this

stage.
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Figure 2.7: Risk Management Life Cycle [44]

• Analyze the Risks - After identifying the risks faced by the organization, the next

step should focus on estimating a likelihood and potential impact for each risk

event. Several approaches can be taken into consideration such as, a qualitative,

quantitative or semi-quantitative analysis, each with its own set of advantages and

disadvantages.

• Prioritize Risks - After estimating the likelihood and adverse impact of each threat

event registered on the risk register, this information should be translated into a

degree of exposure for each risk. Thus, through building a risk matrix and defin-

ing accurate thresholds, enterprises can categorize risk, facilitating the process of

prioritization and mitigation of threats.

• Plan and Execute Response Strategies - After tracking down and extensively di-

agnosing all the potential threat events and risk scenarios the next step focuses

on determining suitable response plans for each risk. Risk response plans should

be introduced carefully as some response might introduce new risks into the en-

vironment. Additionally, since responding to every potential threat and risk is

inconceivable, risk response plans should be performed in a cost-effective fashion.

Thus, four different self-explained actions are available when treating risk: accept,

transfer, mitigate or avoid.
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• Monitor, Evaluate and Adjust - Establishing a proper risk management policy re-

quires a continual monitorization of risk parameters, evaluation of their importance

and adjustment of the appropriate risk treatments. Thus, this phase represents a

key step that takes part during the risk management life cycle as it contributes

to its evolution through ongoing dialogue between staff members and all relevant

stakeholders.

Despite following a common layout, different risk management methodologies ap-

proach the 6 steps depicted above in different ways. Let us take the NIST Special Publica-

tion 800-30 as an example. According to a comparative evaluation made across different

methodologies in [21], this framework received modest scores in regards to the context

identification and monitorization phases (Steps 1 and 6) of the risk management life cycle.

Additionally, it is classified as one of the best methodologies regarding the procedures

that one must take into consideration during the Risk Assessment phase (Steps 2, 3 and

4). On the other hand, this same framework scores poorly in regards to its Risk Treatment

component as it hardly mentions this topic. Coincidentally, since the solution proposed

by this thesis mainly tackles the subjects of risk regarding context, communicating and

monitorization, aiming to achieve optimal SA, much of the developed work was based on

the NIST SP 800-30 which perfectly aligns with these requirements.

To sum up the contents of the previous sections, in order to reach a Situational Aware-

ness archtype, it is necessary to both actively keep up with the latest cybersecurity attacks,

exploits and adversary TTPs through the usage of Threat Intelligence (external compo-

nent), as well as to monitor the organization’s assets, users and network in search for

potential security breaches (internal component). By combining both these factors it is

possible to monitor the level of cybersecurity risk an entity is exposed to, which is part

of the organization’s ERM plan. With CSRM being a core component to the organiza-

tion’s ERM plan, the cybersecurity staff that is in charge with the security component is

tightly connected with cyber risk monitorization. Hence, in order to successfully operate

a Security Operations Center (SOC), which is the unit in charge with all cybersecurity

matters, the staff should have a constant grasp of the cybersecurity environment through

a visual representation of some intuitive and informative metrics. The sections below aim

to introduce and further explore these topics, starting with the core unit that houses and

centralizes all cybersecurity matters in an organization: the SOC.

2.2 Security Operations Center

The third Industrial Revolution, also known as the Digital Revolution, set the stage for

the Information Age which marked its beginning on the latter half of the 20th century.

Throughout this period, as technological innovations like computers, digital computation

and the Internet emerged, an economical shift took place towards Information Technology
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(IT), which is defined by "the use of computers to store, retrieve, transmit, and manip-

ulate data"[16]. Throughout history, human society has striven to protect its physical

possessions from those who mean them harm. Therefore, with the growing digitization

of data and assets proportioned by IT, an arising need to protect them from threats in the

cyberspace emerged. Consequently, one of several solutions devised to tackle this immi-

nent threat was the development of the SOC, an infrastructure composed by a team of

cybersecurity engineers, whose expertise coupled with threat intelligence gathered from

multiple security tools, are tasked with identifying, analyzing and reacting to threats

with the ultimate goal of protecting the resources of an institution [6, 8].

2.2.1 Historical Context

As with many other technological innovations, the first primitive instance of a SOC was

deployed by military and government entities [6]. Similarly, corporations quickly fol-

lowed their footsteps after realizing the potential of IT, quickly becoming dependent on

it. For this reason, there was an unprecedented need to counteract malicious activity

which sprouted the development of security mechanisms and tools that contributed for

its evolution. According to [6], the evolution of the SOC can be partitioned across 5

different generations.

The first generation took place during the birth of the Internet. In fact, as enterprises

had no defense mechanism, threat actors working individually at the time, took advantage

of this through their creative thinking and social engineering skills. Therefore, solutions

such as firewalls and antivirus constituted the first of many security tools to be created.

The second generation went from 1996 up till 2001 and was marked by an era of

malware, worms and viruses who wreaked havoc among corporate and government insti-

tutions. To illustrate, the "Happy99"worm targeted Outlook Express and was considered

"the first virus to spread rapidly by email"[1]. Consequently, as a means to counteract

the rapidly evolving landscape of threat actors, a threat detection stance was taken with

the creation of the first Intrusion Detection Systems (IDS). Furthermore, enterprises

started offering security monitoring and management services, such as IBM and AT&T,

also known as Managed Security Service Providers (MSSP). Equally important, was the

development of the first Security Information Event Management (SIEM) system, tasked

with achieving real-time analysis of security alerts, which became the core technology

used in future SOC iterations.

By the time of the third generation, taking place in the mid-2000s, government and

MSSP entities had developed fully-fledged SOCs as the rest of the industry also started

adhering to this initiative. Despite the development of security standards, threat actors

became more organized, using bots to steal identity and financial records and to perform

Denial of Service (DoS) attacks, meaning cybercrime was beginning to take a more fi-

nancially driven route. Meanwhile, malware attacks were still a reality with the SQL

Slammer, which propagated through a buffer overflow vulnerability in Microsoft SQL
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server 2000, being an example of a worm with devastating repercussions throughout the

Internet [76].

The fourth generation was marked by cyber wars driven by political agendas and

Hacktivist organizations performing Advanced Persistent Threat (APT) attacks on major

enterprises. This attack employs sophisticated hacking techniques in order to gain access

to a system, lurking for long periods of time and stealing confidential data recurrently. As

a result, organizations started collaborating between each other through the use of Threat

Intelligence (TI), with other Open Source Threat Intelligence Platforms (TIP) such as

MISP, starting development in 2012 [36]. Nevertheless, TI is not a silver bullet because if

an APT leverages undiscovered attack types, TI cannot provide APT-related intelligence

for that specific threat.

Finally, during the current and fifth SOC generation, experts came to the realization

that with cyber attacks growing exponentially, a reactive defensive posture was insuffi-

cient, as it was widely ineffective against APTs, and measures had to be taken to shift its

stance to a more proactive and preventive one. In order to maintain the cybersecurity

situational picture, minimize risk and find previously unknown attack vectors and Indi-

cators of Compromise (IoC), organizations are beginning to combine SIEMs with big data

analysis and employ constant and automated intelligence gathering and sharing with

other organizations. To sum up, these are just a few of many changes that constitute the

current and future generation of SOCs which are summarized in Figure 2.8.

Figure 2.8: Evolution of the SOC
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Previously, it was clarified why the SOC was established and how it evolved histori-

cally from the end of the 20th century until today. On this note, the following sections

aim to answer the list of questions below:

• What are the main components of a SOC and how do they work together as a whole

system?

• What are the limitations faced by the current generation?

• What are some of the alternatives to an in-house SOC?

Since different industries focus on specific areas for protection, currently, there isn’t a

particular standard for how a SOC is built. To clarify, an electrical utilities organization

will focus on understanding what is happening in their environment in order to prevent

attacks that might affect their ability to deliver electricity to their customers [34]. How-

ever, as is illustrated in Figure 2.9 there are three main components that are diagonal to

every SOC and those are its Staff, Technologies and Processes [61, 13].

Figure 2.9: The 3 main components of the SOC.

2.2.2 Staff

Despite the fact that humans do not possess the ability to process data at the rate com-

puters are programmed, they are still key for the successful operation of a SOC. In fact,

machines lack common sense and cannot make intuitive informed decisions that can be

achieved by the human brain. For this reasons, a team of experts is vital for the smooth

operation of a SOC. A SOC team continuously monitors and analyzes the security infras-

tructure of an organization for any potential cyber threats. To clarify, the SIEM system,
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which collects logs and events from hundreds of security tools and organizational sys-

tems, generates actionable security alerts, which the SOC team can analyze and respond

to. Finally, in a typical SOC, staff members are divided into 4 tiers which are illustrated

in Figure 2.10[65].

• The Tier 1 Security Analyst is a triage specialist and is the first human line of

defense. Tasked with reviewing the latest alarms and alerts and identifying whether

they are justifiable as security threats or rather classified as a false positive. Finally,

in case if an alert that raises awareness cannot be solved at this stage it is escalated

to the Tier 2 Specialist for further investigation.

• The Tier 2 Security Analyst is an incident responder responsible for the review of

trouble tickets generated by the Tier 1 Analyst. Conducts a more in-depth analysis

through leveraging Threat Intelligence capabilities, in order to single out infected

systems and to evaluate the extension of an attack. Once again, if the tier 2 analyst

cannot fully understand the incident and still has questions he is not able to answer,

the incident is escalated to the tier 3 analyst.

• The Tier 3 Expert Security Analyst is a threat hunter who reviews asset discovery

and vulnerability assessment reports. In charge with handling critical incidents

escalated by tier 1 and 2 analysts. Leverages Threat Intelligence techniques to

identify threats lurking within the network and runs penetration tests in order to

find vulnerable entry points and attack vectors.

• The Tier 4 SOC Manager supervises, maintains and manages the SOC team. Re-

views incident reports and develops crisis communication plans. Evaluates SOC

performance through key performance indicators, like average incident detection

time and average time till remediation.

2.2.3 Technologies

The SOC employs a wide variety of security tools for successfully monitoring an organi-

zation’s systems and network infrastructure. According to [68], the technological com-

ponent of the SOC can be segregated into Data Collection, Analysis & Detection and

Presentation.

Over time, organizations have to evaluate the performance of the implemented SOC,

as a way to assess and improve its productivity, defense capabilities and situational aware-

ness. As we have already seen when the topic of risk assessment was touched upon,

conducting a proper assessment goes through a definition of the context of the evalua-

tion. Therefore, each organization should define which devices to monitor, what data

to collect from them and in what format will this information be stored. Different Se-

curity Operation Centers implement a wide range of security tools, each being its own
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Figure 2.10: The different roles of the Staff arranged in tiers [63].

data source. Hence, common sources of data are: event data gathered from Intrusion

Detection/Prevention Systems (IDS/IPS), sensors deployed over the network, anti-virus

software, vulnerability scanners, firewalls, information collected from identity and ac-

cess management software and even intelligence collected from external TI Feeds and

TIPs[68]. Afterwards, through the use of a system such as the SIEM, data is aggregated,

thoroughly normalised and correlated in a format that is useful for review and analysis.

On this note, it is important to define the SIEM in the context of the SOC as it is the

central technological component. Originally, the Security Information and Event Man-

ager (SIEM) was actually two separate systems, the security information management

(SIM) and the security event management (SEM) systems. Whereas the SIM provided

log management capabilities, such as real-time log monitoring and analysis of different

types of data, the SEM worked as a correlations engine that looked closely at specific

types of events in order to find suspicious incidents. The fusion of the two systems gave

birth to the SIEM, providing the visibility and log information of the SIM with the event

correlation capabilities of the SEM. Finally, since it aggregates all events and log data

from every endpoint and network device, it provides great visibility into the system and

it is an effective tool for threat analysis detection.

The second component is also key for a successful SOC implementation. As large

amounts of data is being gathered and correlated inside the SIEM, in order to effectively

detect potential security incidents, automated detection tools were devised such as the

Endpoint Detection and Response (EDR) and the User and Entity Behavioural Analytics

(UEBA). Despite already having threat analysis detection, other technologies were intro-

duced to aid the SIEM. Firstly, the EDR thrives to find threat patterns in data monitored

and collected from endpoint devices. Finally, UEBA builds a model of "normal traffic"so
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that it can pinpoint abnormal events through artificial intelligence and machine learning.

Finally, the presentations layer helps the SOC staff with communicating data regard-

ing SOC performance over time to the upper management. On top of this, clear presenta-

tion of data enhances and facilitates decision making purposes, as trends inside the data

are easier to detect. More information surrounding the topic of data visualization can be

consulted in the next section.

2.2.4 Processes

SOCs rely on processes, protocols and policies in order to operate effectively, promptly

mitigating any potential cybersecurity threats. This component unites the technological

and human components of the SOC, since it defines the actions that analysts should

take, for example in case of a security breach through an Incident Response Plan. In fact,

procedures commonly employed by a typical SOC are, for example, a Incident Response

and Handling Procedure.

Incident Response protocols are paramount for the quick detection of incidents and

in order to minimize damage. To illustrate, the NIST SP 800-61-r2: Computer Security

Incident Handling Guide is an example of a procedure developed by the National Institute

of Standards and Technology (NIST) which "seeks to assist organizations in mitigating the

risks from computer security incidents by providing practical guidelines on responding

to incidents effectively and efficiently. It includes guidelines on establishing an effective

incident response program, but the primary focus of the document is detecting, analyzing,

prioritizing, and handling incidents"[48].

2.2.5 Challenges and Limitations

According to previous information, it can be inferred that the SOC can be an extremely

competent and powerful tool providing specialists with ways to protect an institution

from threat actors. Despite its benefits, according to [23], only around 26% of breaches in

the last 12 months were detected by the SOC of several organizations, showcasing there

is still room for improvement. To clarify, common limitations and challenges faced by

current SOC teams are:

• Large Amount of Data - The amount of data that analysts are gathering is only in-

creasing. With the large amount of security tools, which are constantly generating

log data, the process of analyzing all this information can be quite time-consuming.

To illustrate, even simple security tools like firewalls, anti-viruses, IDSs and IPSs

provide valuable logging messages [26]. Despite their benefits, the process of trying

to discern real threats from benign ones is challenging. Thus, if too much infor-

mation is fed to the analysts they can quickly become overwhelmed and cannot

accurately classify data between all the existing noise. Figure 2.11 illustrates how

the amount of data gathered correlates to its value, taking into account an analyst’s
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ability to process it. As the amount of events per day grows the value of data in-

creases until it reaches a point where analysts cannot keep up with the permanent

inflow of data and are overwhelmed, introducing inefficiency.

Figure 2.11: Correlation between the amount of data gathered by an analyst with its value
[29].

• False Positives - The increase in data gathered by security tools triggers more

alarms, in turn leading to more false positives alerts generated by the SIEM. A

false positive alert reflects an incorrectly classified event as a potential threat when

in reality it is harmless. Despite the fact that SIEMs employ precise rules in order to

effectively pinpoint potential anomalies and atypical behaviour in the network, if

this same sets of rules are not well defined they can produce an exorbitant number

of false positives. Therefore, a potential tool that is supposed to help the SOC team

ends up becoming a hindrance. To clarify, a study conducted in 2019 infers that

25% of an analyst’s time is wasted chasing this incorrectly classified events [10]. Fi-

nally, a potential solution for this trend would be to automatically address low-level

alerts via the inclusion of a SOAR platform, thus leaving more severe alarms to the

meticulous care of the SOC team.

• Lack of Specialized Professionals - In order to swiftly answer to any possible

threats that could strike at any moment’s notice, the SOC line-up has to be on

high alert 24x7. On top of this, the previous points highlight the stress associated

with their position. In fact, according to [10, 56], this job is so taxing and psycholog-

ically demanding that "eight in 10 teams experienced measurable churns"in 2018.

Furthermore, the lacking number of experts in the field is also one of the mains

causes for this issue, as the same source infers that "skills shortage is typically cited

as the number one challenge in maintaining SOC efficacy".
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• Widening Attack Surface - Every year the number of cyber attacks is growing at an

alarming speed. To illustrate, Figure 2.12 showcases how the growth in number of

records breached tripled from 2018 to 2019, where it reached a 8.5 billion in number

of occurrences [77]. One of the main reasons behind this growth is the constant

widening in the attack surface, where phishing emails, exploiting vulnerabilities

on mobile apps and leveraging Internet of Things (IoT) devices constitute a few

examples. In fact, just to showcase the wide number of attack vectors available just

from IoT devices, the chart below exhibits its growth on a year basis.

Figure 2.12: Internet of Things (IoT) connected devices from 2015 to 2025 (in billions)
[2].

• Lacking Data and Network Visualization - Collecting and establishing proper or-

ganization of data is an important step, enabling analysts to accurately understand

the current cybersecurity situation. As it has been stated, with the large amount of

data gathered there are high chances that this intelligence will generate more noise

than actually be helpful. Therefore, by employing competent data visualization

tools, like business intelligence software, which has the potential of being infinitely

customizable, it allows cybersecurity teams to visualize the important data in a way

that makes the most sense to them. Additionally, having limited access to the quan-

tity and quality of devices connected to the network jeopardizes the efficiency of

the SIEM and complicates the analysts’ decision making, due to lack of information.

To clarify, according to [3] "the top reason for SOC ineffectiveness, according to 69

percent, is lack of visibility into network traffic". This statement corroborates the

information above, since then vast amount of data generated by perimeter security

tools is difficult to analyze unless it is visualized in an organized and centralized

fashion.
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2.2.6 Services

Despite providing measures to counter threat actors, in-house SOCs are extremely expen-

sive infrastructures to build and maintain reaching up to 2.86 million dollars in annual

fees [59]. In fact, not every organization has the funds to spare for the construction of

such a facility, not to mention, the recruitment of a team of experts to maintain its oper-

ation. Therefore, there are some alternatives, for small to midsize enterprises (SMEs) to

hire a similar service at a smaller cost.

The first, which is one of the most common security operations, is hiring a CSIRT.

Whereas a SOC is broader in a protection oriented scope, the CSIRT "is assigned the

responsibility for coordinating and supporting the response to a computer security event

or incident"[52]. In other words, the team focuses on effective and quick incident response.

Additionally, in case it is working under a SOC, they can also leverage threat intelligence

to detect threats. Ultimately, if a smaller organization has as its top priority a quick and

swift incident response in order to minimize damage caused by cybersecurity threats, the

CSIRT constitutes a viable solution.

Secondly, SOC-as-a-Service (SOCaaS) is the ideal service for companies with a re-

stricted budget who still want to have access to real-time threat detection and respond-

ing capabilities. SOCaaS is a cloud-hosted multi tenant software-based service that out-

sources a SOC’s main components, in other words, its Staff, Technologies and Processes.

In fact, analysts, incident respondents and the SIEM are all located and operated offsite

by the service provider. Finally, this solution can improve the security posture of an

organization since it includes features such as 24x7 network monitoring and log data

collection, threat detection and incident response [13].

Lastly, the MSSP outsources security services for Small and medium-sized enterprises

(SME). Despite the fact that both SOCaaS and MSSPs offer similar services, there are

some key differences between the two. To illustrate, whereas a SOCaaS primarily focuses

on the monitoring component, a MSSP on top of offering a continuous monitoring of

network traffic and log management, it provides remote device management of security

products like firewalls and intrusion detection/prevention systems [13]. Finally, this

service is important in the context of this thesis since EY offers MSSP services to its

clients, including the one in which the deployment of the dashboard solution will occur.

To sum up, no security service offers everything and addresses every need. Each one

is tailored for a specific approach and enterprises have to choose the most appropriate

solution according to their requirements and budget.

2.3 Situational Awareness Dashboard

As it has been previously stated, the financial sector is the biggest victim of attacks con-

ducted by threat actors, being the most targeted industry for several years in a row [77].

Therefore, financial institutions need to invest more into detection and response, thus
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aiming to reduce two main KPIs: the time to detect (TTD) and the time to recovery (TTR)

[5]. Despite the fact that in past generations, fame was the main motivating factor behind

attacks, nowadays money is what drives threat actors, and accordingly, banks is where the

money is at. Yet, the concept of money is not limited to its physical or, in this case, digital

definition. Instead, it can be translated into the theft of financial records, a customer’s

confidential data or employee records. However, why are attackers so successful despite

constant technological innovations? Previously, one main obstacle was highlighted as

one of the sources that inhibit a SOC from being efficient, that being: a lack of visibility

[5] due to the exorbitant amount of data that is collected by cybersecurity tools. Thus,

implementing a Dashboard that would aggregate relevant data into intuitive metrics re-

garding the performance of the SOC and that highlights its most vulnerable areas, would

tackle the visibility problem, as well as helping to introduce a much needed Situational

Awareness component. But what is a Dashboard and how can it help organizations?

A Dashboard is a type of visual interface that provides the user with quick to under-

stand information relevant to a particular context. Furthermore, in the cybersecurity

context of an organization, this concept would take the form of a graphical-user-interface

which would convey to the user different metrics. Typically, these metrics are used by

SOC analysts as a means to provide actionable information for decision making purposes.

Finally, the Dashboard should be implemented on two foundations, a visualization com-

ponent and an intelligence component. The following sections will review each one: Data

Visualization and Metrics. Finally, this section is closed with two Situational Awareness

Dashboards used in real life examples.

2.3.1 Data Visualization and Business Intelligence

Business Intelligence (BI) refers to the "analytical, technology supported process which

gathers and transforms fragmented data of enterprises and markets into information or

knowledge about objectives, opportunities and positions of an organisation"[75]. In other

words, business intelligence covers the strategies and technologies employed for data

analysis and subsequent visualization purposes.

In this digital era of Information Technology, the exponential amount of data gen-

erated by security tools is introducing a problem for primitive SOC instances without

mechanisms to deal with the emerging concept of Big Data. As we have seen, analysts

cannot keep up with the amount of data being generated. Coincidentally, Business Intel-

ligence Software tackles some issues including this one as well as proportioning a set of

benefits listed below [22]:

• Fast and accurate reporting - Through the usage of templates and automation of

KPI calculations, the staff can implement real time reports that showcase relevant

and accurate data for further inspection. Additionally, this eliminates manual tasks

further improving efficiency and time consumption.
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• Enhanced visibility - Offers needed visibility into business performance through

the establishment of metrics and KPIs. In turn, this level of visibility into data

builds a more situational aware archetype as different data sources are aggregated

for a fuller picture of what is happening to ones business.

• Improved decision making - Enhances and shortens the decision making process

through the support of actionable intelligence.

• Enhances business productivity and operational efficiency - Since there exists

real time monitoring of the SOC’s performance this makes the process of establish-

ing goals and plans to reach objectives more efficient and intuitive. In the same way,

it helps to pinpoint under-performing areas to cut costs or improve.

Therefore, implementing a business intelligence system should be a top priority for ev-

ery organization. In order to develop a business intelligence system, different components

are necessary. According to [25], those components are:

• Operational data sources or databases of structured and unstructured data.

• A process of collecting data from the various sources, as well as being capable of

transforming it into a normalized format and storing it.

• A data warehouse that works as the central database where parsed information is

stored.

• Analytical tools/software that translates the data stored into actionable intelligence.

To sum up, BI is a competent data analytics tool that offers various enhancements

to business operations ranging from improved decision making to enhancements on

business productivity. Furthermore, in order to build a BI system a set of components are

needed to transform raw business data into a normalized and unified format for analysis.

Finally, BI software tools are able to translate that intelligence into a visual format for a

more intuitive representation through the use of metrics. But what metrics are interesting

and how can we define useful and actionable metrics in a cybersecurity context? The next

section aims to answer these questions.

2.3.2 Metrics: KPI and KRI

Metrics are quantifiable measures used to track and assess business processes. In order

to effectively assess the cybersecurity landscape and identify patterns and trends of ma-

licious activity, a selection of adequate metrics is essential. In fact, if too many and/or

unnecessary metrics are being monitored and displayed this could lead to the introduc-

tion of noise and obstruction of visibility, thus jeopardizing the decision making process.

Therefore, when selecting the most appropriate metrics, quality should be valued over
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quantity and the first step should focus on identifying the most critical security operation

functions performed by the SOC [41].

Manfred et al. [68], describes four types of typical SOC metrics: General, People,

Technical and Governance and Compliance.

1. General - Can be divided into Coverage metrics, related to the amount of assets be-

ing monitored, and Key Performance Indicators (KPI) which are used to measure

the performance of the SOC over time.

2. People - Metrics used to improve the performance of analysts inside the SOC by

measuring their workflow.

3. Technical - Divided into Threat, Vulnerability, Risk, Alert, Incident and Resiliency

metrics. Threat metrics refer to the threat level of vulnerabilities. Vulnerability

metrics are interesting since they give oversight into weak spots attacker might

exploit. Risk Metrics or Key Risk Indicators (KRI) are frequently calculated in real

time and are important to assess the current security posture of the organization,

contributing to the overall situational awareness. Alert metrics are related to the

alerts generated by the SIEM or other security tools. Incident metrics refers to

occurrences that aim to harm the organization, therefore keeping metrics that sum-

marize this information is important. Finally, Resiliency metrics are associated

with the ability to continue business operations after an attack.

4. Governance and Compliance - Segregated into Compliance metrics, which check

if the SOC is compliant with all regulatory guidelines and standards, and Maturity

metrics, which are used to track the maturity level of the SOC at any moment.

According to [41], the SMART methodology is a model that verifies if a metric is

suited to be used in a business context and be used for decision making purposes. To

clarify, following this rule of thumb any metric should be considered Simple/Specific,

Measurable, Actionable/Achievable, Relevant and Time Based.

1. Simple/Specific - A quality KPI should not be overly complicated to calculate and

measure. For visibility purposes clarity is key, and analysts should be able to under-

stand its meaning clearly.

2. Measurable - Not only should an optimal KPI be quantifiable, but also the methods

used to measure it should be consistent.

3. Actionable/Achievable - It should serve its purpose, meaning through the informa-

tion it provides it should lead analysts to make decisions. Otherwise its purpose

should be reevaluated.

4. Relevant - If a designated KPI does not align with the functions of the SOC it is

ineffective.
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5. Time Based - Effective KPIs should be relevant over long periods of time with

results being interesting to review either not too frequently nor too rarely.

To sum up, as different organizations employ different security strategies and goals

the set of KPIs to measure varies according to the circumstance. Therefore, each team of

analysts is tasked with selecting proper metrics to fulfill their needs. To illustrate, a few

examples of KPIs employed in SOCs are as follows: Mean Time to Detect (MTTD), Mean

Time to Resolve (MTTR), Number of Incidents per Analyst, Number of False Positive

Alerts and Time between Threats [41].

2.3.3 Related Work

This section showcases two examples of Situational Awareness Dashboards both applied

in the Healthcare Industry. Unfortunately, due to the sensitive and private nature of

these types of systems, no concrete examples of these platforms, in a SOC context, were

found. However, KPIs recommendations can be used to partially illustrate what these

Dashboards would provide, like for example, the ones mentioned in the end of section

2.4.1.

Amidst the COVID-19 pandemic which is currently being experienced globally, a vi-

sual representation of intelligence can help researchers identify patterns, understand the

current situation being lived across a designated country and predict how this pandemic

situation may evolve into the future. On this note, the following examples showcase two

different countries which are implementing SA Dashboards, giving them access to the

landscape of the Coronavirus outbreak.

2.3.3.1 COVID-19 Situational Awareness Dashboard: Canada

The Public Health Agency of Canada in collaboration with other entities developed a

Situational Awareness Dashboard. To illustrate, the image below depicts a glimpse of the

charts and metrics provided (Figure 2.13).

For instance metrics provided are: Total Cases by Providence, Time Charts of the

Number of Cases/Deaths and the Number of Cases by Age and Sex.

2.3.3.2 COVID-19 Situational Awareness Dashboard: Portugal

Once again related to the COVID-19 Pandemic, the "Direção Geral de Saúde"which repre-

sents the healthcare authority inside the Portuguese government developed the following

dashboard displaying the evolution of the COVID-19 pandemic (Figure 2.14).

For instance metrics provided are: Total Cases by Region, Total Number of Cases/Deaths/Recoveries

and a chart with the evolution of the suspected cases from the beginning of the outbreak

until the present.
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Figure 2.13: Canada COVID-19 Situational Awareness Dashboard [7]

Figure 2.14: Portugal COVID-19 Situational Awareness Dashboard [49]

2.4 Final Thoughts

Over the years, the concept of cybersecurity evolved from simple firewall and anti-virus

solutions to the current generation, where complex SOC infrastructures, operated by

teams of experts, are tasked with real-time monitoring, detection and analysis of inci-

dents. Alternatively, services like SOCaaS and MSSPs became available to small and

medium sized businesses in case they did not possess the budget to acquire a costly in-

frastructure like the SOC. Despite their inherent usefulness, all these systems still faced

many challenges such as having to deal with overwhelming amounts of data and alerts
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generated by the SIEM which in turn created noise that would hinder visibility, specif-

ically affecting its accessibility to reliable and meaningful information. Thus, in order

to protect individuals from the invisible but constant threat that are cyber attacks, im-

proving a SOC’s visibility into intelligence constitutes an essential solution. Reaching

this goal involves acquiring, (i) a perception of the organization’s security posture and its

threat environment through CTI, (ii) a comprehension of the security risk faced at any

given moment and (iii) projecting this data into a viewable format. These three elements

are the foundations behind establishing a cyber situational awareness landscape.

In fact, the third and last point is particularly important as it is the one that enables

analysts to have a constant and informative visual representation of the risks and security

posture of a designated entity, ensuring it is able to perform informed decisions through

a Situational Awareness Dashboard. In fact, to successfully build such a system, a high

attention to detail should be given to what KPIs should be tracked and how data should

be displayed so as it is concise, intuitive and noise free. The following steps would have

to be taken: gathering data from internal sources (organization) and external sources

(OSINT), parsing and centralizing intelligence, implementing the dashboard with its

graphs and charts and finally analyzing this data for monitoring purposes. As a result, this

platform smooths the decision making process and improves monitoring by letting one

have access to the bigger picture, ultimately helping to diagnose problems and allowing

informed business decisions to be made. Thus, the next chapter aims to briefly describe

the architecture of the solution that was developed during the development phase of this

thesis, as well as some alternatives to the current architecture. Finally, on the topic of

data visualization, according to [33], "graphical representations help you immediately

identify outliers, detect malicious activity, uncover misconfigurations and anomalies, and

spot general trends and relationships among individual data points".

A picture is worth a thousand log entries.
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System Architecture

The following chapter’s structure is divided into 5 main sections. The first section is used

to introduce the main architectural components of both systems that were developed (3.1).

Afterwards, the second(3.2) and third(3.3) sections are used to describe each of the three

mains components of both systems, those being the ingestion, storage and visualization

layers. Furthermore, these sections aim to introduce the software that was implemented,

as well as some alternatives that were investigated and experimented upon before the

sedimentation of each system architecture. Finally, the fourth and final section (3.4) of

this chapter is used to sum up what was learned through experimenting with different

software, during the implementation of both systems.

3.1 Bird’s High View of both Systems

In the previous chapter, several important subjects were addressed in order to properly

understand the landscape of the work conducted in this thesis. Not only were some core

concepts such as Cybersecurity, Threat Intelligence and Data visualization defined, but it

was also described the environment and purpose of the solution.

This chapter will overview the architectural components of both systems that were

developed through the course of this dissertation. The first system ended up being used

to experiment upon several different types of software, which in turn made it easier to

establish the architecture of the second system. Hence, all the iterations of the solution

of Systems A and B will be examined with justifications as to why each solution was

developed with their specific components.

In order to develop both solutions, a system architecture was orchestrated that would

allow the Dashboard to be as self sustained and automated as possible. As such, the

devised system architecture can be segregated into three different components:

• Ingestion Layer - This layer is in charge of all the data gathering and parsing tasks

that are used as the building blocks for constructing the visualizations and KPIs

that are present in the Dashboard. As such, the ingestion layer’s main purpose is
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to gather raw data and refine it into actionable intelligence. The Ingestion Layer is

directly connected to the Storage Layer.

• Storage Layer - The storage layer encompasses the Database, which is used to store

all the data that extracted by the previous layer. Hence, on top of being connected

to the Ingestion Layer, the storage layer has a direct link to the Visualization Layer,

in order for the Dashboard to access the data that enriches its visualizations and

metrics.

• Visualization Layer - Finally, the visualization layer is composed by the data visu-

alization software incorporated in the solution, which as we have seen is connected

to the Storage Layer.

Now that the components of both systems have been introduced, the following sec-

tions are used to describe each one in fine grained detail.

3.2 System A

System A’s main purpose of development was to fulfill the main goal of this thesis, devel-

oping a Situational Awareness Dashboard. This Dashboard would allow users to grasp the

cybersecurity situational picture of the organization through a set of strategically picked

metrics, KPIs and KRIs showcased through different types of visualizations. Additionally,

this set of visualizations would not only gather resources from internal intelligence, but

also threat intelligence feeds and third-party calculated security scores to strengthen its

model. Ultimately, due to the fact that the Contractor Agreement, between EY and the

client ended, this system never left the mockups/testing phase.

Before diving into the system architecture it is important to introduce how the first

architectural model came to be, since it paved the way towards reaching the final model.

Hence, after a brief introduction the final model will be presented and each component

detailed.

During the research phase of the dissertation, The ELK stack was one the first tools

of implementation that were investigated. The ELK stack is a bundle of three widely

used open source projects developed, managed and maintained by Elastic: Elasticsearch,

Logstash and Kibana(Figure 3.1). Each one of these three products reflects the components

that were described earlier with Elasticsearch being associated with the Storage Layer,

Logstash the Ingestion Layer and Kibana the Visualization Layer.

As such, an architectural model composed by the ELK stack was the first iteration

during System A’s development. Nonetheless, two of the three components of the ELK
Stack were changed for other alternatives. This matter is explored later on in this chapter.
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Figure 3.1: ELK Stack: Elasticsearch, Logstash, Kibana

3.2.1 Architecture

As illustrated in Figure 3.2, the final architectural model of System A is composed by the

following components: Python Scripts are in charge of the Data Ingestion Component,

Elasticsearch is the core of the Storage Component, in other words, it is the database

that stores the information and Power BI is the Visualization software used to build the

Dashboard.

Figure 3.2: System A - Architecture Model

The process of establishing this architectural model started with the ELK Stack as

its starting point, in other words, with Logstash, Elasticsearch and Kibana. Afterwards, a

different iteration of the solution was experimented upon, one which involved changing

the data ingestion tool from Logstash to a scheduled call on Python Scripts, that would

load the data from different sources to the database. Finally, the final iteration of the

solution substituted the Visualization Software from Kibana to Power BI.

The next subsections introduce the different software tools experimented upon on

each component, coupled with the pros and cons of each which, ultimately, lead to the

establishment of the final architectural model showcased above.
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3.2.2 Ingestion Layer

As it has been described, the ingestion layer is tasked to perform all the ingestion of

raw data, which is further enriched and converted into actionable intelligence. Different

sources were used to extract data about external threats (through Threat Intelligence) and

internal risks. Furthermore, a security score calculated by a Third-Party organization,

was used to back up the previous information and serve as another measure to calculate

the level of risk the designated entity is susceptible to. Further information regarding

this topic can be consulted in the next chapter (Chapter 4).

The following sections aim to describe each software tool which was once incorporated

in the Ingestion Layer.

3.2.2.1 Logstash

"Logstash is a light-weight, open-source, server-side data processing pipeline that allows

you to collect data from a variety of sources, transform it on the fly, and send it to your

desired destination"[60]. Typically, Logstash instances are connected to Elasticsearch due

to its inherent compatibility. Overall, Logstash has high versatility of ingestion, pre-built

filters and flexibility to output data to one’s designated repository.

Regarding ingestion versatility, this tool offers the ability to ingest data from many

available sources through a flexible plugin architecture of over 200 plugins which users

can leverage to customize their data pipelines [60]. Additionally, Logstash has an API for

the development of plugins, in case there is no alternative that satisfies a user’s criteria.

This tool also allows data to be filtered through pre-built filter mechanisms that

smooth out the data transformation process. For instance, filtering capabilities range

from parsing dates and timestamps fields, to even being able to contextualize fields con-

taining IP addresses with geographical information [30].

Concerning output flexibility, Logstash offers a wide range of output plugins to send

event data into. As an example, the user has the flexibility to output data to Databases,

such as Elasticsearch and MongoDB, send events to a generic HTTP or HTTPS endpoint or

even write events to disk in a delimited format [31].

To sum up, below is a list of the pros of implementing Logstash:

• Open-source - Since all the of the software components of ELK are free and open-

source, it has a low financial barrier to entry.

• Configuration - A straightforward configuration process which keeps configuration

files in a plain text format.

• Integration - Tight integration into Elastic’s remaining products, therefore minimal

setup is required when using those tools.
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• Versatility - It lets one write simple rules to programmatically load and transform

data in real-time from different sources, making it possible to change data on the

fly.

• Flexibility - Filter plugins are powerful for extracting and enriching input data.

• Speed - Makes editing configuration files directly a possibility, so that once a change

is made, reloading the service reflects those modifications in one’s Logstash instance.

• Documentation - Despite being a recently developed software, documentation is

extensive and organized.

In the same way, below is a list of the cons of implementing Logstash:

• Performance and resource consumption - Logstash runs on the Java Virtual Ma-

chine (JVM). This means that Logstash will always use the maximum amount of

memory one allocates to it. Memory usage grows linearly as the JVM keeps allocat-

ing to the heap until it runs out of space. Afterwards, it runs a garbage collection

process, which frees up some space of the heap. Hence, as times goes by perfor-

mance starts to decrease since the application may attempt to put more data into

the heap despite the fact that there is insufficient room for it.

• Community Support - As a recently developed software, adoption is still mature,

and finding solutions to some problems online is still somewhat challenging.

• Complexity - Despite being relatively straightforward to configure, as more filters

and data transformation operations are added, the complexity of the configuration

file also increases, more so if there are multiple configuration files for different data

pipelines. This factor inevitably complicates the readability and future revision of

the solution.

• Testing and Debugging - Logstash does not offer any type of debugging capabilities

besides the existence of online grok testing tools. Grok is one of most used data filter

plugins, which helps users parse log files.

• Learning Curve - One of the biggest shortcomings of Logstash is closely tied to its

wide array of different plugins. With so many different modules to ingest, filter and

output data it ends up overwhelming users who have never experienced working

with the software beforehand. Hence, there is the presence of a time-consuming

learning curve.

3.2.2.2 Python Scripts

Another option that was considered throughout the development of the solution, was to

extract and transform data through a set of programmatically designed scripts, written
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in Python. These scripts would be designed to extract data from REST APIs, files or other

sources and be scheduled to execute on a daily basis, in order to add/update the database

with new information.

To sum up, below is a list of the pros of opting for a scripted route:

• Simple - Scripting is a generally simple task to achieve, since knowing how to write

code in a programming language is the only technical requirement.

• Cost - As long as the organization has IT personal who have programming knowl-

edge, scripting is free and has no software or licensing costs associated with it.

• Automation - Scripts are good candidates for automated tasks, such as file manage-

ment procedures, as they can create/update/delete files and folder. Additionally,

they can be used to trigger other complex tasks, such as, checking for the existence

of a file inside a folder and copying the contents of it to a local database.

• Control - Unlike other types of software, which usually only give the user limited

control over the procedures by setting up a set of parameters, scripts are a type of

solution that give the user granular control over the tasks being performed.

• Flexibility and Versatility - Scripts are flexible solutions because they are highly

extensible and versatile. Users can develop complex solutions in different program-

ming languages, which can be passed down and changed by other members of the

team.

• Testing and Debugging - Since users have a higher degree of control over the solu-

tion, they can more easily test it for errors in a controlled environment and debug

it for errors on its execution. Users also have full control over errors being able to

create exceptions and even record in a separate file a summary of the operations

performed.

In the same way, below is a list of the cons of opting for a scripted route:

• Complexity over time - Despite being relatively easy to implement for simple task

automation, over time scripts end up becoming a complex solution. In fact, as

time goes by and the size of the solution increases, more files, more methods, more

variables and more lines of code, inevitably increase the complexity, readability and

revision of the script.

• Maintenance - In the same way complexity increases over time, maintaining the

script is also a cumbersome task for analysts.

• Time consuming - Implementing scripts to automate simple tasks is a straightfor-

ward non time consuming process. Nonetheless, over time the process of maintain-

ing and changing the script can be time consuming.

45



CHAPTER 3. SYSTEM ARCHITECTURE

3.2.2.3 Logstash vs Python Scripts

As we have seen, Logstash’s event processing pipeline has three different stages: inputs,
followed by filters and ending with outputs. Inputs generate events, filters modify them,

and outputs ship them to another repository. Each data pipeline is orchestrated by writing

a configuration file with its set of inputs, filters and outputs. Therefore, in order to

implement the solution in hand, different configuration files would need to be built for

each input, with its own set of filters in order to transform events and store them in

the database. Despite of Logstash’s inherent benefits in the context of our solution some

of its shortcomings made it interesting to explore another approach to the process of

data ingestion. In fact, the realization that its straightforward configuration, versatility

and flexibility, did not out weight shortcomings like its over time complexity, the lack of

community support and a steep learning curve (both fueled by the fact the software is

immature in its production life cycle) enticed the idea of trying to experiment building

the ingestion layer around another approach like scripting.

After experimenting with using scripts to extract data from some Threat Intelligence

APIs it was concluded that, due to previous experience with programming, the process

was faster than writing Logstash’s configuration files. Additionally, troubleshooting errors

and dealing with execution bugs would end up being easier to solve through scripts.

To sum up, both approaches would result in an automated data ingestion component.

Nonetheless, the attribute that ultimately had the most weight when it came to deciding

which approach to take was Logstash’s steep learning curve compared to an existing

knowledge in regards to scripting and programming overall.

3.2.3 Storage Layer

As it has been described, the ingestion layer is composed by the database that was used

to store all the relevant information that is used to enrich the dashboard. Due to the fact

that originally, the ELK Stack was the architecture that was going to be used, the Storage

Component was chosen to be Elasticsearch.

3.2.3.1 Elasticsearch

"Elasticsearch is a distributed, open-source search and analytics engine built on Apache

Lucene and developed in Java. It started as a scalable version of the Lucene open-source

search framework then added the ability to horizontally scale Lucene indices. Elasticsearch
allows you to store, search, and analyze huge volumes of data quickly and in near real-

time and give back answers in milliseconds. It’s able to achieve fast search responses

because instead of searching the text directly, it searches an index. It uses a structure

based on documents instead of tables and schemas and comes with extensive REST APIs

for storing and searching the data. "At its core, you can think of Elasticsearch as a server

that can process JSON requests and give you back JSON data."[18]. In order to better
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understand how Elasticsearch stores and organizes data, below is a list of some of the core

concepts behind this framework [17]:

• Documents - Elasticsearch stores complex data structures that have been serialized

as JSON documents. Hence, a document can be defined as the basic unit of informa-

tion, expressed in JSON, indexed in Elasticsearch. Documents can take the form of

simple text files or even data objects structured in JSON containing primitive data

types such as integers and strings.

• Indices - An index is a collection of documents with a similar data structure. For

instance, an index entitled "Users"can be used to store information regarding differ-

ent users with a similar data structure. Hence, each index has a name that is used

to performs indexing/deletion/update/search operations against the documents

stored inside it.

• Inverted Index - The inverted index is a mechanism inherent to each index which

serves as a quick look-up of where to find search terms in a given document. An

inverted index is a hashmap-like data structure that directs you from a word to

a document. In other words, it is a data structure that stores a mapping from a

document’s piece of data to its locations in a document or a set of documents. Hence,

this is the mechanism behind Elasticsearch’s extremely fast search capabilities in

large data sets.

• Node - Nodes are single servers which are part of a cluster. There are three types

of nodes who overall cover an array of indexing, searching and management tasks.

The Master Node manages the cluster and all the addition and removal operation of

other nodes and indexes. The Data Node is tasked with all data-related operations

such as search and aggregation. Finally, the Client Node manages node operation

by forwarding requests to the appropriate type of node, in other words, it forwards

data-related requests to Data Nodes and cluster requests to the Master Node.

• Cluster - A Cluster is an aggregation of Nodes which are connected together.

• Shards - An Elasticsearch index can be subdivided into different shards. These

shards are hosted on nodes inside a cluster and are used to distribute different

documents of the same index across multiple shards spread out multiple nodes

inside a cluster. This functionality ensures redundancy protecting the data against

hardware failure and increasing query capacity by the number of nodes in the

cluster.

• Replicas - Elasticsearch index shards can be replicated once or more, creating dif-

ferent copies of the same primary shard. Hence, this feature further extends the

redundancy functionalities provided by the shards mechanism.
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To sum up, the main reason behind the decision of introducing Elasticsearch as one of

the core architectural components was its integration in the ELK Stack. Nonetheless, as a

non-relational database it is suited for the implementation of the solution.

As a side note, it is important to clarify how Python interacts with Elasticsearch, in

order to perform all data-related operations. Elastic developed a low-level Python client

for Elasticsearch, called elasticsearch-py. Through this client, it is possible to automate all

index creation and document insertion operations.

3.2.4 Visualisation Layer

As it has been described, the visualization layer is composed by the data visualization

software incorporated in the solution. Due to the fact that originally, the ELK Stack

would be the architecture that was going to be used, Kibana was originally integrated in

the Visualization Component, later substituted by Power BI. The following sections aim

to introduce both frameworks and their respective functionalities, culminating in a final

section that justifies why Power BI was the chosen architectural component.

3.2.4.1 Kibana

Kibana is a data visualization and management tool for Elasticsearch that provides real-

time data visualization. Hence, it allows users to visualize Elasticsearch data through the

use of histograms, line graphs, pie charts, maps and other data visualization techniques.

Through its real-time data visualization organizations can be constantly aware of the

status of their business operations.

When it comes to its features, Kibana offers different functionalities, such as, data

visualization, data exploration, alerting, security, monitoring, management, share and

collaborate and even machine learning. The following list entails on each topic mentioned

above, with the aim to clarify the benefits and capabilities of implementing Kibana:

• Data Visualization - Kibana offers different ways to build one’s ideal Dashboard

with different data visualizations techniques. For instance, inexperienced users can

take advantage of Kibana Lens easy-to-use and intuitive interface that simplifies the

data visualization process through a drag-and-drop experience, whereas veteran

users can leverage Kibana’s more advanced data visualization tools.

• Data Exploration - Regarding data exploration, Kibana offers Discover and Dash-
boards. On the one hand, Discover enables users to explore and access every docu-

ment in every index that matches the selected index pattern. Additionally, through

this feature users can perform queries and filter search results. On the other hand,

through the Dashboards functionality users can display a collection of visualizations

which are updated in real time and create drilldowns between multiple dashboards

to enhance the experience.
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• Alerting - This feature enables alerts which identify users when some designated

changes occur the data that is stored in Elasticsearch.

• Security - Elastic Security enables the SOC Staff with the ability to detect, investigate,

and triage threats.

• Monitoring and Management - The Elastic Stack offers a variety of monitoring

and management tools, such as: full stack monitoring, user and role management,

license management and much more.

• Share and Collaborate - Kibana allows to share visualizations with other team

members and offers the ability to share a link to a Kibana dashboard, or embed the

dashboard in a web page as an iframe.

• Machine Learning - Through Elastic’s machine learning features Kibana can auto-

matically model the behavior of one’s Elasticsearch data in real time.

Despite of the functionalities listed above, after experimenting with Kibana during the

development phase of the mockup of System A, the following obstacles were encountered:

• Premium Features - Despite having a relatively low entry barrier (free), some of

the most interesting features such as Machine Learning are blocked behind a sub-

scription based service.

• Inability to create visualizations using data from various indices - In Kibana ev-

ery single visualization created is tied to a particular index. This presented a major

drawback since there were some metrics, such as the risk value extracted from the

different Threat Intelligence sources, that could not be calculated since the Indica-
tors of Compromise collected from each source were stored on its own independent

index.

• Third-Party Plugins - Kibana provides the possibility of installing Third-Party Plu-

gins to add some new type of visualization or interface element. Despite appearing

to be a good solution for introducing some type of lacking feature, adding plugins

to Kibana can be a very tedious process due to errors with version mismatching.

Additionally, upgrading a plugin to a new version most likely will raise some in-

compatibility issues.

• Lack of Control over Dashboard UI - Kibana’s dashboard building experience is

conducted in two stages: making the visualizations and adding them to the Dash-

board. The second stage is rather simple since the user only has to drag, drop and

resize the chosen visualization. Despite its ease to use, this feature is a huge handi-

cap for users that want to have full customization control over their Dashboards.
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• Dashboard Interactivity - After experimenting with Kibana, compared to the other

data visualization software (Power BI) there was a lack of interactive features present

on the Dashboard.

• Lack of Customizability - Another point where there is a lack of customizability

is on visualizations. For instance, color formatting is very limited not to mention

in chart and graphs there is no RGB color selection, it is only possible to select one

color out of a few samples out of a pallet.

• Community Support - As a recently developed software, adoption is still immature,

and finding solutions to some problems online is still somewhat challenging.

All in all, Kibana is a potent open-source data visualization software with robust

analytics, search and security features. Nonetheless, over the course of experimenting

with this data visualization tool the list of obstacles encountered above led to the search

for another alternative for the visualization component. Hence, after some investigation

an alternative business intelligence software was found:Power BI.

3.2.4.2 Power BI

Power BI is a cloud-based business intelligence service suite developed by Microsoft.

Analogous to other Business Intelligence services, its main purpose is to convert raw

data into meaningful information by using intuitive visualizations so that one can easily

analyze data and make important business decisions based on it. All in all, Power BI
is a business intelligence tool which offers a bundle of data visualization tools such as

software services, apps and data connectors.

Below is a list of some of the advantages and features of implementing Power BI:

• Cost - A major advantage of using Power BI is that it is a relatively inexpensive and

affordable product. The Free License of Power Bi allows users to access almost all

of the most important features of the product.

• Simple - Power BI is known for its simplicity and user-friendliness. In fact, a few

hours working with the software were enough to start understanding how to con-

nect data sources to Power BI and start building interesting visualizations.

• Easily Accessible - Power BI can be accessed from one’s desktop computer, laptop,

tablet or phone. This way teams can constantly access dashboards and reports

anywhere and be engaged with each other.

• Documentation - Regarding documentation, Microsoft does a great job explaining

every feature of Power BI and provides step-by-step guides on how to perform some

complicated tasks.

50



3.2. SYSTEM A

• Community Support - Since Power BI is a tool that is widely used by organizations,

there is an active community of other users who are willing to help. Nonetheless,

there is a high probability the question someone is looking to get answered has

already been answered by someone else who may have encountered the same issue.

All in all, Power BI has a thriving community eager to help.

• Wide Selection of Visualizations - One of the main features of Power BI is its di-

verse visualizations. Hence, it becomes possible to create appealing dashboards and

reports. Finally, it is also possible to create custom visualizations further enhancing

and letting one personalize his Power BI experience.

• Wide range of different ways to connect data - Power BI offers users a range of

structured or unstructured data sources to import data from.

• Customizable Dashboards and Informative Reports - In Power BI there are two

types of top level visualizations: Dashboards and Reports. On the one hand, the

Dashboard is single page and contains tiles, each representing a visualization cre-

ated from a report. Therefore, Dashboards in Power BI should be used as a way

to view some of the most important KPIs of one or more reports. On the other

hand, Reports are a combination of multiple visual elements. Additionally, Reports

can have up to several pages/tabs and are much more interactive in terms of data

visualization, for instance, with the ability to apply filters on visualizations.

In the same way, below is a list of the obstacles and disadvantages of working with

Power BI:

• Premium Features - Despite having a relatively low entry barrier (free), in order to

have access to the ability to share Power BI reports inside or outside organizations,

users must have access to a paid Power BI Pro subscription. Moreover, Power BI has

a limit per data set of 2 GB of data for free accounts.

• Rigid Formulas - DAX stands for Data Analysis Expressions and is compromised

of a collection of functions, operators and constants used to calculate new values.

In other words, DAX is used to transform or create new information based on the

data stored in Power BI’s data sets. Despite of its powerful nature and ease to use in

simple use cases, DAX is not the easiest language to work with. As the complexity

of operations increases DAX formulas end up becoming long and complex.

3.2.4.3 Kibana vs Power BI

As we have seen, whereas Kibana is an open-source data visualization and management

software built to complement Elasticsearch and the remaining ELK Stack, Power BI is more

suited towards business intelligence and is more versatile than its counterpart, in regards

to connectivity to different data sources.

51



CHAPTER 3. SYSTEM ARCHITECTURE

Additionally, Power BI’s reports are superior to Kibana’s Dashboards due to their big-

ger degree of flexibility and customizability. Regarding pricing, Power BI is also superior

in that category since the difference between the Pro and the Free version is negligible

for single entities (Pro version gives permission to share Dashboards and Reports). On

this note, in terms of collaborative work Power BI is once again, a notch ahead of Kibana,

because of top of its ability to export data in different formats, such as CSV, and it allows

users to publish data directly to websites.

To sum up, after experimenting with Kibana changing the data visualization tool to

Power BI showed how superior the second is to the first. Therefore, it was decided that the

visualization software that would be present in the development phase would be Power
BI.

As a side note, it is important to clarify how Power BI has access to the data residing

inside of Elasticsearch. This connection is made through an ODBC Connector. Briefly, "an

ODBC driver uses the Open Database Connectivity (ODBC) interface by Microsoft that

allows applications to access data in database management systems (DBMS) using SQL

as a standard for accessing the data. ODBC permits maximum interoperability, which

means a single application can access different DBMS"[70]. Elastic offers a compliant

ODBC driver for Elasticsearch, therefore making the process of connecting Elasticsearch
data to Power BI a possibility.

3.3 System B

Both Systems A and B had the same goal in mind, the development of a Situational Aware-

ness Dashboard that would allow users to grasp the cybersecurity situational picture of

the organization, through a set of strategically picked metrics.

System B was developed to fulfill a lacking visual component in another client of the

financial sector. This client did not have access to a unified view of the performance and

risks of the SOC. The key difference in this System compared to the previous one, was the

involvement of the client. Whereas System A’s client was not engaged in the development

was that Dashboard, the client associated with System B was motivated with the solution

and was engaged and cooperative.

Before introducing the final architecture and its components, it is important to take

note that System B’s Model was developed based on the experience that was gained from

working with System A. Hence, this is the reason why two of the three architectural

components remained the same. The next section will cover the final architectural model

of System B.

3.3.1 Architecture

As illustrated in Figure 3.3, System B’s architecture is composed by the following com-

ponents: Python Scripts are in charge of the Data Ingestion Component, MongoDB is
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the core of the Storage Component, in other words, it is the database that stores the infor-

mation and, last but not least, Power BI is the Visualization software used to build the

Dashboard.

Figure 3.3: System B - Architecture Model

As it has been stated, the process of establishing System B’s architectural model was

mainly based on the experience gained from the work conducted during the development

of System A. System B’s architectural model ended up being slightly similar with a key

difference in the Storage Layer, where Elasticsearch was replaced with MongoDB. This

change will be explained and justified in the Storage Component section further ahead.

Hence, the final architectural model of System B is the following: Python Scripts are

in charge of data ingestion, MongoDB is the database and Power BI is the visualization

software.

The next subsections introduce the different software tools experimented upon on

each component, coupled with the pros and cons of each which, ultimately, led to the

establishment of the final architectural model showcased above.

3.3.2 Ingestion Layer

After developing System A it was concluded that through the use of programmatically

written scripts, coupled with a system scheduler that would run the scripts in a monthly/daily/hourly

fashion the system could be developed in a controlled and flexible manner. Hence, after

verifying that System A was functional it was decided that a set of Python Scripts would

be in charge of System B’s Ingestion Component.

3.3.3 Storage Layer

As it has been described, the ingestion layer is composed by the database that is used

to store all the relevant information used to enrich the dashboard. As we have seen in

System A’s Architecture section, an ODBC connetor was necessary to connect the data

stored inside of Elasticsearch with Power BI. Despite the existence of this technology, what

was initially unknown to the user was that in order to take advantage of the ODBC Client
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it was necessary to subscribe to Elastic’s service (which was done for a 30 day trial during

System A’s development). Hence, since developing a solution to the client that would not

be self sustained without having a financial cost was out of the question, the idea of using

Elasticsearch was dropped.

After researching for other common unstructured databases, an interesting candidate

was found: the popular non-relational database for unstructured data MongoDB. The

reason why searching for another unstructured database was preferred was because of the

possibility of changes being made to the schema of data. In other words, so that it would

be possible to insert a new field to the existent data mapping, in order to for example,

add a new visualization to the dashboard.

The following section aims to introduce MongoDB as the database replacing Elastic-
search, as well as to clarify some core concepts and advantages it poses over Elasticsearch.

3.3.3.1 MongoDB

MongoDB is a document-oriented NoSQL database used for the storage of high volume

data. Typical SQL databases, tabulate data in a fixed row and column format, thus storing

data in a structured fashion. These types of relational databases access data using SQL

(Structured Query Language). In contrast, a NoSQL database does not store data in a

tabular fashion. NoSQL databases can store data in four different ways: document, key-

value, column stores, and graphs. In the case of MongoDB, data is stored in a document

oriented style [74].

Now that the basics of MongoDB have been clarified, let us overview some of its core

concepts.

• Documents - In the same way as Elasticsearch, MongoDB stores data as JSON docu-

ments. Hence, a document can be defined as the basic unit of information, expressed

in JSON, indexed in MongoDB. Documents can take the form of simple text files

or even data objects structured in JSON containing primitive data types such as

integers and strings.

• Collections - A collection is a collection of documents. Unlike the case of tables in

relational databases, a collection in MongoDB does not enforce a schema, being far

more flexible.

• Replica Sets - In MongoDB, databases have at least two more copies of the data

associated with. These copies are made upon creation of the database and are

entitled as replica sets.

To sum up, both Elasticsearch and MongoDB could easily fill the role of the Storage

Component. Nonetheless, since Power BI was the chosen visualization software and the

requirements to connect to a data source were an ODBC connection, the database with a

free ODBC client was the one that was chosen: MongoDB.
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As a side note, in the same way Elasticsearch has a Python client called elasticsearch-

py, PyMongo is a Python distribution containing tools for working with MongoDB. Through

this client, it is possible to automate all collection creation and document insertion oper-

ations.

3.3.4 Visualisation Layer

Analogous to the Ingestion Layer, the decision to choose Power BI as the architectural

component was made after working with System A. In fact, after developing System A

and working with both technologies (Kibana and Power BI) it was concluded that the

latter was far superior than the former, due to the reasons stated in System A’s overview

of the frameworks.

Additionally, due to the fact that the client had access to the Office 365 Suite, which

includes licensing for Power BI Pro, it was possible to use its much needed premium

features such as, more storage space for data sets and the ability to share reports through

various members of the organization.

Finally, after verifying that System A was functional it was decided that Power BI
would be in charge of System B’s Visualization Component.

3.4 Conclusions

Over the course of the research phase, several different frameworks were investigated for

the sake of aiming to find a suitable set of frameworks the would enable a sustainable

solution to be built.

Upon starting the development of System A, it was initially planned to implement

it through the support of the ELK Stack. As such, the first iteration of this system’s

architecture was initially compromised by the software bundle: Logstash, Elasticsearch
and Kibana. Later on, first Logstash and later on Kibana, were respectively substituted

by a set of programmatically written scripts and Power BI, another data visualization

software. Firstly, Logstash was replaced due to an inherent lack of experience working

with the framework compared to scripting. Lastly, Kibana was replaced, because the

former introduced a lot of limitations and obstacles that were easily solved by changing

the tool to Power BI.

As for System B, overall the architectural model did not suffer many changes but

one, the replacement of the Storage Component from Elasticsearch to MongoDB. This

decision came to be for two reasons. Firstly, the accessibility of Elasticsearch’s ODBC

Client was tied to the ELK Stack’s premium features, and finally, it would not make sense

to implement Elasticsearch since most of its design is based on the implementation of this

framework along the remaining ELK Stack, or in this case, with Kibana.

To sum up, throughout the research and development phases of the work conducted

in this dissertation, different software was experimented and trialed upon in order to find
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the ones that would best fit the solution being developed. Just because a certain entity

developed a framework that seems to align with one’s objectives, does not mean that it is

the only or best solution to use. Hence, by taking the ELK Stack as a starting point it was

possible to build a skeleton of the architecture. Despite of its mutations over the course

of time, the same basis was retained showcasing how the solution grew over time in spite

of retaining the same foundation.
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Implementation: System A

This chapter is divided into 4 different sections. The first section(4.1) is used to introduce

System A and to explain why this chapter is rather small in size when compared to the

one in chapter 5, which describes System B’s implementation. Afterwards, the second

section(4.2) jumps straight to the different types of metrics that can be consulted in the

dashboard. The third section(4.3) briefly introduces the different data sources accessed

and that are used to enrich the dashboard visualizations. In the fourth section(4.4) the

dashboard is presented to the reader, as well as its different visualizations. Finally, in the

last section(4.5), a brief summary of the chapter is performed, as well as a description of

what is unique to System A.

4.1 Preamble

As we have seen in the previous chapter, Systems A and B both have different objectives,

architectures and developments life cycles. Whereas System B was developed with some

prior knowledge and experience due to the time spent working on the first system, System

A was developed in a phase where there did not exist any previous experience working

on the subject. In fact, System A ended up becoming more of a proof of concept rather

than a fully fledged and independent solution, like System B. Hence, it can be stated that

System A is not the main system but can be considered one of the stepping stones that

led to the development of the main situational awareness dashboard: System B.

Furthermore, it is important to mention that, even if System A left the mock-up stage it

would always be a difficult solution to bring to production. Since the majority of System

A’s metrics are calculated based on information the was gathered from services that

require a subscription, this solution would not be ideal. In fact, as it will be showcased

ahead, only two out of the four of the threat intelligence feeds were open/free, not to

mention how the third party security rating service was also a subscription based service.

Finally, the internal data also faced the obstacle that the client had not given access to the

credentials required to access its information.

To sum up, the main idea that this section aims to convey is that, since System A
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was part of the learning experience, this component should be mentioned and described.

Despite this, it should not be given the same attention to detail regarding its implementa-

tion process, as it is given to System B. Therefore, this chapter will be much shorter than

the one which describes System B’s implementation, only focusing on the parts that are

unique to it:

• Metrics - Both systems have different data to visualize, therefore their metrics also

differ. Hence, System A’s metrics will be reviewed in the next section.

• Data sources - If both systems have different types of metrics, their data sources

will inevitably be different as well.

• Visualizations - Different systems, different dashboards, different metrics, differ-

ent visualizations. Hence, this chapter also reviews System A’s visualizations and

dashboard interface.

4.2 Metrics

This section aims to list the different metrics incorporated in System A’s dashboard. Due

to a limited access to data and a lack of knowledge and perception into what metrics could

be interesting to explore in a SOC context, in this solution the visualizations that ended

up being developed were very much dependent on the information that was capable of

being accessed. This aims to justify the low number of metrics and the reduced size of

the dashboard compared to System B.

4.2.1 Threat Intelligence Metrics

In regards to the Threat Intelligence KPIs, these metrics provides the SOC Staff with

the possibility of identifying incoming attacks to the organization that have not been yet

found. Furthermore, by providing visibility into the most predominant trends such as,

threat actors and categories of attacks the organization can strengthen their preventive

security posture by focusing into defending against such threats.

All in all, five different metrics were built:

• Top 3 Threat Actors - Measures the most predominant threat actors involved in the

attacks related to the indicators of compromise gathered.

• Top 3 Categories - Measures the most predominant categories related to the indica-

tors of compromise gathered.

• Top 3 Targeted Entities - Measures the most predominant entities which were

victims or are in som way related to the indicators of compromise gathered.
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• Percentage of Data from each Source - Measure the percentage and number of

indicators of compromise gathered from each source. Provides perception into the

relevance of the data sources when compared to each other.

• Table of IOCs - Data table which showcases every indicator of compromise so

that viewers can analyze them. It can be filtered by the headers in ascendant or

descendant order.

4.2.2 Internal Metrics

Moving on to the Internal Metrics, they were divided into three groups. The first repre-

sents KPIs related to machines, their exposure level and status of the Antivirus software:

• Distribution of Machines by Risk - Measures the distribution of machines by their

risk level. This value is affected by the exposure level and status of the antivirus.

• Distribution of Machines by Exposure Level - Measures the distribution of ma-

chines by their level of exposure.

• Number of Machines - Number of machines being monitored by the application.

• Disabled Antivirus - Number of machines with a disabled antivirus.

• Antivirus Not Reporting - Number of machines with an antivirus solution which

is not reporting.

• Antivirus Not Updated - Number of machines with an antivirus solution which is

not up to date.

• Table of Machines - Data table which showcases every machine and its main at-

tributes. Can be used by analysts to filter data and search for the status of specific

machines.

The second refers to users and suspicious activities performed in their accounts:

• Top Suspicious IP Addresses - Measures the most predominant suspicious activi-

ties from specific IP Addresses.

• Distribution of Suspicious Activities by Location - Measures the most predomi-

nant suspicious activities from a specific location.

• Number of User Accounts - Number of user accounts being monitored by the ap-

plication.

• Compromised Accounts - Number of user accounts which have been compromised.

• Accounts At Risk - Number of user accounts at risk of being breached.
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• Accounts At No Risk - Number of user accounts with no risk associated.

• Table of User Accounts - Data table which showcases every user account and its

main attributes. Can be used by analysts to filter data and search for the status of

specific users.

Finally, the last set of metrics measures different information related to security inci-

dents:

• Distribution of Security Incidents by Severity - Measures the number of security

incidents by each severity level.

• Top 3 Incident Categories - Measures the top 3 most predominant categories of

incidents.

• Number of Incidents - Calculates the number of security incidents.

• Open Incidents - Calculates the number of open security incidents.

• Resolved Incidents - Calculates the number of resolved security resolved incidents.

• True Positives Incidents - Calculates the number of true-positive security resolved

incidents.

• False Positives Incidents - Calculates the number of false-positive security resolved

incidents.

• Table of Incidents - Data table which showcases every security incident and its

main attributes. Can be used by analysts to filter data and search for the status of

specific incidents.

4.2.3 Risk Metrics

Before introducing the risk metrics it is important to explain how the rating process is

performed. Every KRI present in the dashboard is illustrated by meter visualizations

which measure risk with a score from 0 to 100. The higher the score, the bigger the risk.

Finally, this risk score is divided into 4 different zones: from 0 to 25 risk is considered

Low, from 25 to 50 risk is Moderate, from 50 to 75 it is High and from 75 to 100 it is

considered Critical.
The KRIs can be divided into two sets. Whereas the first corresponds to the low level

risk components of the third party security rating, the rest are top level representations

of risk, such as, the threat intelligence risk component.

The first set of risk metrics being analyzed are the ones in respect to the Third Party

Security Rating. Security Scorecard helps organizations understand the cyber health of

their ecosystem across 10 risk factor groups. It’s important to mention that each one of

this values is represented in a security rating, the higher the better. Hence, the values
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are mirrored in order to extract a risk factor from them. For instance, a security rating of

75 is translated to a risk factor of 100 - 75 = 25. Finally, the risk factor groups are listed

below [53]:

• Web Application Security - Represents the the idea of protecting a Web Applica-

tion’s assets from threat actors. Hence, it measures how resilient a web application

is to threats such as, Cross-site Scripting (XSS) or SQL injection attacks.

• Endpoint Security - This factor aims to measure how well secure and protected are

the organization’s endpoint devices (laptops, desktops, mobile devices) that access

that company’s network.

• Network Security - Represents the protection of the network infrastructure from

attacks from threats, such as, unauthorized access. Hence, the service aims to

actively search for existing vulnerabilities, such as "open access points, insecure or

misconfigured SSL certificates, or database vulnerabilities and security holes that

can stem from the lack of proper security measures".

• IP Reputation - The application "ingests millions of malware signals from all over

the world. The incoming infected IP addresses are then processed and attributed to

corporate enterprises through our IP attribution algorithm. The quantity and dura-

tion of malware infections are used as the determining factor for these calculations,

providing a data point for the overall assessment of an organization’s IP Reputation,

along with other assessment techniques."

• DNS Health - Security Scorecard "measures multiple DNS configuration settings,

such as OpenResolver configurations as well as the presence of recommended con-

figurations such as DNSSEC, SPF, DKIM, and DMARC."

• Cubit - The Cubit Score is a Security Scorecard proprietary threat indicator. It

"measures a collection of critical security and configuration issues related to ex-

posed administrative portals".

• Information Leak - The application "identifies all sensitive information that is ex-

posed as part of a data breach or leak, keylogger dumps, pastebin dumps, database

dumps, and via other information repositories. SecurityScorecard maps the infor-

mation back to the companies who own the data or associated email accounts that

are connected to the leaked information, assessing the likelihood that an organiza-

tion will succumb to a security incident due to the leaked information."

• Hacker Chatter - "Continuously collects communications from multiple streams of

underground chatter, including hard-to-access or private hacker forums. Organiza-

tions and IPs that are discussed or targeted are identified."
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• Patching Cadence - The application also measures how "diligently a company is at

patching its operating systems, services, applications, software, and hardware in a

timely manner".

• Social Engineering - The service also tracks if "employees are using their corporate

account information for services, for example, social networks, service accounts,

personal finance accounts, and marketing lists that can be exploited."

All in all, Security Scorecard measures the ten risk factors listed above. Hence, those

values are extracted for the case of System A’s organization and incorporated into the

global risk score.

Below is a list of the remaining KRIs integrated in System A’s dashboard:

• Third-Party Risk Rating - Measures the aggregated value of the 10 risk factors

listed above. This value is also extracted from Security Scorecard.

• Machines Risk - One of the three risk metrics of the internal component. This KRI

performs an average of the risk associated with every machine.

• User Accounts Risk - One of the three risk metrics of the internal component. This

KRI performs an average of the risk associated with every user.

• Security Incidents Risk - One of the three risk metrics of the internal component.

This KRI performs an average of the risk associated with every unresolved security

incident.

• Internal Risk - Measures the aggregated value of the three KRIs listed above which

are part of the internal risk component. This value is calculated means of an average

between all three values.

• Threat Intelligence Risk - Measures the risk associated with the threat intelligence

component of the solution. Each indicator of compromise (IOC) has a risk score

associated with it. The KRI is calculated through averaging the risk of every IOC.

• Global Risk Index - Measures the overall risk of system A. The value of the KRI is

generated by means of an average between the Threat Intelligence Component, the

Internal Component and the Third-Party Risk.

To sum up, all the different KPIs and KRIs have been described above. Hence, the next

chapter cover how the data ingestion process is conducted. In addition, it also explains

how the risk of each security incident, user account, machine and indicator of compromise

is calculated.
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4.3 Data Sources

Moving on to the topic of data sources, the list below points out each type of data source

incorporated in the system:

1. Threat Intelligence Feeds - Five different sources were used to extract information

regarding potential threat indicators: Feed de Segurança Informática, IBM X-Force

Exchange, OTX Alienvault and a TAXII Server.

2. Internal Data - Regarding the information collected towards building the visual-

izations in respect to the internal components of the organization, since the client

did not provide access to this information, for testing purposes the information and

extracted in CSV format and loaded into the database.

3. Third-Party Security Rating - Finally, the Third-Party Security Rating that was

used to further enrich the dashboard was from "Security Scorecard". Unlike some

of the Threat Intelligence Feeds there was no mechanism for accessing the scores

through a RESTful API. Hence, the information was also extracted in CSV format

and loaded into the database.

All in all, data is extracted through a set of different data sources by exporting data

from various CVS files, accessing endpoints in RESTful APIs and connecting to a TAXII

Server to access STIX formatted data. The next section will explain how the process of

extracting relevant Threat Intelligence occurs.

4.3.1 Threat Intelligence

As it has been stated, there are four different Threat Intelligence sources used in System

A. These four sources were segregated into two different types: STIX formatted data

and Non-STIX formatted data. Whereas the former represents STIX data gathered from

TAXII servers, the latter corresponds to indicators of compromise gathered from various

applications.

Overall, the data mapping of each indicator of compromise after it has been extracted,

parsed and transformed is:

• id: String - Unique identifier associated with each IOC.

• timestamp: Date - Date where the IOC was first detected.

• indicator: String - The Indicator of Compromise (IOC).

• source: String - Name of the data source where the IOC was extracted from.

• type: String - Type of the IOC (URL/IPv4/IPv6).

• category: String - Category associated with the IOC (Malware/Phishing).
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• status: Boolean - Status of the IOC (Active/Inactive).

• target: String - Name of the target entity associated with the IOC.

• malware_type: String - The type of the malware

• malware: String - The name of the malware.

• threat_actor: String - The threat actor who orchestrated the attack.

• likelihood_qual: String - Qualitative value associated with the likelihood of occur-

rence of the organization falling victim to the IOC (Guaranteed/High/Moderate/Low).

• likelihood_quant: Double - Quantitative value associated with the likelihood of

occurrence of the organization falling victim to the IOC (1.0/0.75/0.5/0.25).

• impact_qual: String - Qualitative value associated with the impact of the IOC in

case the organization falls victim to it (Critical/High/Moderate/Low).

• impact_quant: Integer - Quantitative value associated with the impact of the IOC

in case the organization falls victim to it (100/75/50/25).

• risk_qual: String - Qualitative value of the risk associated with the IOC (Criti-

cal/High/Moderate/Low).

• risk_quant: Integer - Qualitative value of the risk associated with the IOC (0-100).

Of note, it is also important to mention that for every Indicator of Compromise which

was verified that had a Guaranteed likelihood or Critical risk, an alerting mechanism

was built that would automatically send an email to any designated email inbox. This

feature was built as a component of the scripts and is triggered during the data ingestion

process. Figure 4.1 showcases an example of such an email containing an IOC targeting

Client A.

Now that the data mapping of each indicator of compromise has been listed, the fol-

lowing sections aim to describe each data source’s endpoints, as well as how the likelihood,

impact and risk values were calculated for each.

4.3.1.1 Non-STIX formatted Sources

The data ingestion process is performed through three different non-STIX formatted

data sources, those being: Feed Segurança Informática, IBM X-Force Exchange and OTX

Alienvault. This section aims to describe each data source.

First and foremost, Feed de Segurança Informática is a threat intelligence feed which

compiles phishing and malware indicators of compromise targeting Portuguese entities.

Hence, since the client behind the development of this system was a Portuguese financial

institution, this data source was ideal. This feed provides a free RESTful API which users
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Figure 4.1: Example of an email triggered by an alert containing information regarding
an IOC which targeted Client A.

can access by submitting a request for an API token. The primary endpoint which was

used is described in Table 4.1.

HTTP Method URI Description

GET

https://feed.seguranca-informatica.pt/api.php?
token_u={token}&
from=last-year&

format=json

Returns a list
of IOCs

from the last year
in JSON

Table 4.1: Feed de Segurança Informática Endpoint

The second data source being described is IBM X-Force Exchange. This platform is "a

cloud-based threat intelligence platform that allows you to consume, share and act on

threat intelligence. It enables you to rapidly research the latest global security threats,

aggregate actionable intelligence, consult with experts and collaborate with peers"[24].

This feed provides a paid (free for one month) RESTful API which users can access by

creating an account and generating an API Token. The primary endpoints which were

accessed are described in Table 4.2.

HTTP Method URI Description

GET /xtfi/mw/url
Returns a list of URLs related with

malicious or malware hosting websites

GET /xtfi/phishing/url
Returns a list of URLs

related to phishing websites

GET /xtfi/mw/ipv4
Returns a list of IPv4 addresses related with

malicious or malware hosting websites

GET /xtfi/mw/ipv6
Returns a list of IPv6 addresses related with

malicious or malware hosting websites

Table 4.2: IBM X-Force Exchange Endpoints
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The final Non-STIX formatted data source is OTX Alienvault. It is a "threat data

platform that allows security researchers and threat data producers to share research and

investigate new threats"[47]. Users can access threat intelligence data, compromised by

IOCs, through subscribing to Pulses. Pulses are defined as "collections of indicators of

compromise (IoCs), reported by the OTX community, which other community members

review and comment on"[47]. This feed also provides a paid (free for one month) RESTful

API which users can access by creating an account and generating an API Token. This

way users can extract the IOCs related to the pulses they are subscribed to. The user

subscribed to one pulse which was used to ingest IOCs. This pulse was from PhishTank

and contained a dynamic list of verified/online banking phishing URLs. Finally, the

primary endpoint used to access IOCs contained on their associated pulses is described

in Table 4.3.

HTTP Method URI Description

GET /pulses/{pulse_id}
Returns a list of IOCs

inside the associated pulse

Table 4.3: OTX Alienvault Endpoints

4.3.1.2 TAXII Servers: STIX 2.0

Moving on to the Threat Intelligence sources in STIX format. As it was expressed in

the chapter covering the State of the Art, STIX can be a rich format since it has many

data objects which can heavily enrich Indicators of Compromise. Nonetheless, it ends up

becoming a complex data model since keeping track of every data node connected to the

original is a time consuming task. Therefore, to simplify the solution, only data objects

which were of the type IOC and two other data objects which have relationships with

it (the Malware and the Threat Actor objects) were searched for. Unfortunately, both the

process of searching for free TAXII servers and having those servers include these type of

data objects was a very difficult task to accomplish. Only one server was found, developed

by MITRE [4], and only a few data objects of the type Indicator of Compromise were found

during the short time frame where the solution was used to ingest data. Hence, not a

lot of relevant data in STIX format was able to be extracted. Not because of the format,

which has inherently tremendous potential, but because of the difficulties encountered

searching for open TAXII servers.

4.3.1.3 Risk Assessment

Now that every TI feed has been described, it is important to detail how the process of

calculating risk was performed. According to NIST’s "Guide to Conducting Risk Assess-

ments"[43], the risk factor can be calculated from the product of the likelihood of an

incident occurring, times its impact. Hence, in order to measure the risk of an IOC these

two factors had to be measured.
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Regarding an IOC’s likelihood, the following though process was undertaken to mea-

sure this component.

• Guaranteed/1.0 - If the IOC has been sighted targeting the client’s organization.

• High/0.75 - If the IOC has been sighted targeting a Portuguese financial institution.

• Moderate/0.5 - If the IOC has been sighted targeting a Portuguese institution.

• Low/0.25 - If the IOC has been sighted targeting a financial institution.

Measuring this value was a difficult task. Some sources which provided information

regarding the targeted entity made it easier to measure than others, like IBM X-Force

Exchange which did not provide any information regarding the targeted entity. Hence,

in case no information was provided two verifications were performed. In case the IOC

was a URL, its HTML was scraped. Afterwards, both the HTML content and the URL

were checked for the existence of matching keywords. These keywords were a list of

Portuguese financial institutions. On the other hand, if the IOC was an IP it was verified

if this IP address belonged to the sub net of the client’s digital footprint.

Regarding an IOC’s impact, an additional tool was used in order to measure the

impact of any given indicator. IBM X-Force has a database of IOCs which have been score

using their own risk scoring methodology methodology. This value ranges from 1 to 10,

1 having no risk associated with it and 10 the highest risk. Hence, since there was no

likelihood associated with this index, it was considered as the measure which calculates

the impact the IOCs in our solution. Therefore, every IOC that is ingested in our solution

is ran through IBM X-Force’s API. The following methodology was used to calculate the

impact of each IOC according to IBM X-Forces risk score:

• IBM Risk > 8 - The IOC has critical impact, in other words, an impact score of 100.

• 8 > IBM Risk > 5 - The IOC has high impact, in other words, an impact score of 75.

• 5 > IBM Risk > 3 - The IOC has moderate impact, in other words, an impact score

of 50.

• IBM Risk < 3 - The IOC has low impact, in other words, an impact score of 25.

Now that the process to calculate each risk component has been described, the follow-

ing risk matrix (Figure 4.2) was built, which crosses each likelihood with impact level

calculating each final risk score:

As it can be seen in the risk matrix, there are four different levels of risk. The list

below describes each one, as well as how each should be interpreted:

• Critical - The indicator represents a devastating threat that is highly likely to target

or may already have targeted the client’s organization. It case this threat has not

been dealt with already, it should be done with immediate priority.
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Figure 4.2: Risk Matrix: Indicators of Compromise

• High - The indicator represents a dangerous threat that has a high to guaranteed

chance of attacking our organization. Therefore, it is highly advised to take preven-

tive actions against this threat as soon as possible.

• Moderate - The indicator could cause moderate damage to the organization. There-

fore, it has a moderate priority of resolution.

• Low - The indicator does not appear to have the potential to cause significant dam-

age or the probability of targeting the organizations. Therefore, it has a low priority

of being taken preventive measures against it.

4.3.2 Internal

Moving on to the internal data ingestion process, it can be divided into three data sets.

The first accumulates data regarding the organization’s machines AV status. The second

information regarding suspicious activities in users accounts and categorizes each user

account according to its risk status. The last data set has information regarding security

incidents. Finally, in order to simplify this section, the data mapping of each source will

be skipped, concentrating its focus on how risk was measured for each one. Unlike the

risk calculated in the previous section, the likelihood times impact formula is not applied

in this situation. The overall process of calculating risk is based on the AV status of the

machines, if the user account is at risk of being breached and the severity of security

incidents.

As it was mentioned at an earlier stage of the chapter, since the client did not end up

providing access to the APIs of each tool that stores this information, this information

had to be extracted manually in CSV format.
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4.3.2.1 Machines’ Anti-Virus Status

On the topic of each machine’s AV status, this information was extracted from one the

organization’s security tools: Microsoft Defender for Endpoint. One of the features that

this tool provides on top of its the ability to detect the status of a machine’s AV, is a

qualitative risk level. Hence, the list below translates each risk level of the tool to our risk

level:

• High - It was considered that the risk in our solution was 100 or Critical

• Medium - It was considered that the risk in our solution was 75 or High.

• Low - It was considered that the risk in our solution was 50 or Moderate.

• Informational - It was considered that the risk in our solution was 25 or Low.

4.3.2.2 User Access Control

Moving on to the topic of each user account activities, this information was extracted

from one the organization’s security tools: Azure Active Directory Entity Protection. One

of the features that this tool provides is the ability to measure each user account’s risk

level as well as identifying if it has administrative privileges. These were the two core

entries that helped calculating our risk score.

• Confirmed Compromised - It was considered that the risk in our solution was

100/Critical if the user had administrative privileges and 85/Critical if not.

• High - It was considered that the risk in our solution was 75/Critical if the user had

administrative privileges and 60/High if not.

• Medium - It was considered that the risk in our solution was 50/High if the user

had administrative privileges and 35/Moderate if not.

• Low - It was considered that the risk in our solution was 25/Moderate if the user

had administrative privileges and 10/Low if not.

4.3.2.3 Security Incidents

Last but not least, on the topic of each security incidents, this information was extracted

from one the organization’s incidents ticketing platform: BCM Remedy. One of the fea-

tures that this tool provides is the ability to categorize each security incident by severity.

This was the primary indicator used to measure risk. It is important to note that incidents

that have been resolved or are considered false-positives are not considered for the cal-

culation of the dashboards risk indicator. Coincidentally, Remedy categorizes incidents

in four types, the same that are considered in System A: Critical, High, Medium and

Low. Therefore, these categories remained the same, changing the keyword "Medium"to

"Moderate"and associating the scores 100, 75, 50 and 25 with each one.
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4.3.3 Third-Party Security Rating

The "Security Scorecard"service enables users who are not subscribed to the service, to

create an account and provides visibility into the organization’s security rating which is

associated with the email’s domain. Hence, after creating an account the user had access

to the organization’s security rating and its ten risk factor groups ratings.

Furthermore, the "Security Scorecard"service provides a RESTful API that enables

users to export data regarding an institution’s security rating. Despite the existence of

this feature, it is lodged behind a subscription service. Hence, there was no possibility of

using it and incorporating it in the data ingestion process through scripts. Nonetheless,

this services provides users with the possibility of exporting data in CSV format which

was the route that was taken. Below is the data mapping of the CSV data that was

exported from the application:

1. Timestamp: Date - Indicates the date of the security score which is calculated on a

daily basis.

2. Score: Integer - The overall security rating which takes into account the 10 different

risk factor groups.

3. Each Risk Factor Group Rating: Integer - This entry represents the ten different

risk factor group ratings that are measured by the service.

Each security rating is a score from 0 to 100. The higher the security rating, the better.

Hence, in order to extract a risk factor that would align with the scale implemented in

the dashboard, each rating was mirrored. In other words, if a certain component has a

security score of 65, then the risk of said factor is 100 - 65 = 35. These mirrored ratings,

which are now translated into risk, are the ones that are able of being visualized in the

situational awareness dashboard and that contribute to the global security risk index.

To sum up, despite the fact that "Security Scorecard"does not provide a free RESTful

API for automated data extraction, it provides a way of manually exporting security

ratings in CSV format. Furthermore, each set of security ratings was translated into a risk

score, so that the SOC Staff could, more intuitively, have a perception onto risk through

the use of the developed situational awareness dashboard.

4.4 Visualizations

Before introducing with slide of the dashboard as well as its corresponding visualizations,

it is important to mention that the data that can be visualized in the dashboard is real.

During the month of December the data ingestion tools were ran every day filling the

database with threat intelligence. Regarding the internal component and third-party

rating service, the data that enriches the visualizations of each slide had to be manually

exported in CSV format from their respective data sources.
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The visualizations that constitute System A’s Situational Awareness Dashboard are

divided into four different categories/tabs the user can explore:

1. Overview - Top level perspective of the dashboard. Provides a brief overview of the

most important metrics and risk scores of each component.

2. Threat Intelligence - Represents the information gathered from the different Threat

Intelligence sources. In fact, the viewer can explore every indicator of compromise

ingested in this slide as well as other information represented in other KPIs.

3. Internal - Represents three different types of information gathered from security

tools employed by the SOC of the organization. Provides the viewer with the ability

to explore the status of every user account’s suspicious behaviours, machines’ AV

status and information regarding security incidents.

4. Third-Party Rating - This final slide, gives the user a quick perception of the secu-

rity risk of the organization which was extracted from the Security Scorecard service.

Provides perception into 10 different risk factors and how each evolves over time.

4.4.1 Overview

As it has been stated, the first slide of the dashboard gathers essential metrics of each

component of the dashboard. Figure I.1 illustrates this panel.

First and foremost, four meters can be visualized at the left side of the slide, each

representing a different risk score. Furthermore, at the right of each meter the viewer can

visualize how the risk score of the KRI to its left evolves over time.

At the right side of this slide, another set of visualizations can be consulted. The

three boxes at the top have metrics regarding the number of machines with different AV

statuses, the number of user accounts at risk and with no risk associated and other metrics

regarding the resolution status of security incidents. The three remaining KPIs provide

the viewer with useful metrics regarding the indicators of compromise gathered from the

various threat intelligence sources. In fact, they provide information into who the top 3

threat actors, categories and entities related with the indicators of compromise.

Finally, all the different KPIs can be filtered through the time slicer in the upper right

corner of the screen. All the metrics listed above are described in the "Metrics"section of

the current chapter.

4.4.2 Threat Intelligence

Moving ahead to the second panel, viewers can grasp different KPIs related to the IOCs

gathered from the different Threat Intelligence Feeds.

First and foremost, there is the KRI that measure the risk score of this component,

followed by three visualizations that are also present on the "Overview"panel: the top 3
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threat actors, categories and targeted entities. Furthermore, there is KPI related to the

percentage of data gathered from each Threat Intelligence Feed.

At the bottom of the screen there is a data table with information related to every IOC,

such as: its date of collection, type, category, status, quantitative risk value, the indicator

of compromise, malware name (if applicable), malware type (if applicable), target entity

and threat actor behind the attack. All the different metrics can be filtered through the

time slicer in the upper right corner of the screen.

Finally, Figure I.2 illustrates this panel.

4.4.3 Internal

This panel can be divided into three rows of metrics, each related to a different internal

component.

The first row incorporates metrics related to the security status of the different end-

points. From the left to the right, the first KRI is a meter that measures the current risk

value of the organization’s machines. It is followed by two piecharts. Whereas the first

provides an overview of the distribution of risk per endpoint, the second gives perception

to the how many endpoints exists for each exposure level. Furthermore, four different

metrics are displayed, that measure the total total of machines, which have its AV dis-

abled, not reporting and not up to date. Finally, the data table to the right side gives

information regarding each machine, such as: its unique identifier, qualitative risk value

(priority of treatment), exposure level, quantitative risk value, domain, date where it was

last seen reporting, antivirus disabled status, antivirus not reporting status and antivirus

not updated status.

Moving on to the second row, the first KRI measures the current risk value of the

organization’s user accounts. This meter is followed by a bar chart which counts the

number of suspicious IP Addresses related to suspicious login activities. Additionally, a

geographical map illustrates the location of each access performed by those suspicious

IP Addresses. Furthermore, four different metrics are displayed, that measure the total

number of user accounts, which of those are compromised, are at risk and have no risk

associated. Finally, the data table to the right side provides information regarding each

user account, such as: the email address associated with it, a qualitative risk value (prior-

ity of treatment), status of the account (Compromised/At risk/No risk), quantitative risk

value, the IP address and respective country associated with the suspicious activity and

the status of the user account (Active/Deleted).

Lastly, the third row provides metrics related to security incidents. The first KRI is a

meter that measures the current risk value of this component. It is followed by a bar chart

that calculates the number of security incidents by their severity. Afterwards, another

bar chart demonstrates the top three incident categories. Furthermore, to the right of

the bar chart four different metrics are displayed which measure the number of security

incidents, which of those remain open/resolved and the number of true positive and false
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positive incidents registered. All these different metrics can be filtered through the time

slicer in the upper right corner of the screen.

Finally, Figure I.3 illustrates this panel.

4.4.4 Third-Party Rating

Last but not least, there is the Third Party Rating which measures risk, according to

a Third Party Security Rating service. As it has been stated in a previous section, the

risk rating is divided into ten different factor groups. Hence, this panel illustrates this

information through a set of eleven different meters: one fo the global third party rating

and the remaining ten for each risk factor group. Furthermore, two line graphs illustrate

how the Third Party Risk Rating, as well as the score of its components, evolve over time.

All these different metrics can be filtered through the time slicer in the upper right corner

of the screen. Finally, Figure I.4 illustrates this panel.

4.5 Conclusion

To sum up the contents of this chapter, it aimed to describe every step of the implementa-

tion process of System A, from detailing every data source to describing each metric and

its respective visualization.

The development phase of System A refers to the first of two stages that took place

during the time working in this thesis. Unlike System B, which will be described in the

next section, this solution did not leave the testing phase mainly because the Contractor

Agreement between EY and the Client reached an end. Nonetheless, the system was

implemented in a testing environment which is described in this chapter.

Despite the fact that this solution never left testing, it ended up fulfilling its purpose

which was of letting the student gain experience in the SOC of an institution, designing

interesting metrics to explore, researching risk assessment methodologies, mounting a

system architecture and unifying all of the different components to build an independent

system.
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Implementation: System B

This chapter is divided into four different sections. The first section(5.1), contains an

overview of how System B was setup, in other words, the environment it is lodged in, how

each component was built and the way each one is connected to each other. Afterwards,

the second section(5.2) introduces every metric and how it is calculated, whereas the

third section(5.3) aims to describe each one of the data sources that the system uses to

enrich the dashboard. In the fourth section(5.4), every page of the dashboard is presented

in detail, with a description of every action and filtering option available to the user.

Finally, in the last section(5.5), a brief summary of the chapter is performed, as well as a

description of what is unique to System B.

5.1 System Setup

As we have seen in Chapter 3, the architecture surrounding this system is centralized

around a server. This server contains all the 3 core components of the solution. Hence, it

is in charge with:

• Extracting, parsing and transforming data

• Lodging the database that stores all the relevant information

• Publishing the Power BI Reports and their corresponding data set

The server that was provisioned by the client was running Windows 10, which was an

important requirement as Power BI is exclusive to Microsoft devices. Afterwards, there

was a setup phase which covered all the installation and configuration tasks that needed

to be performed in order to start development. Below is a list of all the steps that were

undertaken during this phase:

1. Python + PyMongo library, MongoDB-as-a-Service and Power BI were installed.

2. Installed the MongoDB ODBC Driver for BI Connector and created a System Data

Source Name.
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3. Installed and configured the on-premises data gateway developed by Microsoft.

The first step is self explanatory, the installation of Python, MongoDB and Power

BI refer to each component of the system architecture. Additionally, by installing the

PyMongo client, it is possible to perform operations on the database through Python.

After setting up the core components, in order to be able to connect the database

with the visualization software, it is necessary to install the ODBC Driver for MongoDB

and create a System DSN. According to Microsoft, a DSN "is the name that applications

use to request a connection to an ODBC Data Source. In other words, it is a symbolic

name that represents the ODBC connection. It stores the connection details like database

name, directory, database driver, UserID, password, etc. when making a connection to the

ODBC"[72]. Through Figure 5.1, one can see that after installing the MongoDB ODBC

Driver it is possible to create a System DSN. Configuring the DSN requires at least a

name, the IP address of the server where MongoDB is running, the port number of the

specific process and the name of the database being connected to.

Figure 5.1: Setup of MongoDB’s System DSN

Since the machine where MongoDB is running is the same machine of where the DSN

is being created, the address should be 127.0.0.1. This address is the loopback Internet

protocol, used to establish an IP connection to the same machine. In regards to the port

number, MongoDB’s documentation states that the process is running on port number

3307. The remaining fields, Data Source Name and Database, are self explanatory.

The final step performed during the setup of the system was to install and configure

the Microsoft on-premises data gateway. This gateway allow users to keep their reports

up to date by connecting them to on-premise data sources without the need to manually

move one’s data.

Now that the system setup has been described, the next section will list and catogrize

all the metrics that were incorporated in the solution.
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5.2 Metrics

Before tackling each metric it is important to point out that, during the development of

the solution, several metrics were not able to be delivered with rich visualizations due

to a missing data component that the client could not fulfill. In other words, several

KPIs that were proposed to be constructed did not have the data to support building its

visualizations. Nonetheless, the system was setup so that the visualizations associated

with the KPIs with no available data, were prepared to display actionable intelligence

when the appropriate data was injected into the database. Doing this, required to build a

temporary mapping for that data. This way, if one day the client would have access to the

data necessary to build the KPIs, they could do so. By doing this, it facilitates future work

that would have to be performed on the solution, like changing the document schema,

even though the scripts will always end up having to be adjusted.

Additionally, prior to the involvement of the student in the implementation of the

Situational Awareness Solution, the list of metrics to be displayed in the dashboard had

already been discussed and settled between EY and the client. In fact, this same set

of KPIs can be segregated into four different types: Financial, Incident, Alerts and

Vulnerabilities and Other Metrics with an additional group of KRIs or Risk Metrics.

Each KPI has a unique identifier, description, a type, frequency of collection, target

audience and formula of calculation. In fact, it is important to highlight that not every

KPI is present in every Dashboard, for example the Operational dashboard, monitored

by the SOC Staff, does not contain any information regarding financial metrics, nor do

they contribute for the global risk index. Nonetheless, in order to clarify the subject, the

following sections will present tables that list every metric, along with the properties

mentioned above. On a final note, it was decided that no DAX formulas would be show-

cased in the document. Explaining every DAX formula of every measure, would lead to a

deep level of detail which would worsen the clarity of the document. Explaining a DAX

formula implies explaining every function used by DAX, not to mention since some data

is calculated through auxiliary tables those tables would have to be described as well.

Hence, the formulas of calculation will be presented in a simplified manner.

5.2.1 Financial Metrics

The first set of metrics being covered are the financial metrics. These metrics help organi-

zations successfully manage their budget and resource allocation. Successfully keeping

track of these key indicators is important, in order to achieve your goals and grow your

business.

Figure 5.2 illustrates the set of financial metrics that were incorporated in system B.

At first sight, one can quickly understand that none of the financial metrics had their

visualizations finalized. The reason behind this was briefly referenced in the beginning

of this section. The client did not provide or have access to the necessary information to
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complete the KPIs.

Figure 5.2: List of Financial Metrics (FIN)

• KPI.FIN.01 (Incident Financial Estimation) - Despite having access to the amount

of hours needed to resolve an incident, the hour rate per analyst was not provided

by the client. Thus, the visualization was not completed. By default, the hourly rate

that was placed for each analyst was 0 so that the visualization could appear empty.

• KPI.FIN.02 (Financial and Reputational Incidents) - The lack of a field or flag that

could distinguish incidents with financial or reputational loss against normal inci-

dents, made this KPI also not possible to finalize. Nonetheless, the field "Efeitos"was

added to the "Incidentes"collection so that in the future it could be used to complete

the visualization.

• KPI.FIN.03 (Security Team Expenses) - The client never provided a list of the

security team’s expenses and budget, therefore the KPI’s visualization could not be

finalized.

Finally, as previously mentioned, the target audience of the financial metrics is com-

promised by the Top Management and CISO dashboards, not including the Operational

one.

5.2.2 Incident Metrics

Moving to Incident Metrics, these metrics give insight about how the SOC is performing.

This is important because it helps businesses determine the efficiency of their security

practices and whether they’re meeting specific goals.

Figure 5.3 illustrates the set of incident metrics that were incorporated in system B.

Contrary to the previous section, due to the fact that the client was able to provide rich

sources of information about security incidents, only four metrics out of the fourteen

KPIs could not be completed.
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Figure 5.3: List of Incident Handling and Response Metrics (IHR)

• KPI.IHR.02 (Reactive Counter-Measures) - This metric could not be calculated

due to a lack of information regarding incident proactive measures.

• KPI.IHR.08 (Unscheduled Downtime) - There was no type of security incident

that would fit this category. Hence, there was an inability to access information

regarding the duration of an unscheduled downtime on the organization’s machines.

• KPI.IHR.11 (Repeated Incidents) - Since the security incident data schema does

not pass the information regarding the OS of the affected machine (if it applies to

the type of incident that occurred), it is not possible to finalize the visualization.

• KPI.IHR.12 (Escalated Incidents) - The same goes for the KPI that measures the

number of incidents escalated to the SOC Manager. Due to the absence of a flag

that would indicate if a given incident has been escalated for further investigation,

it is not possible to calculate this KPI.

5.2.3 Alerts and Vulnerabilities Metrics

Regarding Alerts and Vulnerabilities, these metrics further improve visibility into how

the SOC is performing. Whereas alerts have a bigger focus on the SIEM’s performance

and checking if rules are triggering alerts properly, vulnerabilities metrics are vital for

enforcing protection to prevent the possibility of being attacked in the future.

Figure 5.4 illustrates the set of alert and vulnerability metrics that were incorporated

in system B. Once again, the client was capable of providing rich sources of information

about alerts and vulnerabilities. Hence why almost all of them were able to be finalized.
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Figure 5.4: List of Alerts and Vulnerabilities Metrics (ALR and VUL)

• KPI.ALR.02 (Escalated Alerts) - Identically to KPI.IHR.12, this performance in-

dicator measures the number of alerts escalated to the SOC Manager. Due to the

absence of a flag that would indicate if a given alert has been escalated for further

investigation, it is not possible to measure this KPI.

5.2.4 Other Metrics

Finally, the remaining set of metrics did not follow a specific category, thus they were

grouped in the "Other"set of metrics. These metrics cover subjects that range from user

satisfaction, to the regulatory of security assessments.

Figure 5.5 illustrates a list of the remaining KPIs that were incorporated in system B.

Due to the fact that these KPIs are more directed towards governance and compliance,

they are not as easily exportable like the technical KPIs. Additionally, since none of the

information associated with this set of KPIs was given, these visualizations could not be

finalized and appear as empty in the dashboard.

Figure 5.5: List of Other Metrics (OTH)
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Finally, this is another set of metrics where not every one is visible in all three dash-

boards. In fact, only seven out of the ten KPIs are visible to the Operational team.

5.2.5 Risk Metrics

In the previous sections, various KPIs with different categories have been analyzed.

Nonetheless, it was stated that the solution would incorporate a risk management compo-

nent. For this a set of KRIs, that would gauge risk, needed to be devised. Luckily, almost

all KPIs had an already in place mechanism of thresholds that would help the user inter-

pret the visualizations being showcased. Hence, by taking advantage of the thresholds

one could develop one KRI for every KPI that would evaluate if its value is low, medium

or high by quantifying it on a specific scale. Finally, by grouping/averaging every KRI

value one could measure the risk level the security team is exposed to. This logic was

what gave birth to the risk management mechanism in place.

Almost every visualization (with a few exceptions) has two threshold values that help

users interpret them and take action if necessary. These two values place KPIs is one of

three different risk zones depending on its value: low, medium and high.

For instance, taking the average time to confirmation metric (KPI.IHR.02). The two

threshold values are: 10 minutes between low and medium, and 45 minutes between

medium and high. In other words, if the metric has a value smaller than 10 its risk is low.

If it is between 10 and 45 its risk is medium. If it is higher than 45, then it has high risk.

Hence, depending on the value of the KPI, it is logical what the qualitative evaluation of

risk would be (low, medium or high). Despite this, a quantitative formula was developed

where the risk score varies from 0 to 100. If the KPI is in the low risk zone, the KRI can

vary from 0 to 25 score. If the KPI is in the medium risk zone, the KRI can vary from 26

to 75 score. Finally, if the KPI is in the high risk zone, the KRI can vary from 76 to 100

score.

With the exception of the KPIs listed below, every remaining performance indicator

had a KRI associated with it which is used to measure risk.

• KPI.IHR.06, KPI.IHR.07 and KPI.IHR.11 do not have a respective KRI. This de-

cision was made because all 3 KPIs represent informative metrics which show the

evolution of specific values through time. Hence, no risk can be extracted from

them through the same methods used in the remaining ones.

• KPI.IHR.10 and KPI.IHR.13 do not have a respective KRI because it would be

redundant. Whereas the former already has KPI.IHR.09, the latter has KPI.IHR.14.

Each has a respective KRI which serve the same purpose.

• KPI.ALR.04 and KPI.ALR.05 do not have a respective KRI. Both indicators provide

a perception of how the distribution of alerts is made by category and rule. Hence,

these metrics are purely informative and no risk can be extracted from them through

the same methods used in the remaining examples.
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Figures

]5.7, 5.8 and 5.9 showcase every KRI. Each is identified by its category, a unique

identifier (mirroring the associated KPI), a name, a target audience and a formula of

calculation that identify the thresholds that apply to that metric.

Figure 5.6: Risk Metrics of the Financial Component

Figure 5.7: Risk Metrics of the Incident Component

Last but not least, there exist five more Key Risk Indicators in System B:

• Financial Risk - This KRI aggregates the financial risk scores in a single value,

through a simple average.

• Incident Risk - This KRI aggregates the incident risk scores in a single value,

through a simple average.

• Alerts and Vulnerabilities Risk - This KRI aggregates the alerts and vulnerabilities

risk scores in a single value, through a simple average.
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Figure 5.8: Risk Metrics of the Alerts and Vulnerabilities Component

Figure 5.9: Risk Metrics of the Other Component

• Other Risk - This KRI aggregates the remaining risk scores in a single value,

through a simple average.

• Global Risk Index - The final indicator is the global risk index which is calculated

through a simple average of every KRI. This decision was made so that every KRI

had the same weight on the final risk score.

After reviewing every different metric that was integrated in the dashboard, the fol-

lowing section aims to help the reader understand how the information that brings these

KPIs and KRIs to life was extracted.

82



5.3. DATA INGESTION

5.3 Data Ingestion

Moving on to the topic of data sources, the list below points out each type of data source

incorporated in the system:

1. RESTful APIs - The client provided access credentials for three different applica-

tions: TheHive, IBM QRadar and InsightVM. Through these three RESTful APIs it

was possible to gather data that could be used to calculate a portion of the whole

set of KPIs.

2. CSV Files - The data stored in static CSV files is either used to calculate a KPI or to

support other data towards the calculation of a KPI.

As we have seen the data ingestion process is handled through a set of Python scripts

that manipulates the data sources listed above. The data ingestion process is conducted in

the following manner: a selected Python script, which triggers functions that export and

store data from each data source, is scheduled to be ran on a timely basis (every 24 hours).

In fact, this mechanism was implemented through the use of Windows’ Task Scheduler

functionality which lets users create tasks that automate procedures.

In order to understand how the data ingestion process is performed, all the files that

support the data ingestion process will be described. In fact, Table 5.1 aims to condense

this information in a clear format.

Now that the user has a grasp the main components of the data ingestion process, the

following activity diagrams aim to describe it in a step by step format.

Figure 5.10 illustrates how the ingestion process is handled in a top level perspective.

It shows the order of operations called by the main script. The process starts by checking

if every collection that is going to be used to store data in is created. Afterwards, it checks

through the various CSV files in order to check for new data. Finally, it accesses several

endpoints of different applications and extracts data from these sources.

Figure 5.10: Activity Diagram of the data ingestion process performed in main.py

Figure 5.11 illustrates the steps performed when the main script triggers the cre-
ate_collections.py file’s main function.

Figure 5.12 illustrates the steps performed when the main script triggers the load_csv.py
file’s main function.

Figure 5.13 illustrates the steps performed by each file that is responsible for accessing

data through RESTful APIs.

83



CHAPTER 5. IMPLEMENTATION: SYSTEM B

File Name Description

main.py
This file is scheduled, by Windows, to be ran on a
daily basis and is the one that triggers all the data

ingestion functions calls.

create_collections.py

This file verifies if all the collections exists,
in case they don’t it creates an empty collection.
This is important because if for some reason an
error occurs and the collection does not exists,
Power BI will display an error message instead

of saying that there is no data in a visualization.

load_csv.py
This file is in charge with verifying for the

existence of the CSV files and ingesting their data.

thehive.py
This file extracts data regarding the latest incidents,

transforms it and ingests it to MongoDB.

qradar.py
This file extracts data regarding the latest security
alerts, parses and transforms it and stores it into

MongoDB.

insightvm.py
This file extracts data regarding the latest

vulnerabilities found on the organization’s devices,
transforms it and stores it in MongoDB.

config.ini

This configurations file separates some key
information from the rest of the files. Variables like

the IP address, port number and credentials to access the
three APIs listed above, are stored separately in this file.

log.txt

This text file is used to document the daily data ingestion
process, so that the team can verify if there were any error,
or exceptions which were triggered during the daily data

ingestion process.

Table 5.1: Files in charge of the data ingestion process

To sum up, different data ingestion methods had to be arranged depending on the

way the client could feed information. Thus, two primary methods came to be: ingestion

through making HTTP requests to endpoints of an application’s RESTful API and through

accessing information stored in CSV files. On this topic the following section aims to

describe all three RESTful APIs incorporated in the solution.

5.3.1 RESTful APIs

"A REST API (also known as RESTful API) is an application programming interface (API

or web API) that conforms to the constraints of REST architectural style and allows for

interaction with RESTful web services"[69]. In other words, it is a way for developers to

access the resources of an application through an exposed interface. APIs usually have a

documentation set that describes its set of endpoints. Hence, below is a detailed guide of

what endpoints were accessed and what data was extracted for each RESTful API.
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Figure 5.11: Activity Diagram of the data ingestion process performed in cre-
ate_collection.py

Figure 5.12: Activity Diagram of the data ingestion process performed in load_csv.py

Figure 5.13: Activity Diagram of the data ingestion process performed in thehive.py,
qradar.py and insightvm.py

5.3.1.1 TheHive: Security Incident Response Platform

TheHive is "a scalable, open source and free Security Incident Response Platform, de-

signed to make life easier for SOCs, CSIRTs, CERTs and any information security prac-

titioner dealing with security incidents that need to be investigated and acted upon

swiftly."[66] Basically, TheHive is a ticketing platform where members of the SOC team

can collaborate in order to conduct investigations simultaneously.

Being the main platform used by the client to handle security incidents, this API

represented the main source of data regarding KPIs related to security incidents.

After consulting its documentation, two endpoints were identified as the ones to

export relevant information to incorporate in the dashboard. Table 5.2 below highlights

each one:
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HTTP Method URI Description

GET /api/case
Returns a list of

security incidents

POST /api/case/{caseId}/task/_search
Returns the tasks associated

with that specific security incident

Table 5.2: TheHive Endpoints

As it can be verified above, two different data types were identified which contained in-

teresting information to include in the data set, the data objects Case and Task. Whereas

the Case object represents a security incident, each Task object is associated with a Case

and contains information about in which stage of remediation the incident is in.

Due to the fact that TheHive’s documentation data mapping of each object partially

mismatches what the client’s implementation of TheHive provides, only the schema of

the object that is stored in the database will be shared.

First, the security incident object is stored in the "Incidentes (MongoDB)"collection

and has the following properties:

• _id: Integer - ID of the incident.

• Category: String - Category of the incident.

• Status: String - Status of the incident, if it is open or resolved.

• Created by: String - User who created the incident.

• Creation Date: Date - Incident creation date.

• Open Date: Date - Date when the incident was first opened.

• Close Date: Date - Date when the incident was closed.

• OS Machine: String - OS of the machine that was struck by the security incident.

This property is used as a placeholder field since the TheHive does not pass this

information. It could be used to calculate KPI.IHR.9.

• Effects: String - Identifies if the security incident has any type of reputational or fi-

nancial impact to the organization. This property is used as a placeholder field since

the TheHive does not pass this information. It can be used to calculate KPI.FIN.2.

• Unit: String - Identifies the security unit affected by the security incident. This

property is used as a placeholder field since the TheHive does not pass this infor-

mation. It can be used to calculate KPI.OTH.6.

• Cause: String - Identifies the cause behind the security incident. This property is

used as a placeholder field since the TheHive does not pass this information. It can

be used to calculate KPI.OTH.5.
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• Description: String - Description of the incident.

• Title: String - Title of the incident.

• Assigned to: String - User who is assigned to the incident.

• Severity: Integer - Incidents have three levels of severity 1, 2 and 3. Respectively,

these values translate to a low, medium and high severity.

• Resolution Status: String - Gives information about the resolution of the incident,

if it a False-Positive/True-Positive/Indeterminate/Other.

• Escalated: Boolean - True or false if the incident has been escalated to the SOC Co-

ordinator for further investigation. This property is used as a placeholder field since

the TheHive does not pass this information. It can be used to calculate KPI.IHR.10.

Finally, the task object is stored in the "Tarefas (MongoDB)"collection has the following

properties:

• _id: Integer - ID of the task.

• Creation Date: Date - Task creation date.

• Open Date: Date - Date when the task was first opened.

• Close Date: Date - Date when the incident was closed.

• Status: String - Status of the task: Cancel, Completed or In Progress.

• Created by: String - User who created the task.

• Description: String - Description of the task.

• Title: String - Title of the task.

• Assigned to: String - User who is assigned to the task.

• Stage: String - Stage of the incident remediation process. There are 5 stages: Iden-

tification, Containment, Eradication, Recovery and Lessons Learned.

• Associated Incident: Integer - ID of the incident associated with the task.

5.3.1.2 IBM QRadar: SIEM

IBM QRadar is the SIEM solution which is integrated in the SOC of Client B. As a SIEM,

QRadar provides real-time visibility into the organization’s IT infrastructure, triggering

security alerts in case suspicious activity is detected.

Being the main platform used by the client to trigger security alerts, this API repre-

sents the main source of data regarding KPIs related to security alerts.
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After consulting its documentation, three endpoints were identified as the ones to

export relevant information to incorporate in the dashboard. Table 5.3 highlights each

one:

HTTP Method URI Description

GET /api/siem/offenses
Returns a list of
security alerts

GET /api/siem/offense_types
Returns a list with

each type of security alert

GET /api/siem/offense_closing_reasons
Returns a list of

offense closing reasons

GET /api/asset_model/assets
Returns a list of

assets incorporated in the SIEM

Table 5.3: IBM QRadar Endpoints

Due to the fact that QRadar’s documentation is private, it it not possible to provide

visibility into the response of each request. Nonetheless, a brief explanation of each

endpoint, as well as the schema of all the data that was gathered through these endpoints

will be detailed below.

Firstly, the offenses endpoint returns the majority of the information needed towards

building the security alerts KPIs. As such, each security alert object stored in the "Alerts

(MongoDB)"collection, has the following schema:

• _id: Integer - ID of the alert.

• Description: String - Description of the alert.

• Category: String - Category of the alert

• Assigned to: String - User the alert is assigned to.

• Status: String - Status of the alert: Open or Closed.

• Creation Date: Date - Alert creation date.

• Close Date: Date - Date when the alert was closed.

• Closing Reason: Integer - ID of the reason why the alert was closed, needs to be

matched with data from another endpoint.

• Severity: Integer - Severity of the alert on a scale from 1 to 10.

• Rules: String [] - Array containing a list of the type of rules that were behind the

creation of the alert.

• Event Counter: Integer - Counter of the number of events that constitute the alert.
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The second and third endpoints contextualize some indirect information passed by

the offenses endpoint. Both the type of security alert and its closing reason is passed

down with an id that needs to be matched with the help of the endpoints two and three.

Schema of the "Offense Type"data object:

• _id: Integer - ID of the offense/alert.

• Type: String - Category of the alert.

Schema of the "Offense Closing Reason"data object:

• _id: Integer - ID of the offense/alert.

• Reason: String - Alert closing reason.

Finally, this last endpoint is relevant towards calculating the percentage of critical

assets incorporated in the SIEM. Hence, a list of assets is stored each represented by the

following schema:

• _id: Integer - IP of the asset.

5.3.1.3 InsightVM: Vulnerability Management Tool

InsighVM is a vulnerability management tool, that leverages the Rapid7 Insight platform,

a library of vulnerabilities which provides an efficient way to collect an organization’s

vulnerability data [51]. InsightVM’s API supports the REST design pattern. Hence, it is

integrated in System B through this interface.

As the vulnerability management tool used by the client, this API represents the main

source of data behind the vulnerability KPIs.

After consulting its documentation, one endpoint was identified as the one to export

relevant information from. Table 5.4 highlights the endpoint in question:

HTTP Method URI Description

GET /api/3/scans
Returns a list of all the scan results performed on the

organization’s devices.

Table 5.4: InsightVM Endpoints

The schema of the documents that are stored in the "Scans (MongoDB)"collection has

the following properties:

• Asset counter: Integer - Number of investigated assets

• Group: String - Name of the Asset Group

• Initial Date: Date - Date when the scan began
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• Final Date: Date - Date when the scan was finished

• Total Vulnerabilities: Integer - Total number of vulnerabilities

• Critical Vulnerabilities: Integer - Number of critical vulnerabilities

• Severe Vulnerabilities: Integer - Number of severe vulnerabilities

• Moderate Vulnerabilities: Integer - Number of moderate vulnerabilities

5.3.2 CSV Files

Now that it has been described how one half of the data ingestion process is conducted,

this section aims to describe how the remaining information is gathered.

The remaining data was decided to be imported through a set of CSV files for two

reasons: because the application which stored that information did not have a RESTful

API or the information did not exist. Hence, for the information which did not have

an API it was exported in CSV format and stored in its specific folder for the scripts to

analyze. For the information that did not exist, a placeholder set of CSV files were created,

each with a specific data schema.

Table 5.5 represents the folder name, description of the data and the document schema

that is stored in each CSV file.

5.4 Visualizations

During the implementation phase, specifically during the development of the situational

dashboard, a set of test dashboards with arbitrary data was developed. Two main advan-

tages were gained by this. Firstly, time was not being wasted while the client worked

on creating the credentials for accessing the data sources. Secondly, through the devel-

opment of a mock-up for the each of the three dashboards, the development team could

present these set of dashboards to the client and have access to feedback at an earlier

stage.

This set of mock-ups and testing dashboards are going to have a fundamental im-

portance in this section. Showcasing the visualizations of the dashboard with real data

would be a breach of confidentiality. Hence, the dashboards developed during the testing

phase can be used to both guarantee confidentiality and to showcase how every visual-

izations would be presented (even the ones that could not be finalized due to a lack of

information).

Finally, and before beginning to showcase the dashboard, it was decided that the set

of images that will be displayed in the next couple of sections are in respect to the Top
Management Dashboard. This was the most logical decision, since it is the one that is most

rich in terms of metrics. As we have seen, the only difference between the Top Management
Dashboard and the CISO’s dashboard is the fact that the Monthly Overview is customized
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Folder Name Description per file
Document

Schema

Critical Assets
List of the addresses of all

critical assets (Crown Jewels)

{_id,
Hostname,

App,
IP Address}

Log Management
Periodic extraction of used and

total storage of the log management tool

{_id,
Date,

Total Storage,
Used Storage}

Security Assessments
Lists every security

assessment performed
{_id, Date,

Assessment}

Staff Position
and Cost/hour

Lists every member of the SOC
staff by position and rate per hour

{_id,
Username,

Alternative ID,
Position,

Cost/hour}

Financial of
Security Team

Lists every activity performed by
the Security Team by cost and budget

{_id,
Activity,

Cost,
Budget}

Threat Intelligence
Sources

Lists every Threat Intelligence Source
by date of addition

{_id, Date,
TI Source}

Phishing Awareness
Training

Lists all training performed
by each user

{_id, Date,
User,

Training}

Access Management

Lists all access management
activities performed

Lists the SLA maximum
value that each type of activity may reach

{_id,
Type,

Start Date,
End Date}

{_id,
Type,

Duration}

Endpoint Protection
Lists every device and its

EDR and Hardening protection status

{_id, Machine,
EDR,

Hardening}
Security Measures List of every Security Measure available {_id, Measure}

Services with
Security Requirements

Lists every service accompanied with a
flag that checks if the service complies

with the security requirements established

{_id, Date,
Service,

Requirement}

System Downtime
Lists every system downtime that

has occurred

{_id,
Machine,

Start Date,
End Date}

User Satisfaction
Lists the results of

user satisfaction surveys

{_id, User,
Type,
Score}

Table 5.5: CSV Files Document Schema
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for each one. The Operational Dashboard on the other hand has a few additional differences

in respect to the other two. Since there are a couple of metrics which are not present in

this dashboard, the risk index formula also changes depending on the metrics that are

missing. All in all, since the Top Management Dashboard is the one that is most rich in

terms of metrics, it is the one that will be used to showcase the solution.

5.4.1 Monthly Overview

The opening slide of the dashboard is the Monthly Overview. It provides a top level

perception and a monthly summary of the most important metrics of each set, for each

dashboard type. In fact, the Top Management and the CISO Dashboards have differ-

ent metrics displayed. Additionally, the Operational Dashboard does not even have a

Financial Metrics section.

As it can be seen in Figure II.1, the "Monthly Overview"panel can be divided into the

following visual components:

1. Header - The header is present in every dashboard, since it represents the key way

of navigating in the solution. Through the header’s tabs, the user can not only

quickly understand what he is seeing, but also navigate to any set of metrics at his

disposal. The top left usually has the company logo. In this case, it was removed in

order to maintain confidentiality.

2. Risk Score - This key component is also present in every dashboard’s Monthly
Overview. It provides the user immediate visibility over the level of risk. Thus, the

global risk score is the first metric that was chosen to be incorporated in this slide.

3. Metrics - On top of the risk score, the Monthly Overview also various visualizations

separated by their category. The Top Management has a bigger focus regarding

financial visualizations and others that monitor the performance of the SOC Staff.

The CISO gives a smaller importance to financial metrics deciding to incorporate

"Other"metrics. Finally, the Operational Dashboard has no visibility in regards to

financial metrics and therefore has more screen for showcasing more metrics of

each category.

5.4.2 Risk Metrics

When the user interacts with the second tab on the header, he is transported to the KRI

section. This section aggregates all the risk indicators, giving insight to their security

scores and thresholds. The Risk Metrics section is divided into: Global Risk, Finance

Risk, Incidents Risk, Alerts and Vulnerabilities Risk and Other Risk. One can inspect

each individual section through the set of buttons on the left. The following sections aim

to describe each risk component in detail.
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5.4.2.1 Global Risk

Beginning with the "Global Risk", this is a rather simple and informative slide. On top of

consulting the Global Risk Index, the user can read a text box which includes information

such as, the components that affect the risk score, its formula of calculation and how does

one interpret its value.

5.4.2.2 Finance

Moving along to the first component of risk, the financial one. Figure II.3, which repre-

sents this slide, has four different visualizations, three of which represent the financial

KRIs and a big one which aggregates these three values into one.

Additionally, there is a level of interactivity that applies to the rest of the risk indica-

tors. In order to check the threshold values of each KPI, by clicking on the title of the high

level risk component, the smaller KRIs are substituted with their respective threshold

values. This can be verified in Figure II.4.

5.4.2.3 Incidents

Moving along to the second component of risk, the incidents one. In Figure II.5, ten

different visualizations appear, nine which represent the incidents KRIs and a big one

which aggregates these nine values into one.

5.4.2.4 Alerts and Vulnerabilities

Moving along to the third component of risk, the incidents one. In Figure II.6, five

different visualizations appear, four which represent the alerts and vulnerabilities KRIs

and a big one which aggregates these four values into one.

5.4.2.5 Other

Moving along to the final component of risk which represents the remaining set of metrics.

In Figure II.7, eleven different visualizations appear, ten which represent the remaining

KRIs and a big one which aggregates these ten values into one.

5.4.3 Financial Metrics

When the user interacts with the third tab on the header, he is transported to the first set of

KPIs, ones which refer to the financial component. This section aggregates all the financial

performance indicators, giving access to their respective visualizations and a complete

description. In fact, some KPIs have more than a single visualization. Each visualization

is accompanied with a description of the visualization, source of information, formula of

calculation of the KPI and how interpret its value in a risk point of view.
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The Financial Metrics section is divided into: Incident Financial Estimation, Financial

and Reputational Costs of Security Incidents and Expenses of Security Team. The user

can inspect each individual indicator through interacting with the set of buttons on the

left. The following sections aim to describe each of these components in detail.

5.4.3.1 Incident Financial Estimation

The first financial KPI is the Incident Financial Estimation, which has three different

visualizations for the user to interpret. This KPI can be visualized in Figure II.8.

Before describing all three visualizations, its important to refer that almost all visu-

alizations have a time filter in the upper left corner. This way, only incidents that have

been created during that time period are considered in the calculation of the KPIs and

visualizations. This gives the dashboards a bigger level of versatility, as users can consult

data in specific time frames.

The first visualization a table with every incident, its ID, category, close date and cost.

Users can order the table in an upward or downward fashion by clicking on any of the

header’s attributes. This way they can order the list of incidents from the most costly to

the less costly or vice versa. Finally, the viewer can also consult the total cost of all the

incidents in the final row.

The second visualization represents a bar chart which calculates the average incident

response cost by category. Furthermore, the visualization has a green and yellow lines.

These lines represent the thresholds used to evaluate the level of risk. The colour of the

bars in the graph also change depending on the value of the KPI.

Finally, the third visualizations represents a line chart of the evolution of the incident

response cost by both per category of incident. Furthermore, the visualization has a green

and yellow lines. These lines represent the thresholds used to evaluate the level of risk.

The last two visualizations also have one button each which identifies the ID of the

KPI. Upon clicking on each button, the other visualizations is substituted with a text

box. This text box provides vital information, such as, a description of the visualization,

source of information, formula of calculation of the KPI and how to interpret its value in

a risk point of view. Figure II.9 showcases this informative text box for KPI.FIN.01.1.

5.4.3.2 Financial and Reputational Costs of Security Incidents

The second financial KPI is the Financial and Reputational Costs of Security Incidents,

which has three different visualizations for the user to interpret. The visualizations be-

hind this KPI can be consulted in Figure II.10.

The first visualization a table with every incident, its ID, category, close date and the

the incident financial or reputational cost. Users can order the table in an upward or

downward fashion by clicking on any of the header’s attributes. This way they can order

the list of incidents any way they prefer.
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The second visualization represents a bar chart which calculates the percentage of

incidents with reputational or financial costs per category. Furthermore, the visualization

has a green and yellow lines. These lines represent the thresholds used to evaluate the

level of risk. The colour of the bars in the graph also change depending on the value of

the KPI.

Finally, the third visualizations represents a meter that measures the overall percent-

age of incidents with reputational or financial costs. The visualization’s colour change

according to the thresholds defined for this KPI. Furthermore, below the visualization is

a text box which provides vital information regarding the description of the visualization,

source of information, formula of calculation of the KPI and how to interpret its value in

a risk point of view.

5.4.3.3 Expenses of the Security Team

The third and final financial KPI covers the Expenses of the Security Team, which are

compromised by a single visualization with its respective descriptive text box. The visu-

alization behind this KPI can be consulted in Figure II.11.

This visualization is a horizontal bar chart which serves to compare each security

team’s activity’s expenses with the existing budget. Furthermore, below the visualization

is a text box which provides vital information regarding the description of the visualiza-

tion and source of information.

5.4.4 Incident Metrics

When the user interacts with the fourth tab on the header, he is transported to the second

set of KPIs, one which refers to the incidents component. This section aggregates all the

incident performance indicators, giving access to their respective visualizations and a

complete description. In fact, some KPIs have more than a single visualization. Each vi-

sualization is accompanied with a description of the visualization, source of information,

formula of calculation of the KPI and how to interpret its value in a risk point of view.

The Incident Metrics section is divided into: Incident Matrix, Time to Confirmation,

Time to Containment, Time to Closure, Reactive/Proactive Countermeasures, Unsched-

uled Downtime, Critical Assets Integrated in the SIEM, Incident Repetition, Escalated In-

cidents and Unresolved Incidents. The user can inspect each individual indicator through

interacting with the set of buttons on the left. The following sections aim to describe each

of these components in detail.

5.4.4.1 Incident Matrix

The first incident KPI covers two Incident Matrices, each illustrated by a single visualiza-

tion. Figure II.12 showcases both visualizations.

Whereas the top visualization corresponds to a matrix of confirmed incidents, the ma-

trix below illustrates the false positive incidents. Both visualizations serve the same
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purpose, they display for each category of incident and severity, the number of con-

firmed/false positive incidents. For each column of severity, two values are shown: the

number of incidents registered in the current month and if there has been an evolution of

that value compared to the previous month. In fact, a red upwards arrow informs that the

number of incidents has increased, a green downwards arrow shows the number has de-

creased and a neutral yellow arrow indicates the number is equal to the previous month.

This way the security team can monitor the evolution of false positives and confirmed

incidents compared to the previous month.

5.4.4.2 Time to Confirmation/Containment/Closure

This subsection will summarize three different KPIs since they are inherently similar.

The "Time to Confirmation"KPI has two visualisations, whereas the "Time to Contain-

ment"and "Time to Closure"KPIs have four visualizations. The reason for this is that these

last two metrics differentiate critical incidents with non critical incidents, in order to un-

derstand if critical incidents take more time to contain and close. Figure II.13 illustrates

the "Time to Confirmation"performance indicator.

The visualization on the left is a bar chart which indicates for each category of incident

the average amount of time it takes to confirm it, in minutes. The visualization is also

accompanied with two thresholds lines and each bar chart changes colours depending

where its value is relative to the thresholds. Furthermore, the visualization is accompa-

nied with a text box with a description of the visualization, source of information, formula

of calculation of the KPI and how to interpret its value in a risk point of view. Finally, the

visualization on the right serves the same purpose but it illustrates how these same values

evolve over time. It is supported by the same text box with descriptive information. Both

visualizations can be filtered by the time slicer in the upper right corner.

Moving along to the last two KPIs, each slide has four visualizations which showcase

the same information listed above but for different metrics. As it has been described, the

amount of visualizations is doubled since there is a differentiation between critical and

non critical incidents (with different thresholds each). Furthermore, there exists two but-

tons which when clicked showcase two description boxes with information surrounding

the KPIs. The visualizations can also be filtered through the time slicer in the upper right

corner. The images listed below showcase both KPIs with and without their descriptive

text boxes. Finally, Figure II.14 illustrates the "Time to Containment"KPI and Figure

II.15 showcases this KPI after clicking on one of the description buttons. Figure II.16

illustrates the "Time to Closure"KPI and Figure II.17 showcases this KPI after clicking on

one of the description buttons.

5.4.4.3 Reactive/Proactive Counter-Measures

This subsection will summarize two different KPIs. The "Reactive Counter-Measures"KPI

has two visualisations, whereas the "Proactive Counter-Measures"only has one.
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The visualizations on the left refer to the reactive counter measures. The visualization

above is a bar chart which groups the percentage of incidents with reactive measures

implemented by category. Like other incidents, the colour of the bars change depending

on the thresholds which are indicated by the green and yellow lines. On the other hand,

the visualization below showcase the same information over time. Both visualizations

also have a button which, when clicked, showcases a descriptive text box.

Regarding the final visualization on the right, which is associated with the Proac-

tive Counter Measures performance indicator, it is illustrated by a simple meter. The

visualization is also supported by a descriptive text box.

Finally, Figure II.18 illustrates the "Reactive/Proactive Counter-Measures"KPI and

Figure II.19 showcases this KPI after clicking on one of the description buttons.

5.4.4.4 Unscheduled Downtime

The "Unscheduled Downtime"KPI is illustrated by two different visualization. Whereas

the first visualization showcases the summation of each different machine, the first show-

cases how each of those values has evolved over time, month by month. Figure II.20

showcases both visualizations.

The left visualization is a bar chart which showcases the summation of each different

machine’s downtime duration. Like other visualizations the colour of the bar change

according to where the value sits when compared to the thresholds represented by the

green and yellow lines.

Finally, the right visualization illustrates how the summation of all machines with an

unscheduled downtime has evolved temporarily. Both KPIs can be filtered using the time

slicer on a upper right corner.

5.4.4.5 Critical Assets Integrated on the SIEM

This slide has two different KPIs, each illustrated by a single visualization. Figure II.21

showcases both visualizations.

Starting with KPI.IHR.9, it is illustrated by a meter which measures the percentage of

critical assets integrated in the SIEM. The colour of the meter changes according to the

KPI’s value and its defined thresholds. The descriptive box below gives insight into this

information and more.

Moving to KPI.IHR.10, it is illustrated by a simple table which matches the asset’s

name with its IP and a column indicating if the critical asset is integrated in the SIEM or

not.

5.4.4.6 Repeated Incidents

This performance indicator measures the number of incidents that happened on machines

with the same Operating System. Figure II.22 showcases this visualization.
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This KPI is illustrated by a Matrix which crosses the category of the incident with the

system OS that it targeted. Like other KPIs represented by matrices, the two columns

on the indicator showcase the number of incidents that manifested on the current month

and how this number has evolved compared to the previous month.

5.4.4.7 Escalated Incidents

This performance indicator measures the percentage of incidents which were escalated

to the SOC Manager for further investigation. Figure II.23 showcases this visualization.

KPI.IHR.12 is illustrated by a bar chart where each bar represents a different incident

category. The colour of each bar changes depending on the metric’s value and the values

of the thresholds, represented by the green and yellow lines. Finally, the visualization

can be filtered through the time slicer on the upper right corner.

5.4.4.8 Unresolved Incidents

Finally, the "Unresolved Incidents", composed by the different KPIs, is the last slide of

the Incident Metrics. The first KPI measures the number of unresolved incidents since

the beginning of the month, whereas the second represents the number of unresolved

incidents since the SOC was implemented. Figure II.24 showcases both visualizations.

KPI.IHR.13 is illustrated by a bar chart with a specific bar for the percentage of re-

solved incidents, whereas the remaining bars represents each incident category’s percent-

age of unresolved incidents. Furthermore, it is also supported by the typical informative

text box which helps the user interpret the KPI.

KPI.IHR.14 is illustrated by a pie chart. This chart separates the percentage of unre-

solved incidents by category and showcases the percentage of resolved incidents. Finally,

the time slier on the upper right corner is used to filter the data on this visualization.

5.4.5 Alerts and Vulnerabilities Metrics

When the user interacts with the fifth tab on the header, he is transported to the set of

KPIs which refer to the alerts and vulnerabilities component. This section aggregates all

the indicators which refer to alerts triggered by the SIEM and vulnerabilities scanned on

the vulnerability management tool. Every visualization has a degree of interactivity, since

users can click on different properties which filters every visualization being displayed.

Additionally, each KPI is accompanied with a description of the visualization, source of

information, formula of calculation and how to interpret its value in a risk point of view.

This section is divided into: Alerts Investigated by Analyst, Escalated Alerts, False

Positive Alerts, Alert Distribution by Rule, Alerts by Category and Distribution of Vulner-

abilities by Asset Group. Finally, the user can inspect each individual indicator through

interacting with the set of buttons on the left. The following sections aim to describe each

of these components in detail.
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5.4.5.1 Alerts Investigated per Analyst

This KPI is illustrated by two visualizations. Whereas the first, showcases a distribution

of the alerts by analyst, the second measures the average amount of days each analyst

takes to analyze the alert. Figure II.25 showcases both visualizations.

The visualization on the left is a simple pie chart with the the distribution of alerts

that have been resolved by analyst.

The visualization on the right is a table which matches each analyst with the average

amount of days he takes to resolve an incident. Additionally, the values of the metric

change colours depending on the thresholds defined.

Finally, the text box below both visualizations describes them and provides additional

information about each visualization to help the user interpret them. Both visualizations

can be filtered with the time slicer on the upper right corner of the screen.

5.4.5.2 Escalated Alerts

The "Escalated Alerts"performance indicator is illustrated by a meter visualization which

calculates the percentage of incidents which were escalated to the SOC Manager for

further investigation. The color of the bar inside the meter changes values dependent

of the thresholds that were assigned to this KPI. Finally, below the visualizations is a

descriptive text box. Figure II.26 showcases this visualization.

5.4.5.3 False-Positive Alerts

This KPI is illustrated by two visualizations. Whereas the first, showcases a meter with

the percentage of false-positive security alerts, the second shows how this value evolves

over time on a monthly basis. Figure II.27 showcases this visualization.

The visualization on the left corresponds to a meter which changes values according

to the defined threshold values.

The visualization on the right indicates how the percentage of false-positives evolved

over time. Additionally, the threshold values are also illustrated in the visualization

thought the green and yellow lines.

Finally, both visualization have a descriptive text box which the viewer can read to

help them interpret the correspondent visual element. The time slicer in the upper right

corner can be used to filter the data.

5.4.5.4 Alerts Distribution per Rule

This KPI is illustrated by two visualizations. Whereas the first showcases a bar chart

with the distribution of alerts triggered by security rule, the second shows how this value

evolves over time on a monthly basis. Figure II.28 showcases this visualization.

Finally, both visualization have a descriptive text box which the viewer can read to

help them interpret both visual elements. The time slicer in the upper right corner can
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be used to filter the data. Since this KPI is not considered toward the risk component of

the solution, no thresholds needed to be defined.

5.4.5.5 Alert Distribution by Category

This KPI is illustrated by a single visualization, a bar chart where each bar is a different

alert category. Like the previous visualization, it has a descriptive text box which the

viewer can read to help them interpret both visual elements. The time slicer in the upper

right corner can be used to filter the data. Since this KPI is not considered toward the risk

component of the solution, no thresholds needed to be defined. Figure II.29 showcases

this visualization.

5.4.5.6 Vulnerabilities

This KPI is illustrated by two visualizations, a bar chart and a line graph. Both have a

descriptive text box which the viewer can read to help them interpret both visual elements.

Like the previous visualization, the time slicer in the upper right corner can be used to

filter the data. Since this KPI is not considered toward the risk component of the solution,

no thresholds needed to be defined. Figure II.30 showcases both visualizations.

KPI.VUL.1.1 is illustrated by the visualization on the left of the screen. This bar

chart groups data into asset groups which further categorizes each bar per vulnerability

severity. Each bar counts the number of vulnerabilities with a specific severity inside a

specific asset group.

KPI.VUL.1.2 is illustrated by the visualization on the right of the screen. This line

graph showcases how the number of vulnerabilities by severity evolves over time.

5.4.6 Other Metrics

When the user interacts with the final tab on the header, he is transported to the set of KPIs

which refer to the remaining metrics. This section aggregates all the indicators which refer

to compliance metrics or even other metrics which simply did not fit in the remaining

categories. Every visualization of this has a degree of interactivity, since users can click

on different properties which filters every visualization being displayed. Additionally,

each KPI is accompanied with a description of the visualization, source of information,

formula of calculation and how to interpret its value in a risk point of view.

This section is divided into: IT Services with Security Requirements, Access Manage-

ment, Security Assessments, User Satisfaction, Business Process Incidents, Attacks Pre-

vented by Business Unit, Phishing Awareness Training, Endpoint Security, Log Storage

and Number of Threat Intelligence sources. Finally, the user can inspect each individual

indicator through interacting with the set of buttons on the left. The following sections

aim to describe each of these components in detail.
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5.4.6.1 IT Services with Security Requirements

This KPI measures the percentage of IT services with security requirements. Figure II.31

showcases this visualization.

KPI.OTH.1 is illustrated by a bar chart visualization where each bar measures, for

each month of the year, the percentage of IT security systems which fulfill security re-

quirements. The colour of the bar changes dependant on the thresholds represented by

the green and yellow lines. A description of the KPI can be consulted below the visual-

ization. It is possible to filter the visualization through the time slicer in the upper right

corner of the screen.

5.4.6.2 Access Management

This KPI measures the average amount of time the SOC takes to perform access manage-

ment tasks. This value is also compared to a maximum acceptable value decided by the

organization. Figure II.32 showcases this visualization.

This visualization is a horizontal bar chart where each set of bars corresponds to

an access management procedure. Furthermore, for each procedure there are two bars.

The first, measures the average time in days it took to conclude the procedure. Finally,

the second bar indicates the maximum tolerable value of each procedure. Below the

visualization is a text box which provides vital information regarding the description of

the metric and its source of information.

5.4.6.3 Security Assessments

This KPI measures the amount of security assessments performed one, two and three

years ago. Figure II.33 showcases this visualization.

This visualization is a matrix that maps each type of security assessment to the amount

of times it was performed one, two and three years into the past. Like other metrics, it

also has a set of thresholds which influence its risk score, as well as the colour of the

values in the matrix. Below the visualization the viewer has access to a descriptive text

box, which supports the interpretation of the matrix.

5.4.6.4 User Satisfaction

This KPI measures an average user satisfaction score regarding information management,

collected from surveys. Figure II.34 showcases this visualization.

This visualization is a horizontal bar chart which calculates the average score the users

gave to the quality and timeliness of management information. Like other metrics, it also

has a set of thresholds which influence its risk score, as well as the colour of the bars.

Below the visualization the viewer has access to a descriptive text box, which supports

the interpretation of the visualization.
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5.4.6.5 Business Process Incidents

This KPI measures the percentage of Business Process Incidents caused by a lack of

information. Figure II.35 showcases this visualization.

The visualization that corresponds to this KPI is a meter which illustrates the percent-

age of business process incidents caused by missing information. The colour of this meter

varies according to a set of thresholds defined previously. Below the visualization, the

viewer can consult the source of the information that builds the visualization, as well a

description, the formula and thresholds explaining how to interpret the KPI compared

to these values.

5.4.6.6 Prevented and Contained Attacks by Business Unit

This KPI measures the percentage of prevented and contained attacks, segregated by

business unit. Figure II.36 showcases this visualization.

The visualization that corresponds to this KPI is a bar chart which illustrates the

percentage of prevented attacks by business unit. Each bar represents a different business

unit and the colour of each bar varies with the values of the thresholds defined previously.

Below the visualization, the viewer can consult the source of the information that builds

the visualization, as well a description, the formula and thresholds explaining how to

interpret the KPI compared to these values.

5.4.6.7 Phishing Awareness Training

This KPI measures the percentage of employers who have performed their Phishing

Awareness Training. This KPI can be consulted through two different visualizations.

Figure II.37 showcases both visualizations.

The first visualization that corresponds to this KPI is a meter which illustrates the

percentage of employers who have performed their Phishing Awareness Training. The

colour of the meter varies with the values of the thresholds defined previously.

The second visualization is a line chart which illustrates how the value of the KPI

evolves over time. This visualization can be filtered through the time slicer on the upper

right corner of the screen.

Finally, below both visualizations the viewer can consult the source of the information,

as well a description, the formula and thresholds explaining how to interpret the KPI

compared to these values.

5.4.6.8 Endpoint Security

This KPI measures the percentage of endpoint systems with total protection (EDR and

Hardening). This KPI can be consulted through three different visualizations. Figure

II.38 showcases each of them.
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All three visualizations are meters which reflected different percentages: endpoints

devices with total protection, endpoints devices with EDR implemented and endpoints

devices with Hardening. Endpoint Detection and Response (EDR) is "is an integrated

endpoint security solution that combines real-time continuous monitoring and collec-

tion of endpoint data with rules-based automated response and analysis capabilities"[73].

Hardening is the process of "collection of tools, techniques, and best practices to reduce

vulnerability in technology applications, systems, infrastructure, firmware, and other

areas. The goal of systems hardening is to reduce security risk by eliminating poten-

tial attack vectors and condensing the system’s attack surface. By removing superfluous

programs, accounts functions, applications, ports, permissions, access, etc. attackers

and malware have fewer opportunities to gain a foothold within your IT ecosystem"[57].

Hence, after verifying if endpoint devices have both properties, this information is used

to conclude if the system is secured.

Finally, below the visualizations the viewer can consult the source of the information,

as well a description, the formula and thresholds explaining how to interpret the KPI

compared to these values.

5.4.6.9 Available Storage

This KPI measures the percentage of available storage is the Log Management Tool. This

KPI can be consulted through a single visualization. Figure II.39 showcases this visual-

ization.

The visualization that corresponds to this KPI is a meter which illustrates the percent-

age of available storage. The colour of the meter varies with the values of the thresholds

defined previously.

5.4.6.10 Threat Intelligence Sources

This KPI measures the number of threat intelligence sources integrated in the SIEM of the

SOC. This KPI can be consulted through a single visualization, which can be consulted

in Figure II.40.

The visualization that corresponds to this KPI is line chart which illustrates the evo-

lution of the percentage of threat intelligence sources integrated in the SIEM. The two

different green and yellow lines present in the visualizations represent the thresholds

that help to measure the risk associated with this KPI.

5.5 Conclusion

To sum up the contents of this chapter, it aimed at describing every step of the imple-

mentation process of System B. Firstly, it starts by describing how the system was setup,

what are its main components and how each one of them communicates with each other.

Afterwards, a description of each KPI and KRI is performed, as well as their associated
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formulas of calculation. Furthermore, we have the data ingestion process which is de-

tailed step by step showcasing activity diagrams for each python script. These diagrams

represent how each script, which is associated with a different data source, performs its

part of the overall data ingestion process. Finally, each one of the dashboards’ panels is

described along with their respective visualizations.

All in all, unlike System A, this solution left the testing phase and transitioned to

production where it was successfully completed, following the implementation described

in this chapter.
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Product Evaluation

This chapter is composed by two different section. The first section(6.1) briefly describes

how the evaluation process of System B’s dashboard is conducted in the next section.

As described, this second and final section(6.2) showcases different evaluation scenarios.

Each scenario represents a verification that checks if the solution was capable of fulfilling

a different requirement.

6.1 Evaluation Process

Initially, the evaluation process that the solution was supposed to be subjugated to was

divided into three types. Unfortunately, due to the fact that after delivering System B,

the student lost access to the solution, therefore also losing the ability to monitor it over

time, these evaluations became impossible to perform.

1. Data Ingestion Process Performance - The first evaluation would be focused around

the performance of the solution, specifically, of the data ingestion process, verifying

the time that it would take to perform the daily scheduled data extraction tasks

over time.

2. Risk Indicators Robustness - The second type of evaluation would be an analysis

over the robustness of the risk index formulas. This assessment would be done in

order to verify if over time the equations used to measure each risk value needed to

be altered so as to refine the calculation of each score.

3. Thresholds Accuracy - Finally, the last type of evaluation that could be been per-

formed would have been surrounding the values of the thresholds of each KPI. Ide-

ally, the thresholds of each performance indicator would be monitored over time,

in order to verify if some type of intervention was necessary. This way, this assess-

ment would help establish the thresholds values so that they could be as accurate

as possible.

Since none of the scenarios listed above were achievable, a different approach was

considered. Instead of building specific test scenarios with the purpose of measuring the
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performance of System B, it was decided that the evaluation process would compare the

initial set of contributions that were proposed to be implemented, with the features the so-

lution ended up providing. Hence the next section will cover each objective, representing

each one as an evaluation scenario.

6.2 Evaluation Scenarios

Before the development of System B, a set of contributions were established. They repre-

sented the features that the system would ideally achieve. The following subsections list

every one of these scenarios, explaining if the goal was or was not successfully integrated.

6.2.1 Scenario 1 - Designing a Visualization Interface

One of the mains objectives of this thesis was aimed at providing a centralized framework

that would deliver a degree of situational awareness around the performance and risk

of the security environment surrounding the organization. This information is usually

conveyed through the means of a dashboard. When properly designed, dashboards are

powerful monitoring visualization tools, due to their inherent visual nature and ability

to aggregate and centralize information at a glance.

This objective was fulfilled and delivered while working in the client behind System

B. In fact, prior to the dashboard’s development, the client has to manually build monthly

reports. Hence, the solution in place successfully filled this gap, automating this process.

6.2.2 Scenario 2 - Developing Dashboards for Different Audiences

Effective data visualization is not only about trying to illustrate every possible piece of

information, it also requires a degree of efficiency. If viewers from different backgrounds

use the same dashboard, it will inevitably contain a heavy load of visualizations so as

to please each audience. Hence, segregating one dashboard into several ones, for each

different type of user, allows for an easier viewing experience. This differentiation not

only provides relevant information for each user, but also an enhanced control over what

is displayed. Furthermore, this allows for the possibility to present sensitive data to one

target audience, that the other cannot have visibility upon. For instance, System B’s Top

Management Dashboard provides visualizations about user satisfaction survey results,

which are not visible to the remaining SOC Staff.

This objective was fulfilled and delivered while working in cooperation with the client

associated with System B. In fact, as it was described, three different dashboards were

developed: one for the Top Management, one for the CISO and another for the SOC’s

Operational Team.
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6.2.3 Scenario 3 - Establishing a Risk Assessment Plan

Successfully measuring risk requires identifying and prioritizing the risk factors that

should be monitored over time. Additionally, coming up with a plan to translate risk into

a quantitative and/or qualitative scale is also important.

This objective was fulfilled and delivered while working with the client associated

with System B. In fact, both the risk categorization, as well as their formulas of calculation,

were all developed during the course of this dissertation.

6.2.4 Scenario 4 - Developing Key Performance and Risk Metrics

One of the key ingredients towards building a dashboard is their data visualization com-

ponent, which can take the form of pie charts, line graphs, bar charts, sunbursts and

many other illustrations. In order to assemble a set of visualizations, it is paramount to

first know what information is going to be displayed. Hence, designing a set of metrics

that measure performance and risk is a vital step in the development of the solution.

This objective was fulfilled and delivered while working in System B. In fact, prior

to the involvement of the student in the project, EY and the Client discussed what key

performance indicators should be displayed in the final dashboard. Regarding the key

risk indicators, they were later designed by the student during the development of the

solution.

6.2.5 Scenario 5 - Building a System Architecture

In order to provide the client with a solution that would be as automated and self sus-

tained as possible, a system architecture had to designed that would fulfill a set of require-

ments. First it would need to provide the customer with different options to automatically

ingest and transform data. Afterwards, a storage medium to allocate all this information

had to be implemented so that the information would be accessible by other architectural

components, as well as the client (MongoDB Compass provides an intuitive GUI where

users can explore and manipulate the different collections, their data, storage space, as

well as other information). Last but not least, a data visualization software had to be

incorporated in order to actually translate the data gathered and stored in the previous

components into actionable intelligence.

This objective was fulfilled and delivered in System B. In fact, the final system archi-

tecture can be consulted in Chapter 3.3 and the steps that were performed to setup and

implement the solution are described in Chapter 5.

6.2.6 Scenario 6 - Writing a User Manual

After designing, implementing and delivering a solution, it needs to be documented so

that the client can be granted a perception of the implementation phase, in order to

understand it, manipulate it and possibly expand it in the future.
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This objective was fulfilled and delivered in System B. The contents of the user manual

provide the following information:

1. The context behind the development of the solution, as well an explanation behind

the segregation of dashboards by different target audiences.

2. A description of each of the system’s components, how each one was configured and

the communication mechanisms used so that each component could communicate

with each other.

3. Categorization used in each metric group and a description of each one.

4. Description of every visualization of the dashboard.

5. How the data refresh mechanism was implemented and how it can be adjusted.

6. How to share and perform access management manipulation, in order to provide

other users of the organization with read/write permissions to each dashboard.

7. How to revise the threshold parameters of each metric, as well as the risk formulas

used to score the different components.

6.2.7 Scenario 7 - Designing a EY Dashboard

As it has been stated, the aim of this thesis is to develop a dashboard which provides

organizations with a key situational awareness perception. Logically, this same dashboard

can later be reused by EY, for presentation purposes in order to sell this development

idea to other interested organizations.

Hence, after the delivery of the solution, a similar mockup dashboard was developed

with some interface changes performed. These changes were mainly aimed at the colour

palette and the logo. Figure 6.1 provides visibility into the "Top Management’s: Monthly

Overview"slide of the final product.

This objective was fulfilled and delivered in System B. In fact, EY uses the developed

dashboard as a product and is prepared to sell it as a service to other interested clients.

6.2.8 Scenario 8 - Implementing Alert Mechanisms

Dashboards are used so that users can regularly overview a set of key information at a

glance. Despite this, it is not common for dashboards to be designed to be consulted with

24/7 regularity. Hence, implementing alert mechanisms which trigger notifications or

emails depending on specific conditions, provides an advantage for organizations which

want to be constantly aware of its security state at all times.

Despite being a useful feature, it was not implemented in the final product. To explain

why, Power BI provides dashboards and reports. As it has been previously described, a

report was developed for System B’s visualization component. Unfortunately, the Power
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Figure 6.1: EY Top Management Dashboard: Monthly Overview

BI alert mechanism is exclusive to dashboards. Thus, since the report feature of Power

BI does not have this mechanism it ended up not being implemented. An alternative

way would be to create a mockup dashboard with all the risk metrics of the report and

associate alerts for each one. Nonetheless, this feature was neither a priority or even

requested by the client, not to mention the student did not have time to complete this

procedure on time when the time frame to deliver the solution reached its end.

Finally, it is important to mention that despite not being implemented in System B,

this feature was partially implemented on System A. In fact, a function which would

be triggered when IOCs with specific risk scores were ingested in the database, was

developed. This function sends an email to a specific email account created by the user

with metadata related to the incident. An example of such an email, can be consulted in

Chapter 4.

6.3 Conclusion

To sum up, ideally System B would have been subjugated to a set of different test scenarios.

Nonetheless, since having access to the solution was a requirement of the test cases, a

different approach was taken. It was decided that the evaluation process would compare

the initial set of contributions that were proposed to be implemented, with the features

the solution ended up providing.

All in all, despite not achieving one of the eight initial set of objectives, based on the

product evaluation the student objectively claims that the main contributions and goals

of System B’s situational awareness dashboard have been achieved.
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Conclusion

The following chapter’s structure is divided into three different sections. The first sec-

tion(7.1) summarizes the contents of this thesis, specifically it states what was developed,

why was it needed and verifies if the system ended up meeting the requirements which

had been initially defined. This is followed by the second section(7.2), which further com-

plements the first, by listing the obstacles that were encountered during the development

phase, in other words, the system’s threats to validity. Finally, in the third section(7.3) and

after summing up the contents of the thesis and detailing the mains obstacles that were

found during its development phase, the chapter is closed with a list of enhancements

that could be incorporated in the solution, in order to further refine it.

7.1 Conclusions

The aim of the work developed during this dissertation consisted in the design of a

Dashboard which would centralize a set of key information related to the cybersecurity

state of an organization. In fact, this dashboard aimed to measure two main concepts,

those being the SOC’s performance and risk. Hence, by providing such a degree of

awareness on a daily basis, this would strengthen the entity’s perception onto its main

security liabilities, providing a situational awareness archetype.

During the research and development phases that took place while working with EY,

two systems were developed. Whereas System A did not evolve into a self sustained and

finalized product, System B on the other hand successfully achieved its purpose. In fact,

taking into account the initial set of objectives (proposed in Chapter 1) which the solution

aimed to attain, System B ended up realizing all its goals but one, successfully carrying

out its main purpose. In fact, as described in Chapter 6, from the development of the

system architecture which served as the foundation behind the solution, to the design

of metrics and visualizations which would intuitively provide viewers with actionable

intelligence, only the implementation of alerts mechanisms was not carried through.

Despite its low relevance in regards to the final product, the learning experience that

went into implementing System A had a key role into successfully developing System
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B. In fact, as described in Chapter 3, from an architectural point of view the student

learned a lot by experimenting with different tools which ultimately, helped design what

ended up being System B’s architecture. Furthermore, System A had a strong Threat

Intelligence focus as it collected, parsed and performed a risk evaluation into Indicators

of Compromise. This component which provides an external perception of the threat

environment surrounding an organization, was not carried through to System B. Ideally,

the second system would benefit from this added TI component, as it would strengthen

its risk perception.

All in all, based on the product evaluation the student objectively claims that the main

contributions and goals of the situational awareness dashboard have been achieved.

7.2 Threats to Validity

This section aims to summarize the mains obstacles that were found during the develop-

ment of Systems A and B. The list below sums up System A’s threats to validity:

• Expired Contractor Agreement - Due to the fact that the Contractor Agreement,

between EY and the client ended, this system never left the mockups/testing phase.

Hence, the system could not reach a production stage and ultimately be finalized.

• Subscription based Data Sources - Amongst the five different data sources, three

of them were subscription based, including the Third-Party Security Rating. This

obstacle would inevitably doom any prospects of bringing the system to production,

since the client would be required to subscribe to the services. This was a difficult

problem to face due to the overall difficulty in finding free Threat Intelligence Feeds

which provide rich IOC information.

The list below sums up System B’s threats to validity:

• Time Frame - During the development phase of System B, there was a tight and

strict time frame to comply with. This precise schedule coupled with the fact

that the client delivered the data source’s access credentials much later than it was

promised, delayed the development of the solution. Hence, there was not the possi-

bility to thoroughly test many key components of the dashboard that ideally would

be trialed for adjustments, such as, the threshold values and the risk formulas.

• Unsustainable Metrics - Another obstacle that was found was a lack of data to

build some of the metrics which inevitably made them unsustainable to illustrate.

Despite the fact that the KPIs were both agreed upon by EY and the Client, there was

missing information that the client could not provide, thus making it impossible to

visualize some of them.

111



CHAPTER 7. CONCLUSION

7.3 Future Work

Despite complying with most of the initial objectives, there are a lot of improvements

which the solution could benefit from for posterity purposes. The list below summarizes

some topics which could be integrated in the future:

• More Metrics - Despite having a fair amount of metrics, System B’s dashboard

contains room for improvement in regards to its Financial and Vulnerabilities com-

ponents. For instance, some KPIs that could have been incorporated in the vul-

nerability management component are: Time to Detect, Time to Resolve, Time to

Mitigate and Time to Patch Vulnerability.

• Stronger External Component - Unlike System A, System B is mainly focused on

assessing the organization’s internal security state, lacking access to an external

perspective. Hence, it would only benefit System B to contain System A’s Threat

Intelligence and Third-Party Security Rating risk components, thus strengthening

its risk scoring model.

• Heavier Dashboard Differentiation - The segregation that was performed in Sys-

tem B’s dashboard experience was a division for three types of users. On the

one hand, the Operational Dashboard had certain metrics that were not available

for this particular user, justifying its existence. On the other hand, between the

CISO and the Top Management Dashboard the key difference was the "Monthly

Overview"Panel which ended up not being a heavily justifiable reason to separate

both dashboards. Hence, in the future and with the evolution of the system, finding

a way to better differentiate both dashboards would be ideal.

• Over Time Evaluation - This topic is related to the thresholds and risk formulas

which were assigned to each different scoring component. Over time, a revision

of those values should be performed in order to calibrate the scale of the scoring

system, thus making it as realistic as possible.

• Risk Model Integration - System B ended up having a strongly qualitative form of

measuring risk. Ideally, in order to have access to a more granular risk perception,

the integration of a quantitative risk model, such as FAIR, would be an interesting

idea to explore.
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I

System A: Dashboard Visualizations

Figure I.1: System A Dashboard: Overview
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ANNEX I. SYSTEM A: DASHBOARD VISUALIZATIONS

Figure I.2: System A Dashboard: Threat Intelligence

Figure I.3: System A Dashboard: Internal
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Figure I.4: System A Dashboard: Third-Party Rating
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II

System B: Dashboard Visualizations

Figure II.1: Top Management Dashboard: Monthly Overview
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Figure II.2: Top Management Dashboard: Global Risk

Figure II.3: Top Management Dashboard: Financial Risk
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.4: Top Management Dashboard: Financial Risk (Thresholds)

Figure II.5: Top Management Dashboard: Incidents Risk
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Figure II.6: Top Management Dashboard: Alerts and Vulnerabilities Risk

Figure II.7: Top Management Dashboard: Other Risk
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.8: Top Management Dashboard: Incident Financial Estimation

Figure II.9: Top Management Dashboard: Incident Financial Estimation (KPI.FIN.01.1
Description)
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Figure II.10: Top Management Dashboard: Financial and Reputational Costs of Security
Incidents

Figure II.11: Top Management Dashboard: Expenses of the Security Team
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.12: Top Management Dashboard: Confirmed Incidents Matrix and False Posi-
tives Matrix

Figure II.13: Top Management Dashboard: Time to Confirmation
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Figure II.14: Top Management Dashboard: Time to Containment

Figure II.15: Top Management Dashboard: Time to Containment (Description Boxes)
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.16: Top Management Dashboard: Time to Closure

Figure II.17: Top Management Dashboard: Time to Closure (Description Boxes)
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Figure II.18: Top Management Dashboard: Reactive and Proactive Counter Measures

Figure II.19: Top Management Dashboard: Reactive and Proactive Counter Measures
(Description)
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.20: Top Management Dashboard: Unscheduled Downtime

Figure II.21: Top Management Dashboard: Critical Assets Integrated in the SIEM
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Figure II.22: Top Management Dashboard: Repeated Incidents

Figure II.23: Top Management Dashboard: Escalated Incidents
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.24: Top Management Dashboard: Unresolved Incidents

Figure II.25: Top Management Dashboard: Alerts Investigated per Analyst
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Figure II.26: Top Management Dashboard: Escalated Alerts

Figure II.27: Top Management Dashboard: False-Positive Alerts
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.28: Top Management Dashboard: Alerts Distribution by Rule

Figure II.29: Top Management Dashboard: Alerts Distribution by Category
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Figure II.30: Top Management Dashboard: Vulnerabilities

Figure II.31: Top Management Dashboard: IT Services with Security Requirements
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.32: Top Management Dashboard: Access Management

Figure II.33: Top Management Dashboard: Security Assessments
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Figure II.34: Top Management Dashboard: User Satisfaction

Figure II.35: Top Management Dashboard: Business Process Incidents
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.36: Top Management Dashboard: Prevented Attacks by Business Unit

Figure II.37: Top Management Dashboard: Phishing Awareness Training
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Figure II.38: Top Management Dashboard: Endpoint Security

Figure II.39: Top Management Dashboard: Available Storage Log Management Tool
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ANNEX II. SYSTEM B: DASHBOARD VISUALIZATIONS

Figure II.40: Top Management Dashboard: Threat Intelligence Sources
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