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Abstract

With the appearance of the Internet, open to everyone in 1991, criminals saw a big
opportunity in moving their organisations to the World Wide Web, taking advantage of
these infrastructures as it allowed higher mobility and scalability. Later on, in the year
2000, the first system appeared, creating what is known today as the Dark Web. This
layer of the World Wide Web became quickly the option to go when criminals wanted to
sell and deliver content such as match-fixing, children pornography, drugs market, guns
market, etc. This obscure side of the DarkWeb, makes it a relevant topic to study in order
to tackle this huge network and help to identify these malicious activities and actors.

In this master thesis, it is shown through the study of two datasets from the Dark
Web, that we are surrounded by capable technologies that can be applied to these types
of problems in order to increase our knowledge about the data and reveal interesting
characteristics in an interactive and useful way. One dataset has 10 000 relations from
domains living in the Dark Web, and the other dataset has thousands of data from just 11
specific domains from the Dark Web.

We reveal detailed information about each dataset by applying di↵erent analysis and
data mining algorithms. For the first dataset we studied domains availability patterns
with temporal analysis, we categorised domains with machine learning neural networks
and we reveal the network topology and nodes relevance with social networks analysis
and core-periphery model. Regarding the second dataset, we created a cross matching
information web graph and applied a name entity recognition algorithm which ended
in a tool for identifying entities within dark web’s domains. All of these approaches
culminated in an interactive web application where we publicly not only display the
entire research but also the tools developed along with the project (https://darkor.org).

Keywords: Dark Web, Social Network Analysis, Core-Periphery Model, Machine Learn-
ing, Dark Web Monitoring, Natural Language Processing
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Resumo

Com o surgimento da Internet, aberta a todos em 1991, os criminosos viram uma grande
oportunidade em passar as suas organizações para a World Wide Web, aproveitando-se
assim dessas infraestruturas que permitiam uma maior mobilidade e escalabilidade. Mais
tarde, no ano 2000, surgiu o primeiro sistema, criando o que hoje é conhecido como a Dark
Web. Essa camada da World Wide Web tornou-se rapidamente a opção a seguir quando os
criminosos queriam vender e entregar conteúdo como combinação de resultados, porno-
grafia infantil, mercado de drogas, mercado de armas, etc. Este lado obscuro da DarkWeb,
torna-a num tema relevante de estudo a fim de ajudar a identificar atividades e atores
maliciosos.

Nesta dissertação de mestrado é mostrado, através do estudo de dois conjuntos de
dados da Dark Web, que estamos rodeados de tecnologias que podem ser aplicadas neste
tipo de problemas de forma a aumentar o nosso conhecimento sobre os dados e revelar
características interessantes de forma interativa e útil. Um conjunto de dados tem 10 000
relações de domínios que vivem na Dark Web enquanto que o outro conjunto de dados
tem milhares de dados de apenas 11 domínios específicos da Dark Web.

Neste estudo revelamos informações detalhadas sobre cada conjunto de dados apli-
cando diferentes análises e algoritmos de data mining. Para o primeiro conjunto de dados,
estudamos padrões de disponibilidade de domínios com análise temporal, categorizamos
domínios com o auxílio de redes neuronais e revelamos a topologia da rede e a relevância
dos nós com análise de redes sociais e a aplicação de um modelo núcleo-periferia. Em
relação ao segundo conjunto de dados, criamos um grafo da rede com cruzamento de
dados e aplicamos um algoritmo de reconhecimento de entidades que resultou em uma
ferramenta para identificar entidades dentro dos domínios da DarkWeb estudados. Todas
estas abordagens culminaram em uma aplicação web interativa onde exibimos publica-
mente não apenas todo o estudo, mas também as ferramentas desenvolvidas ao longo do
projeto (https://darkor.org).

Palavras-chave: Dark Web, Análise de Redes Sociais, Modelo Núcleo-Periferia, Aprendi-
zado Máquina, Monitoramento da Dark Web, Processamento de Linguagem Natural

vii





Contents

List of Figures xi

List of Tables xv

1 Introduction 1
1.1 Crime on the Internet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 The Silk Road Market . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Operation Torpedo . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Research Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Dark Web 11
2.1 World Wide Web Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Dark Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Dark Web Softwares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3.1 Freenet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Tor Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Dark Web Models Approximations . . . . . . . . . . . . . . . . . . . . . . 31
2.4.1 Social Network Analysis . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 Core-Periphery Structures . . . . . . . . . . . . . . . . . . . . . . . 39
2.4.3 Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3 State of the Art 49
3.1 Using Unsupervised Learning Algorithms on the Dark Web Forums . . . 49

3.1.1 Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.2 Final Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.2 Predicting cyberattacks within Dark Web forums . . . . . . . . . . . . . . 54
3.2.1 Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.2 Final Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3 Building and Analyzing Tor web graph . . . . . . . . . . . . . . . . . . . . 60
3.3.1 Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.2 Final Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.4 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

ix



CONTENTS

4 Dataset 1 71
4.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.2.1 MySQL Data Structure . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.2 Scraping Domains . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.3 Optical Character Recognition (OCR) . . . . . . . . . . . . . . . . 76
4.2.4 Temporal Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.5 Automatic Classifier . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.6 Social Network Analysis . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2.7 Core-Periphery Analysis . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2.8 Domains Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5 Dataset 2 99
5.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.2.1 Cross-Matching Web Graph . . . . . . . . . . . . . . . . . . . . . . 102
5.2.2 Name Entity Recognition (NER) . . . . . . . . . . . . . . . . . . . . 105

6 Web Application 109
6.1 Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.2 Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

7 Conclusion 121

Bibliography 125

x



List of Figures

2.1 Di↵erence between Clear Web, the DeepWeb and the DarkWeb on an analogy
with an iceberg. Retrieved from [53] . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Simple representation of the tunnelling technique used on VPNs where the
web serverwill see incoming packet from someone with IP address 82.154.185.219
making the client’s IP address protected . . . . . . . . . . . . . . . . . . . . . 14

2.3 Request example that shows system recovering from dead-end at step 3 and
from a loop at step 7. Retrieved from [18]. . . . . . . . . . . . . . . . . . . . . 16

2.4 Example of an onion routing circuit using 3 onion routers each one with its
respective public key. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5 Onion routing control cell structure and relay cell structure, respectively. Re-
trieved from [6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.6 Example of an onion routing after establishing the circuit to the web server. . 22
2.7 Message encrypted at a client showingmultiple layers of encryption. Retrieved

from [41] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.8 Example of a connection within the Tor network using hidden services . . . 26
2.9 Example of how Shallot would behave when asked to generate an onion ad-

dress with the word “test” on it. Retrieved from [32] . . . . . . . . . . . . . . 27
2.10 Hidden Service architecture example . . . . . . . . . . . . . . . . . . . . . . . 28
2.11 Comparison between a random network (A), where every node is dispersed in

space, and a scale-free network (B) where some nodes have more connections
to the rest of the network. Retrieved from [16] . . . . . . . . . . . . . . . . . . 33

2.12 Power Law Distribution Representation . . . . . . . . . . . . . . . . . . . . . 34
2.13 Example of a network graph with 7 nodes . . . . . . . . . . . . . . . . . . . . 34
2.14 Example of a small world network. Retrieved from [51] . . . . . . . . . . . . 38
2.15 Example of a network with a core-periphery structure. Retrieved from [12]. . 39
2.16 Comparison between a single core-periphery structure (a) and (c) with a mul-

tiple core-periphery structures (b) and (d), respectively. Retrieved from [34]. 42
2.17 Core-periphery structure of the karate club network. On (a) it was used the

Borgatti-Everett algorithm, (b) the two-step algorithm and in (c) the authors
of [34] algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.18 Neural Networks Neuron Model. Retrieved from [59]. . . . . . . . . . . . . . 45
2.19 Neural Network Diagram with 3 layers. Retrieved from [15]. . . . . . . . . . 46

xi



LIST OF FIGURES

3.1 Network displaying the five categories created by the twelve metrics used in
the study [45]. Retrieved from [45] . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2 Network created from forum Ansar AlJihad Network where each node size
shows its HITS hub score. Retrieved from [45]. . . . . . . . . . . . . . . . . . 53

3.3 Merge operation of the network with important nodes highlighted in grey.
Retrieved from [50]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.4 Results obtained from the learning algorithm in 1 week time window. Re-
trieved from [50]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.5 Results obtained from predicting malicious email attacks within the data
range with more cyberattacks. Retrieved from [50]. . . . . . . . . . . . . . . . 59

3.6 Graphs showing degree distribution scores for each type of network graph.
Retrieved from [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.7 Graphs showing betweenness centrality scores for each type of network graph.
Retrieved from [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.8 Graphs showing the betweenness centrality (a) and degree (b) score upon
removal of important nodes on Page Graph undirected network. Retrieved
from [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.9 Statistical distribution of the cosine similarity in Page Grap. Retrieved from
[9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.10 Statistical distribution of the cosine similarity for every single category stud-
ied. Retrieved from [9]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1 Web Crawler Diagram where the crawler represents the software, the seeds
represent the starting domains used to access the web servers which the “bug”
will crawl to find hyperlinks and discover new domains. . . . . . . . . . . . . 72

4.2 Excel file provided with the dataset 1. . . . . . . . . . . . . . . . . . . . . . . 72

4.3 Entities relation diagram of the first four tables created on theMySQL database.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4 Portion of the hyperlinks table with the results from the scraping process. . . 75

4.5 On this image, we can see the first hyperlink of the dataset with little and
non-relevant text on the “extra” field, which is the one with the text removed
from its index web page source code . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 MySQL table created to save the texts extracted from the images. . . . . . . . 77

4.7 Entries from the hyperlink_images table for the URL id = 1 with 6 images
where the OCR was applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.8 One of the entries (row id = 21) in detail where we can confirm that the text
extracted from the image clearly passes the message of this website purpose 78

4.9 Table created to store the measures from the temporal analysis script. . . . . 79

4.10 Measures between March 23rd and April 29th showing some variability in the
availability of the website with ID 2420. . . . . . . . . . . . . . . . . . . . . . 80

xii



LIST OF FIGURES

4.11 Availability web graph from the dataset 1 with measures taken from 21-03-
2021 till 24-03-2021. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.12 Small portion from the DUTA 10K dataset . . . . . . . . . . . . . . . . . . . . 82
4.13 DUTA 10K Main Class Distribution . . . . . . . . . . . . . . . . . . . . . . . . 83
4.14 DUTA 10K Sub Class Distribution . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.15 MySQL tables created to prepare the DUTA 10K dataset for the training . . . 84
4.16 Portion of the hyperlinks table after running the scraper . . . . . . . . . . . . 85
4.17 Portion of the hyperlinks_training table after running the scraper which shows

the exact same structure as figure 4.16 apart from the language, main class
and sub class fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.18 Index web page of a hyperlink found by seed with ID 178. . . . . . . . . . . . 89
4.19 Top 20 words found on the text scraped from URL id 178 . . . . . . . . . . . 89
4.20 Automatic Classifier result on the left for the main class and on the right for

the sub class . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.21 Top 20 words found on the text scraped from URL id 1 . . . . . . . . . . . . . 91
4.22 Automatic Classifier result for the main class . . . . . . . . . . . . . . . . . . 91
4.23 Automatic Classifier result for the sub class . . . . . . . . . . . . . . . . . . . 92
4.24 Result of the single-core periphery structure found for the dataset 1. The left

graph shows the entire network, the middle one shows the first 150 nodes and
the right graph is the middle graph with an o↵set of 150 nodes on the x axis 96

4.25 MySQL extracted_hyperlinks table created . . . . . . . . . . . . . . . . . . . . 97
4.26 Portion of the extracted_hyperlinks table after searching for domains in the

dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.1 Figure 4.1 completed with the scraping process which was used for the dataset
2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.2 Data structure provided for each of the 11 domains scraped. . . . . . . . . . 100
5.3 Crypto excel file example from the dataset 2. . . . . . . . . . . . . . . . . . . 101
5.4 Email excel file example from the dataset 2. . . . . . . . . . . . . . . . . . . . 101
5.5 PGP excel file example from the dataset 2. . . . . . . . . . . . . . . . . . . . 101
5.6 Portion of the structure of the domains . . . . . . . . . . . . . . . . . . . . . . 102
5.7 Portion of the structure of the emails . . . . . . . . . . . . . . . . . . . . . . . 103
5.8 Portion of the domain emails relation structure . . . . . . . . . . . . . . . . . 103
5.9 Cross-Matching Web Graph with the respective labels for each type of node.

In yellow we have the 11 domains, in grey 8 PGP keys and 39 cryptocurrency
wallets and in rose the 134 emails discovered. . . . . . . . . . . . . . . . . . . 104

5.10 On the left, we have the domains table that will contain the 11 domains from
the dataset. In the middle, we have a domain_web_pages table which contains
the information provided in the pages excel file. Finally, at the right, we have
the table domain_ner, which will serve as an object to store the results from
the NER for the respective domain. . . . . . . . . . . . . . . . . . . . . . . . . 107

xiii



LIST OF FIGURES

5.11 Portion of the results saved on the domain_ner table with the identification
of the domain and web page to which it belongs to, the type of entity and the
value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.1 Temporal Analysis result represented by the average availability of each node.
Brighter green represents nodes that have an higher average availability and
darker green the ones with lower average availability. . . . . . . . . . . . . . 112

6.2 Main Class distribution from the automatic classifier applied on the dataset 1. 113
6.3 Sub Class distribution from the automatic classifier applied on the dataset 1. 113
6.4 Languages distribution showing a predominance of the English language. . . 114
6.5 Dataset 1 web graph with the node that owns the biggest part of the edges

highlighted in white. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.6 Dataset 1 web graph with the node that has the top measure for Closeness

Centrality, Eigenvector Centrality, Page Rank and in-degree Centrality. . . . 115
6.7 Degree distribution from the dataset 1 network showing similarities with a

power law distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.8 Core-periphery result of the single layer variant (discrete model). Red repre-

sent nodes belonging to the core while faded red nodes represent the periphery. 116
6.9 Core-periphery result of the multiple layer variant (continuous model). Red

represent the nodes belonging to the first core-periphery pair and yellow rep-
resent the nodes belonging to the second core-periphery pair. . . . . . . . . . 117

6.10 Hyperlinks destination found on the texts scraped from the domains analysed
in the dataset 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.11 Cross-Matching information web graph of the dataset 2. . . . . . . . . . . . . 118
6.12 Name Entity Recognition indexation tool. . . . . . . . . . . . . . . . . . . . . 120

xiv



List of Tables

2.1 Adjacency matrix resulting from the example in the figure 1.15 [12]. . . . . . 40
2.2 Ideal adjacency matrix showing core-periphery structures [12]. . . . . . . . . 40

3.1 Table showing the metrics from the clusters identified on the forum Ansar
AlJihad Network [45]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.2 Table showing the groups of features and their description [50]. . . . . . . . 56
3.3 Table revealing the connected components after the cuts in figure 3.8 [9]. . . 65
3.4 Comparative table with the three research works explored . . . . . . . . . . . 67
3.5 Comparison of the di↵erent techniques used from 10 di↵erent works [9]. . . 69

xv





C
h
a
p
t
e
r

1
Introduction

This work is licensed under the Creative Commons Attribution-NonCommercial 4.0
International License. To view a copy of this license, visit http://creativecommons.
org/licenses/by-nc/4.0/.

This section will introduce some relevant points important to understand before div-
ing in-depth into the problem we’re trying to deal with. It’s essential to define some
concepts and give a background under the roots of the project to help the reader follow
the steps taken to achieve the final objective. As so, we will start with a summarised but
detailed description of why this is such an important matter, following with important
notions to carry in mind, and finishing with the statement of the problem.

1.1 Crime on the Internet

Cybercrime is a term that is, unfortunately, more and more often buzzing in our ears as it
is such a serious topic related to networks, and that is also very sensitive as some forms of
practices of these o↵ences include taking human lives. The term “cybercrime”, in simpler
words, means the use of the Internet to elaborate and create criminal activities that can
go from hacking other users and stealing their private information to creating criminal
markets to sell drugs, guns, child pornography, organs, sensible videos as decapitations
and even tra�cking human beings...

So a question that can surge in our minds is who deals with these kinds of crimes and
what cooperations exists nowadays to mitigate these condemnable acts?

Before answering it, it’s essential to understand the origin of cybercrime. This term
has been around since 1980, and the biggest problem of cybercrime is that it started
to evolve at a dramatic pace and new forms of cybercrime appear year after year with
little or non-existent information on how to deal with these crimes. The reason is that

1
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CHAPTER 1. INTRODUCTION

they are supported by a platform that, apart from being hugely enormous and growing
exponentially, allows users to use encrypted channels while being anonymous and at
the same time working with this borderless and distributed environment that has a lack
of regulations [43]. The fact that cybercrime evolved so quickly got law enforcement
agencies unprepared, and even at this very moment, there is a lack of jurisdiction in-
ternationally because most of the time, these crimes are based across borders, and law
enforcement units have no jurisdiction to prosecute such acts that by nature are hard to
obtain evidence of [43].

In general big agencies like the Federal Bureau of Investigation (FBI), Drug Enforce-
ment Administration (DEA), Secret Services, Europol, Interpol and law enforcement agen-
cies from some countries such as the Dutch National Police have created departments to
deal with these crimes and have done some operations that were completed as we will
see in a while.

It is essential to understand that these crimes are the toughest ones for law enforce-
ment agencies and judicial entities as it reveals to be hard to track these individuals and
their infrastructures, and they will keep continuously developing hidden on the exponen-
tial growth of the Internet. If actions are not taken to mitigate these horrendous practices,
this will turn into a race without a finishing line. Therefore, law enforcement agencies
must keep up with the developments and the increasing rise of new criminal forms living
under the Internet [43].

Another critical aspect to take into consideration when studying these criminal activ-
ities is how they exchange goods? The technology that has solved this issue for criminals
is under the hood of cryptocurrencies by using a transparent anonymous, and immutable
chain of records named blockchain. The appearance of these cryptocurrencies, almost like
with the appearance of the Internet, had good intentions, create a distributed payment
network that is not controlled by governments. This combination of hidden encrypted
networks and a payment method that allows anonymity while secured transactions make
the law enforcement agencies work even harder [36].

Through the years, there have been a few major operations to deal with some of these
criminal activities living in the Dark Web. We will explore two operations that were
publicly very well known, and that proves and shows in a practical form what have been
said till this point.

1.1.1 The Silk Road Market

In 2011 an illegal market surged on the Dark Web with the name Silk Road, two years
after the first and most famous cryptocurrency emerged, Bitcoin1. This black market
was more like an eBay platform where users could sign up as sellers or buyers and make

1Bitcoin was the first cryptocurrency emerged in 2009 that was shown to the world with a paper from
its creator, Satoshi Nakamoto, that can be seen at https://bitcoin.org/bitcoin.pdf
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transactions anonymously, and just to have an idea of how big this was, it had a total sales
volume of over 1.22 million dollars per month [17].

This was one of the most famous cases in the Dark Web that had originated multiple
documentaries, researches and even movies about it as it’s a complete story that reveals
how hard it is to track websites that are hosted on the Dark Web, and how complicated it
is to execute these complex operations that sometimes needs an opening from negligent
actions by the owners of these criminal services [31].

The Silk Road website was the first one to combine the powerful synergy between the
Dark Web and cryptocurrencies, opening the door to other illegal markets to follow their
steps inside the Dark Web. Someone led this illegal market with the nickname “Dread
Pirate Roberts”, and this account from the Silk Road website was linked to a person
named Ross Ulbricht that for what is known, created the platform. The Silk Road o↵ered
a forum where the community could send public messages to each other, and through
analysis made on these posts, it was clear that the goal of the administrators was to create
a market for drugs that could not be under the control of law enforcement units and that
promoted freedom. The administrators also claimed that the website would not allow
selling child pornography films or hitman jobs.

The operation behind this website was made through high levels of research and
information gathering that gave some leads to whom could be the person behind the
“Dread Pirate Roberts” account. In 2013 on a forum available on the public World Wide
Web, law enforcement agencies found a post from a nickname “altoid” promoting the Silk
Road website that was running on the Dark Web. Further investigations revealed that
this nickname was linked to a Gmail account “rossulbricht@gmail.com”. This discovery,
together with a package seized by US Customs containing fake id documents such as
driver’s licenses and passports, led law enforcement finally to Ross Ulbricht’s location.
At his arrest, it was possible to neutralize Ulbricht’s laptop and copy all of his files into
what would later become digital pieces of evidence to prosecute him for being the head
behind the Silk Road black market. At the time of arrest, the FBI had already access to
the real server hosting the Silk Road website, but there was never a consensus on how
the FBI discovered the real IP address from a website hidden on a Dark Web service. On
the o�cial declaration, they argue that due to a flaw in the CAPTCHA system, to prove
to users that they’re not robots, the FBI could retrieve IP packets containing the real
IP address of the Silk Road server located in Iceland [31]. This investigation was way
more complex than what was retracted here as this was maybe the first big operation in
terms of Dark Web criminal groups, and it raised a lot of concerns about how can the law
enforcements use their forces to find criminals as it is very suspicious that they found the
real IP address through leakage from the CAPTCHA validation system. This story had a
little bit of everything. Even a DEA agent named Carl Force was convicted of extortion
and money laundering due to receiving payments from Ulbricht in exchange for inside
information about the investigation. Nonetheless, the website was closed in 2013 and
Ulbricht was sentenced to life imprisonment in 2015.
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1.1.2 Operation Torpedo

Another interesting story is the “Operation Torpedo”, where the Dutch Police found a
server in Nebraska in 2011 that was serving child pornography through the Dark Web
under the name of Pedoboard. This operation had crucial help from a tool developed by
the FBI named Network Investigative Technique (NIT)2 that the federal government de-
veloped. This malware is basically a backdoor3, which gives access to someone’s personal
files, location and even devices such as webcams. These capabilities shown from the FBI
malware turned to become a use of force that could catch innocent people and criminals
without distinction. That is one of the reasons for the appearance of hidden services that
allow anonymity, as we will see further in this project.

So after the Dutch Police found the real IP address of this website, hosted in Nebraska,
through a mistake from the owners of the web page as they left the administrative account
without a password, the Dutch Police provided the information to the FBI as they were
the ones with jurisdiction in the server’s local area. Further investigation from the FBI
discovered that this server belonged to a web hosting company and that a 31 years old
Aaron McGrath was the one owner of this website. It happens that Aaron McGrath was
not only hosting one child pornography website on the Dark Web but two at the website
hosting company where he worked and one more at his home. The FBI decided to surveil
this man, and after a year, in 2012, in cooperation with the Justice Department, they
decided to appear and take control of the servers that, with a warrant for each of the
websites from a federal magistrate, were changed by the FBI to delivery the NIT malware
to users that access it. This allowed the FBI to identify over 25 users of the website, and
apart from this operation being a success, it raised concerns on when should and should
not be used this malware software by the FBI as the success of this operation could lead
the FBI to deploy this malware more often and failing the real objective that is identifying
these criminals and not innocent people like journalists and activists that just want a
right they own that is privacy[46].

There are other examples of successful operations that show attempts from law en-
forcement agencies to take down these criminal groups and individuals. However, we
just wanted to give an idea of how complicated those are and how dependent they are on
human error factors due to a lack of methods to apply on these networks as there is not
much information about the Dark Web structure.

2More information about how it works can be found in https://journals.sas.ac.uk/deeslr/article/view/2475
3More information about backdoors can be found in https://www.wired.com/2014/12/hacker-lexicon-

backdoor/
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1.2 Problem Statement

This project was conceived at the Delft University of Technology under the Erasmus
Traineeship Programme with Professor Robert Kooij, a part-time, full Professor at Net-
work Architectures and Services group at Delft University. The project had also a con-
tribution from Professor Luis Bernardo, who was the co-supervisor and the connecting
element from NOVA University of Lisbon and Delft University of Technology.

The goal of this project is to extract relevant information about network structures
within the Dark Web using two datasets provided by CFLW Cyber Strategies4. These two
datasets consist of data crawled from the Tor network that allowed us to study real data
and apply some theories that we explore in the next chapters.

The datasets are extremely important as they are crucial for the development of these
kinds of projects. To elaborate, if the datasets from which we conduct a study are not
relevant, do not have interesting patterns, or are incomplete and lacking information, it
can compromise the study conclusions. Nevertheless, apart from being unpredictable, it
should never be an excuse for the quality of the analysis and the processes used to study
it.

• The first dataset consists of 10000 domains relations from the Dark Web indexed by
the crawler that used some domains as “seed” to explore and find more and more
onion links. By “seed”, we mean that these 10000 domains were extracted from
some onion links that were picked beforehand, like wikis and link directories.

• The second dataset consists of 11 domains that were crawled more in detail, includ-
ing a market named Tochka Market that started operating in early 2015, which is no
longer online. Nevertheless, the information gathered from all of those 11 domains
follows the same structure: a copy of thousands of web pages within every domain
(in .html format), crypto information, emails information, web pages crawled list,
Pretty Good Privacy (PGP)5 information and some information regarding the web
server.

With these two datasets, we tried to extract relevant information from the Dark Web
and apply the known models of the Dark Web while also trying new approaches such as
combining them with some machine learning technologies. Nevertheless, before showing
the work developed with this data, we show some of the recent works done on this area
with similar data that helped us by enlightening us regarding state of the art techniques
used previously.

4CFLW Cyber Strategies is a dutch company focused on finding and providing cyber security solutions.
More information at https://cflw.com/

5The Pretty Good Privacy is an encryption system that allows two users to exchange information safely
by using symmetric cryptography and asymmetric cryptography techniques.
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Our goal, as stated before, is to use state of the art techniques and approaches to
explore and retrieve valuable information from two datasets provided with data from the
Dark Web.

To make a brief recall of what consists the datasets we have at our disposal two types
of data extracted from the Dark Web:

1. Dataset with ten thousand hyperlinks relations created with a Dark Web crawler
that has the following structure:

• FROM: http://kpvz7ki2v5agwt35.onion

• TO: http://deepro33jjvfb3n7.onion

So, we have 10000 structures, like the one above, where the “FROM” is from where
the crawler navigated to get the hyperlink depicted in the “TO” field. Most of
the hidden services from the “FROM” field are web pages such as wikis and link
directories from the Dark Web.

Now, what can we do with this data? The possibilities are many but we focused on
understanding the relationship between those domains. One aspect that could be
relevant to understand within this dataset is: what if we could add more data to
those hyperlinks? For that, we could build a simple scraper in python to navigate
through every hyperlink, check if it is still active, and if so, gather information such
as the title of the web page, description and some keywords. After that, with all
of that information organised in a database, such as in a MySQL server, we can
categorise hyperlinks, create a web graph and calculate some measures from social
network analysis. With that information, we built an interactive interface on a web
application using technologies such as JavaScript that will allow the visualisation
of a web graph representing this dataset. We could also see it from a di↵erent
perspective by adding filters to highlight nodes by category, the status of availability,
etc.

Another interesting technique we also explored was the use of core-periphery struc-
tures to model the data and also represent it on the same web application as a
comparison between approaches. As this study could have had multiple directions,
we did not strict ourselves to what we described here, but those were some require-
ments we established as our goal for the study of this dataset.

2. The second dataset is composed of 11 structures, which are basically 11 hidden
services from the first dataset crawled in detail. The structure for each hidden
service has:

• Emails
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• PGP Keys6

• Cryptocurrency Wallets Addresses

• Web Pages (in .html format)

So basically, a scraper went to those 11 hidden services, one at a time, and extracted
all the emails he could find there, all the PGP keys, cryptocurrency wallets and not
only indexed all the web pages but also downloaded every single web page found
within a hidden service into a folder.

The idea here is to correlate the data between domains to cross information be-
tween them and categorise them. We also looked for some interesting web pages
within this dataset to explore what natural language processing algorithms could
be interesting to analyse.

To summarise, there is a dataset with 10 000 relations from the Dark Web, which
gives a more global perspective of the Dark Web, and a dataset with just 11 domains
from the Dark Web that have a lot of specific information about those domains and all
the web pages they have, so it gives a more local and closed perspective on the Dark Web.
These datasets are great because they allowed us to have two di↵erent perspectives and
give us the possibility to act according to the perspective we’re working on. With the
first dataset, we explored what interesting analyses could be used and are relevant to
analyse big datasets of that nature, in the other hand with the dataset 2 we explored what
technologies and analyses are interesting to study small numbers of domains but with a
lot of content.

In essence, we were given the chance to study a dataset that gives a big perspective of
the Dark Web, with a lot of domains and relations between them (dataset 1), and to study
a small set of domains focusing more on the content of them and the relation between
the content (dataset 2).

From this project, we could extract and work the raw data given by both datasets,
and turn it into useful information revealing detailed information about the Dark Web
domains associated, and, most importantly, displaying them on a useful and interactive
form by implementing a web application that, more than showing the results, it can
be also seen as an object for explaining the whole research while providing the tools
developed and the processed data in an interactive way.

For the datasets in study we highlight the following contributions:

• The majority of the domains from the datasets were about pornography which
reveals one of the major types of content in the Dark Web, which most of the time
relates to child pornography.

6The Pretty Good Privacy is an encryption system that allows two users to exchange information safely
by using symmetric cryptography and asymmetric cryptography techniques.

7



CHAPTER 1. INTRODUCTION

• The implementation of the web application revealed to be a strong tool to display
results and share the research publicly while sharing tools that allow users to easily
dive into the processed data.

• Images are an important resource for the Dark Web web which make them an im-
portant object of study for future works.

• The availability of these domains living within the Dark Web are prune to some
instability which reveals to be an interesting characteristic to study.

• The network created with the data revealed a topology with low in-degree centrality
and an edge distribution similar to a power-law distribution which is also common
on these networks due to their nature.

1.3 Research Structure

This research will start by having two theoretical chapters followed by four chapters
focused on the practical work developed.

The first two chapters are important to give a background about the Dark Web and
explain how it works as well as explaining the latest researches done on this area for us
to understand at which point is the study of the Dark Web.

The remaining four chapters of this project will handle the practical work developed
during the duration of this project. We broke this chapter into two initial chapters where
we explain the analyses and methods used to tackle the first and the second dataset,
followed by a chapter where we explain the implementation of the web application as
well as the results and tools displayed there. To finalise we end with the usual chapter
with the conclusions pointing out the contributions of the research.

• 2 chapters with a theoretical study relevant for the research

1. Chapter about the Dark Web technologies where we will explain in detail how
the Dark Web is organised, how it works, examples of current darknets and
some of the methods used to study these hidden networks.

2. Chapter where we will explore state of the art researches to understand which
technologies were used before to reveal information about these networks, and
how they were implemented.

• 4 chapters about the practical part of the research

1. Chapter focused on the study of the first dataset in which we will explain
each method and approach taken to handle it. We explain the objective of the
approaches, the technologies used, and the whole process from start to end
including some of the first results and observations.
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2. Chapter focused on the study of the second dataset in which we will explain
each method and approach taken to handle it. We explain the objective of the
approaches, the technologies used, and the whole process from start to end
including some of the first results and observations.

3. Chapter that explains the implementation and the structure of the web appli-
cation as well as the tools and results obtained from the study of both datasets.

4. Last chapter in which we point all the contributions of this project while mak-
ing a brief recall of the initial objectives and the final results on which this
project culminated.
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2
Dark Web

This chapter serves mainly to give a background about the technology in study, the Dark
Web. In this chapter, we will explore the Dark Web structure and technology as well
as explain the first darknet and the most used darknet at this moment. This makes this
chapter extremely important as it reveals themain characteristics of these networks which
are important to understand, as they make these networks special and singular within
the World Wide Web.

2.1 World Wide Web Structure

The World Wide Web, a system that allows content exchange through the Internet, subdi-
vides into three di↵erent parts. Those three parts are known as the Surface Web (usually
mentioned as the Clear Web), the Deep Web and lastly, the Dark Web.

Figure 2.1: Di↵erence between Clear Web, the Deep Web and the Dark Web on an
analogy with an iceberg. Retrieved from [53]

The Surface Web, in analogy with an iceberg, is just the tip of the Internet. It is
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composed of all web pages that are accessible to anyone without restraints. In other
words, we can characterise the Surface Web as the part of the World Wide Web that
can be indexed by search engines such as Google. Search engines use crawlers1 that are
programs that go through thousands of domains and explore every web page available
on those domains to extract information and index information.

On the opposite of it, there is the Deep Web, the part hidden under the “sea” in the
analogy with the iceberg. This analogy makes a perfect fit for this explanation in the eyes
of search engines as the Deep Web is the part that these engines cannot crawl, and it is
formed of the big portion of the World Wide Web. So any web page that is not crawled,
either because credentials protect it or either the web server instructs it not to be, can
be considered as the Deep Web. If a web page is protected by credentials such as our
online banking account profile or our Facebook account feed is easy to understand why
these crawlers cannot retrieve information from that private web page. However, there
is another scenario that does not allow crawlers to visit certain web pages. This happens
because the web server instructs them not to crawl certain pages by a file optionally added
to the root of a web server named robots.txt. This is known as a Robots Exclusion Standard
proposed by Martijn Koster in 1994 [35]. This consensus is not an o�cial standard, but
quickly everyone adopted this good practice as it saves crawlers time and helps search
engines be more e�cient. As a curiosity, there is also a non-o�cial standard for adding
not only a robots.txt file but also a humans.txt file where developers can add the names
and contacts of the people that helped to build the web page in the form of response to
the robots file saying that humans are also important and deserve a file designated for
them.

The Dark Web, just like the Deep Web, cannot be crawled despite being publicly
available to anyone, but in this case, it is just because it works on a di↵erent part of the
Internet, and so it cannot operate under a usual browser. Therefore we can characterize
the Dark Web as a portion of the Internet, more specifically a portion of the Deep Web,
that to be accessed needs special software to handle requests. The di↵erence in these
overlay networks that together form the DarkWeb, also known as Darknets2, are di↵erent
from the rest of the World Wide Web because they have their specific forms of routing,
encrypting, handshaking and lastly, exchanging data providing anonymity and secured
communications.

It is estimated that 96% of the web is actually composed of web pages that live “under
the sea” in the Deep Web, this is really easy to understand as web applications nowadays
serve purposes that are mostly hidden behind accounts, and those protected pages cannot
be indexed as explain before [33]. On the other edge, almost reaching the bottom of the
ocean, there is the Dark Web that can only be accessed through specific software as it

1More information on how crawlers works can be found at https://www.cloudflare.com/learning/bots/what-
is-a-web-crawler/

2Darknets are networks built-in top of the Internet that require specific software to be accessed. All
existent Darknets together make the Dark Web.
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does not support the paradigm of the Internet in terms of handshakes and encryption
as it is a customized version that requires these specific programs capable of “speaking”
according to the type of Dark Web architecture we’re trying to use. There are a few other
types of software that live in the Dark Web ecosystem that we will explore further in this
document. However, we will focus and specialize on the ones that are used the most, but
before diving into those, we need to explore more about the Dark Web.

2.2 Dark Web

The Dark Web nowadays is seen mainly by its obscure side that besides being a small
part of it, it reveals obscene, criminal activities that survive due to the characteristics of
the Dark Web. This ease of deployment of criminal activities on these infrastructures
turned the attention to the Dark Web in its negative sense. The Dark Web was built with
the intuition to create a public platform that allows users to browse content privately,
anonymously and securely without being worried about government surveillance or any
other type of entities that may have the ability to track the activity on the Internet. This
made this platform welcoming for activists and people in oppressed countries to share
ideas and opinions without being publicly exposed.

Nonetheless, as with most of the inventions, users saw a big opportunity to make a
profit from it and started to use this platform with the wrong principles. Actually, it is
an interesting topic of criminology, understanding what makes people searching for any
type of opening to start a criminal activity, either if it is just for making money either
if it is just for pleasure, and for what is known there are not many pieces of research in
understanding the similarities between the Dark Web criminal groups and the “o✏ine”
criminal groups. However, understanding some theories behind criminology can help us
understand how to reduce the incentive for these groups to operate under the Dark Web
ecosystem. There are explanations based on social disorganisation theories that propose
a theory based on the facts of not having a centralised party managing and controlling
the environment, the existence of instability and heterogeneity, leads people to trust in
such infrastructures to deploy devious activities [39].

“Protecting political dissidents, privacy advocates, and whistle-blowers should not
come at the expense of empowering child abusers, arms tra�ckers, and drug lords.” [36].

There are other solutions to provide anonymity and safe communications, like, for ex-
ample, using a Virtual Private Network (VPN). It can be useful to allow communications
between di↵erent protocols (i.e. communication between an IPv6 network and an IPv4
network) to allow users to hide their IP or work under some specific network that can be,
for example, an enterprise network.

VPNs allow users to forward their tra�c through a VPN server so that the web server
that a user wants to visit can only see that the originator from a request is the VPN server
and not the client that made the request. This works using a network technology named
tunnelling that allows encapsulation of data inside other IP packets by repackaging the
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original packet. The tunnelling technique can be split into three di↵erent protocols:
Point-to-Point Tunneling Protocol (PPTP), Layer 2 Tunneling Protocol (L2TP) and IPsec.

Figure 2.2: Simple representation of the tunnelling technique used on VPNs where the
web server will see incoming packet from someone with IP address 82.154.185.219

making the client’s IP address protected

This solution provides speed and security as we are only adding an extra stop for our
tra�c at the VPN server, and it is very di�cult to correlate the tra�c that a VPN server is
outputting with the tra�c their receiving. However, the problem behind VPNs is that it
doesn’t protect the servers in terms of anonymity and the clients must trust the owners of
the VPN server as they can see the connections established through their server. So this
solution doesn’t eliminate the hypotheses of the owner sni↵ into its client’s connections,
and it also raises this week point where exploitation on a server like this can lead to a
leakage of history logs and expose users to their activities [4]. An interesting fact is that
this has happened before, and the owners of those attacks often sell that data on the Dark
Web.

2.3 Dark Web Softwares

As the Dark Web is built within the Internet but with its specific protocols and software,
there is no such thing as general software to access the DarkWeb like the web browsers we
use to access the Surface Web and the DeepWeb. This idea of using global infrastructures
of the Internet to built-in some extra layers to guarantee high levels of encryptions and
anonymity allowed developers to create software that would open the door to what is
intrinsically the Dark Web. Actually, we will understand that later, but every technology
behind the di↵erent Dark Web systems we will analyse is built on top of techniques and
technologies that existed long before these Darknets appeared. People understood that
by gathering the right technologies, they could build di↵erent pieces of software with
strong protocols that would result on platforms to more than nothing guarantee privacy
and anonymity.

The most popular networks that live inside the Dark Web are Freenet, I2P and the
Tor Project. However, in this study, we will just approach the first darknet released at
the beginning of the 21st century and the most popular darknet at this moment, and that
changed the definition of the Dark Web, the Tor Project.
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2.3.1 Freenet

The Freenet3 was the first software that opened the door to the world of the Darknets in
the year 2000. In a brief description, Freenet is an open-source solution that allows users
to share data between them using “freesites” that are only accessible through the Freenet
software.

The Freenet works on a peer-to-peer (P2P) network that has the ability to self-organise
its structure. Surely the creators didn’t want to follow the recent example, at that time,
from Napster, a file-sharing software that, apart from being also over a P2P network it
was dependent on a central server that would handle requests and redirect them to the
right computer making it possible to law enforcements close the service by shutting down
the central server that worked as an index for Napster’s content [38]. The Freenet on the
other hand works on a decentralised P2P topology that allows it to be more robust and
eliminate dependencies on a single point of the network as there was with Napster.

A question thatmight surge is that if this is software to increase security and anonymity,
how can we trust a P2P network that can easily integrate malicious users? This is assured
with strategies to guarantee data integrity such as hashing algorithms and also strategies
to prevent jeopardising users anonymity [18].

So how do Freenet works? When we download its client software and run it for the
first time, we become a Freenet participant, allowing the entire network to store data
at our computer. A node is identified by asymmetric encryption, in other words, by a
pair of public and private keys. Users have an option to add new files by sending an
insert message with the encrypted file with the owner’s private key and a globally unique
identifier4 (GUID) to a set of nodes, having, therefore, the designation of publishers.
The GUID key used here is generated through hashing the file content using SHA-15

algorithm providing data integrity protection to the respective file. Now when some
user wants to retrieve a file, a message containing the GUID from that file must be sent,
and the network will reach the node where it is stored and send it back to the user who
requested it. Between these requests, either for adding a new file either for requesting
a file, there is a protocol running that allows anonymity and security for recipients and
senders. So messages, instead of travelling from the sender to the recipients, must pass
through middle nodes to assure that no request can be linked to any user. For this to
work, each node in the software only knows about its direct neighbours, resulting in that
even the node before the recipient and the node after the sender cannot tell if the next or
the previous node is the recipient or the sender, respectively [18].

3More information can be obtained at http:// www.freenetproject.org/.
4128 bit number that is unlikely to be duplicated besides not being managed by a central authority. More

information at http://guid.one/guid
5Secure Hashing Algorithm that delivers a 160 bits message digest. There are also the SHA-2, and the

SHA-3 that are stronger and deliver a message digest with 224 bits or more depending on the implementation
[19]
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Searching Files In terms of indexing data, as told before, Freenet doesn’t use a cen-
tralised system as Napster does. Instead, it makes a search in-depth among the existent
nodes of the network. So to reach a file, we first need to know who can deliver it, and for
that, each node must forward the request to another node that the current node believes
is closest to the destination. To do that, each node has to hold a routing table with the
addresses of its neighbours and the GUID keys they hold. With that information, a node
can check if they own a file according to the GUID file requested, and if so, they return an
identifier with itself as the data holder. If not, they must pass to the neighbour that has
the closest GUID key to the one requested. After the request reaches a node with a copy
of the requested file, it starts a new procedure of returning to the origin of the respective
file. Through the way back to the sender, each node can cache a copy of the file locally
to increase speed on future requests. On this path back to the sender, each node must
replace the holder tag (a tag that identifies the data holder) with their identity [18].

Figure 2.3: Request example that shows system recovering from dead-end at step 3 and
from a loop at step 7. Retrieved from [18].

In the figure above, we can see an example of a possible scenario of a request for a file.
This figure shows how data travels through the network showing two situations of failure
that are solved by the protocol, respectively, a dead-end and a loop situation [18].

Data Store A datastore is a directory created on each node that will serve as storage
available to the network. The Freenet protocol does not allow users to have control over
what is stored on this directory. A concern that can be obvious is how data is stored on a
given node? We can be talking about criminal data that can be stored on our computers
and making us a point of sharing dubious activities. Therefore data stores data can be
encrypted, making it invisible from the nodes that own that data making the data store
consisting of GUIDs that are attached to the files it stores in the eyes of the node that is
holding it [18].

Improvements Over the years there have been some improvements on the Freenet soft-
ware, and at the time this document is being written the current stable version is the 0.7.5
and was released in 2014. One of the biggest changes on this software was on the release
of version 0.7 in 2008, where the software allowed users to work under two distinctly
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operations modes: opennet and darknet. The opennet mode was the basic one where
all nodes are strangers and connected to the whole network. On the other hand, the
darknet mode allows users to manually insert which nodes they want to connect to, in
the form of a friend-to-friend operation mode where we decide whom we allow swapping
requests with us. This makes the opennet mode less secure than the darknet as we do not
control who is connected to the network, raising some risks for users using this mode of
operation.

Freenet has much more details that could be explored, but we’re not focused on under-
standing step by step how this specific software works as we just want to show how was
the first system that opened doors to the Dark Web and understands in general lines how
it allowed users to exchange data anonymously. Therefore, in summary, Freenet o↵ers
a file storage service that is guaranteed by all the anonymous participants that share a
piece of their storage to create huge disk space for the community. It is slower as expected
compared for example, with regular browsers in retrieving information as there are extra
steps here in order to find where the data is located and in scenarios where the data is
located in di↵erent nodes because if files are too big, they can be split and stored in pieces
in di↵erent nodes, there will be an extra e↵ort to link the di↵erent parts of the content to
retrieve the whole file [42].

Overview In terms of accomplishing what it o↵ers the Freenet o↵ers high levels of
security, and as we will see further in this document, this software o↵ers the best results
in terms of anonymity and accessibility as data from a publisher can still be available
even after the publisher go o✏ine. This architecture has a cost, and it comes in three
forms: it is not that easy to use by the general population, the speed in terms of obtaining
content is not great, and by last it can only serve static content meaning JavaScript cannot
run on these pages as well as server-side scripting as there is no central server[42].

Apart from being one of the most secure forms of accessing the Dark Web, the Freenet
has some weaknesses that were explored in a study developed in 2012 that approached
an attack based on routing table insertion (RTI) attacks [7]. This study shows a technique
over the opennet mode of the Freenet that required some knowledge from the network
topology that can be achieved by searching for documents using a specific function from
the Freenet implementation named probed, that is an undocumented debug function
that returns all the nodes a request passes through. This is a big flaw that helps the
e↵ectiveness of the RTI attack because it helps to find a target node that we want to break
some of his anonymity. The idea behind the RTI attack is that by creating fake nodes
surrounding the target node, it will be possible to identify if a request is from the target
and if the target holds a specific file because all in and out messages to the target have to
pass through the attack nodes [7].

Another study presented in May 2017 explores a technique to tell if a neighbour node
is the receiver of a file or if he is just forwarding the requests to other nodes [14]. This
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study uses a Bayesian framework6 that allows a passive node just by analysing the tra�c
to determine if its neighbour is the one downloading a file or not.

2.3.2 Tor Project

The next software that allows users to visit the Dark Web is designated as The Onion
Routing7 (Tor). This is the most used darknet nowadays, and it has to do mainly due
to its nature and its ease of use because it looks like a usual browser, and from the user
perspective, it acts exactly like one. This is an important aspect of the Tor network
because not only does it allow users to use the Dark Web easily compared for example
with Freenet, but it also improves security as a network with higher tra�c density makes
it harder to track and monitor users, ending in some strategies like time analysis having
less e�ciency as we will study further on this document [8].

The Tor Project is based on a network solution found in the 90s by the U.S. Naval
Research Laboratory to solve the question: how can we have a network that does not
reveal who is talking to whom, assuring anonymity and secure communications? The
solution has one name, and it is called the Onion Routing8. This technique allows onion
networks (i.e. networks that use the onion routing technique) to be a safe environment
for clients when it comes to privacy and anonymity. On the regular browsers we use,
like Google Chrome or Mozilla Firefox, we connect to web servers to retrieve pages by
using TCP connections to their port 80. This TCP connection will exchange packets
that will contain data that can be encrypted if we are using SSL/TLS protocol and other
information such as the IP address from the client. With this, internet service providers
(ISPs) can easily see who is a user talking to. However, by using the Tor browser, we can
also hide the information that identifies a client, such as the IP address. It also allows
servers to stay anonymous on what is known as hidden services. Before we dive in-depth
into how the Tor Project works, we will first take a look at its main technology under the
hood, the onion routing.

2.3.2.1 Onion Routing

This technique provides connections that are resistant to eavesdropping and tra�c anal-
ysis by making connections pass through di↵erent onion routers before reaching the
destination. In other words, we can see this as a client that asks someone else to exchange
data with a server on his behalf. This “someone else” will be onion routers that are pub-
licly available on the network, and therefore no one can blame them for being searching
for some kind of content. It is important to note that we will only consider the most recent

6Bayesian framework is an inference technique that allows through probabilities create a system that
englobes pieces of evidence to give an informed probability in an outcome

7Tor Project history and origin can be seen at https://www.torproject.org/about/history/.
8Information about Onion Routing in the eyes of its creators can be seen at https://www.onion-

router.net/
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version of this technique as the original one su↵ered some modifications. After all, this
technique was developed 20 years ago. So how exactly this technique works?

The best form of explaining how it works is by imaging the scenario of a client that
wants to talk with a web server, for instance, to obtain a web page. First, it has to establish
a path of onion routers that will act as a middleman transporting the data that will be
exchanged between the server and the client.

Figure 2.4: Example of an onion routing circuit using 3 onion routers each one with its
respective public key.

Before we dig into the example, let us establish some concepts:

• The path, also referred to as a circuit, is composed of onion routers that only knows
about their successor and predecessor. Therefore only the node that has a direct
link to the client knows his IP address.

• Every node will have a public/private key (RSA algorithm) that will allow them
to authenticate themselves and guarantee that there is no one in the middle of the
connection.

• To protect the client, he will not have a public/private key, so to check the integrity
of the data it will be used a hashing algorithm such as SHA-2, but we will see that
in a few minutes.

• On these networks, there has to exist a directory server or directory nodes that have
special information about existing nodes in the network, such as their IP addresses
and their corresponding public keys.

• A circuit can have a di↵erent number of onion routers, but we will consider that a
circuit has 3 onion routers as it is how the Tor Project implemented it.

• The first node will be designated as the guard node, the last as the exit node and
the intermediate nodes are designated as relay nodes.

• To encrypt data, the onion routing technique uses the Advanced Encryption Stan-
dard AES9 symmetric key algorithm with the counter mode of operation.

9More information about AES can be seen at https://nvlpubs.nist.gov/nistpubs/FIPS/NIST.FIPS.197.pdf
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Cell Structures A request is sent in a cell that is a fixed-length packet that can either
be a control cell or be a relay cell according to what command is passed along the cell. A
control cell is a cell that should be interpreted by the node that receives it, and its payload
has data according to the command field it holds, in the other hand, the relay cells are
characterised as so when on the command field it is passed a relay instruction making the
payload of these cells a combination of fields (relay header fields + data field) as we can
see on the next figure. It is important to mention that the control cells only have the data
field encrypted, and relay cells have their data as well as their relay header encrypted.
[21].

Figure 2.5: Onion routing control cell structure and relay cell structure, respectively.
Retrieved from [6].

As we can see in the figure above, the control cell has a header composed of two fields:
the circuit identifier (circID) that allows identifying a circuit and will be di↵erent for
each link (i.g. the link between the client and router A can be designated as CCA but the
link between the router A and the router B can be designated as CAB), the second field of
the header is the one named command (CMD) that will define what operation the sender
wants the receiving node to do with the data field that will be the payload of the message.
Once again, on these cells, only the payload is encrypted using AES.

As we can see below the control cell structure, we have the relay cell structure, which
is composed of 7 fields. The first one, just like with the control cell, carries information
about the circuit ID that the cell is travelling on. The following field works exactly like the
CMD field on the control cell structure, but, as we are talking about relay cell structures
on that byte, following the circID will always indicate a relay cell, which is why it appears
on the figure as “Relay”. Following this field, we have the relay header that is composed of
4 fields: the stream identifier (stream ID) that can identify which stream does this package
concerns to as there can be multiple TCP streams under the same circuit, the integrity
check field (Digest), the size of the payload (Len) and the operation to be executed on the
relay node (CMD) with the data. At last, we have the payload that is only composed of
the data field. In terms of encryption, these cells only encrypt the four fields of the relay
header and the payload, leaving the circID and the Relay field with no encryption.

It is essential to understand that the stream ID allows the client and the exit node
to know to which server are they receiving/sending messages because a client can have
multiple stream TCP connections over the same circuit. The circuit identifier allows the
relay nodes (including the exit node and the guard node) to knowwhere does a cell should
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go because a node can be serving multiple clients at the same time, or even other nodes
because an entry node on a circuit can be a relay node on another circuit or even an exit
node on other circuits.

So bearing in mind that these routers exist only to relay data, the client has to request
a circuit to the directory server to establish a secured connection to each of the three onion
routers that will be assigned for his connection. After the client obtains the IP address
and the public key of the three routers he was assigned to, he must pick them randomly
and start negotiating with each one of them a symmetric key that we will designate as K
to allow the encryption of the data.

Establishing a circuit So the process to establish the circuit will start with the client
creating a shared key between him and router A. To do that, the client will use the router’s
A public key to perform the Di�e-Hellman key exchange in order to create a shared key,
KA, that will be used to encrypt the data payload using AES. The client will also send
a generated unique circuit ID to identify that link. We will designate the first link as
CCA (in an abbreviation of the circuit-client-router A). This circuit ID will be stored on
router A with the KA in order for the onion router A to be able to communicate using
that link. The router A after receiving the request it sees that it is a control cell with
the CMD “create”, so he understands that someone wants to create a circuit with him,
so it will apply his private key on the data payload, calculate the shared key according
to Di�e-Hellman half key sent from the client on the data payload and reply back to
the client in plaintext his half of the key so the client can also generate the same shared
key according to the DH algorithm. It is essential to highlight that the reply is sent in
plaintext to avoid using the client’s public key, overall we are trying to avoid sharing
as much information as possible from the client, so it becomes harder to track where it
is. However, how can the client know if someone modified the message? It is solved by
router A adding a hash of the shared secret key generated on the message reply so the
client, when receives it and calculates the shared secret key with A, can verify that the
hash of the key matches the hash sent on the reply message [3].

Then the client picks another IP address and its respective public key from the two
left of the three obtained from the directory server and creates a request using the Di�e-
Hellman method again to create a shared secret key with the next router that will be
router B, a relay node. To achieve that, the client must encrypt his generated DH half key
with the public key of router B, and then, it will add that result into the data field of a
relay cell that will have a CMD defined as “extend” to extend the circuit. This relay cell,
excluding the circID and the CMD, will be encrypted with another outermost layer of
encryption with the shared key KA, previously negotiated with the onion router A. With
the request created, it is sent to the router A that will see that there is a relay cell sent from
the client that he shares a key with, and he knows that it came from the client because
through the circID he received, he knows to which circuit the received cell belongs to.
After decrypting it the router A will observe that the relay cell has a CMD saying that
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the client wants to extend the circuit, so what the router A (entry node) does is create
a control cell with a new generated unique circuit ID that we will call as CAB (circuit -
router A - router B), add the command “create” on the CMD field, copy the data field
from the received relay cell to the data field of the new control cell that will contain the
DH half key from the client so the router B can establish the key with him. The router
B will find that a client wants to extend a circuit with him, so he will decrypt the data
using his private key, generate the shared key KB, calculate the hash of the generated key
and send a reply back to the entry node with the circuit ID CAB and his half key of the
Di�e-Hellman with the hash of the new generated key KB informing that the circuit was
created. The entry node receives the reply from the circuit CAB saying circuit created,
creates a relay cell informing that the circuit was extended, adds the data received from
router B to the relay cell, encrypts it with his KA and relays it to the client that will
decrypt the payload with KA, generate the shared key with router B and compare with
the hash to assure that the data was not manipulated.

At this point, we’ve established a key with router A, KA, and a key with router B, KB.
Then the last step is to repeat it again to establish a shared key with KC.

So again, the client using the Di�e-Hellman algorithm, encrypts a message with his
DH half key using the router’s C public key and create a relay cell with the command
relay extend encrypted with KB followed by KA and forward it to router A with circuit
ID CCA.

Router A sees that it is a relay cell with command relay data that must go to router B,
so it decrypts the data field using KA and relays it to router B. This router receives the
message, applies his KB and observes that it have a command relay extend, so he must
create a control cell with the new circuit ID that we will call CBC and send the data from
the replay cell to router C. Finally, the router C receives the message from B, generate
the shared key with the client, calculates the hash of the key and sends back a reply with
the hash and his half key for the Di�e-Hellman. Now it goes back through routers B and
A, where each of them encrypts with their respective previously established shared key.
The client receives the reply, uses KA, KB and then, with the reply from the router C,
generates the shared key, calculates the hash of the shared key and checks again if this is
matched with the hash provided on the message from the router C.

Figure 2.6: Example of an onion routing after establishing the circuit to the web server.
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Communicating with a server After having the circuit established, as we can see in the
figure above, the client is now able to make a request through the onion network. For that,
he has to create a relay cell with the command “begin” that will transport information
about which server (IP address) and port that the client wishes to connect and encrypt
this message with three layers of encryption using KC followed by KB and lastly KA. The
router A receives a cell from the circuit CCA, so he knows that he came from that specific
client, and after observing that it is a relay cell, he applies his shared key with the client,
KA, and removes the first layer of encryption. Now the client forwards his encrypted
cell to the circuit he has created. This router observes that he cannot understand the
decrypted result, so he forwards it to the next hop in the circuit connected with the CAB.
Before forwarding to router B, the router A changes the circID field to CAB. Then, router
B receives the cell and does the same as router A. When the cell arrives at the exit node
(in our example, the router C), this node observes that after decrypting it with KC it has a
relay command “begin”, so the exit node starts a TCP connection with the server specified
on the payload. The reply from the server will go back to the exit node that will create
a relay cell with the relay command “data” and encrypt it with KC. Then it passes it to
router B that will encrypt it with KB, and again the same for router A. When it reaches the
client, he decrypts all the layers, checks that the connection was established, and can now
send another relay “data” command through the circuit to communicate with the web
server whilst assuring his anonymity. These layers of encryption (three in our example)
makes this technique be compared with an onion as there are multiple layers protecting
the interior, and a perfect example of that can be seen on the figure below showing a
message created at a client ready to start being “peeled” of by the circuit it is going to.

Figure 2.7: Message encrypted at a client showing multiple layers of encryption.
Retrieved from [41]

Few notes to help solidify some concepts that might be more confusing:

• There are two types of encryption used during the circuit establishment. First, we
use RSA to encrypt the Di�e-Hellman half key that travels inside the data payload.
Second, and after we establish a shared key with the nodes, we use AES to encrypt
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the payload of a control cell or the relay header and the relay payload from a relay
cell.

• An onion router can be working at the same time as an entry node, relay node or
even an exit node for di↵erent circuits, therefore the circuit identifier (circuit ID)
goes on every cell, either if it is a control cell either a relay cell, because without
that the nodes that receive that cell wouldn’t know from where it came and there-
fore wouldn’t be able to remove the correct layer of encryption and pass it to the
next node on the circuit. It is also important to understand that the circID field
is changed when passing through any node because every link on a circuit has a
di↵erent circID.

• As there can be di↵erent streams using the same circuit, and the client needs to
know to which stream/connection does a request belongs, there is a stream identi-
fier (stream ID) that will be mapped on the exit node according to the connection
so when an exit node receives a reply from the server he knows to which circuit it
belongs to and to which stream.

2.3.2.2 Onion Network

Now that we have this background on how the onion routing works let us study how is it
applied to the most famous onion network, the Tor Project. When we first install Tor on
our machines, we will also be running a localhost server named Onion Proxy (OP) that
will act as an intermediate between the data exchanged from our applications to the onion
network. This OP, on load up, gathers information about Tor’s relays from the directory
servers and creates what we saw on the explanation about onion routing, a circuit with 3
nodes [10].

As so, we use all the mechanisms that we would use on a normal browser to achieve a
web server: we write the address we want to reach, our browser performs an address res-
olution through DNS, performs a TCP handshake with the IP retrieved from the address
resolution and finally, we start communicating with our server through HTTP requests
or HTTPS if we are using SSL/TLS that requires an additional exchange of information
to generate a shared encryption key to allow secure communications. However, this is
just if we want to remain anonymous and access web servers that are public and visible
to anyone, because if we want to use the Dark Web we have to be using servers that are
hidden, and therefore mechanisms such as DNS do not work, and there is a di↵erent form
of establishing a connection with these servers that are known as hidden services.

To clarify some thoughts, we can use the Tor Project implementation of the onion
routing to navigate anonymously through the web, even if we are talking about the
Surface Web, Deep Web or Dark Web. However, in the perspective of the web servers,
those will only gain this ability to be “invisible” if they are hosted within the hidden
services that the Tor Project provides, which are an extension of what we’ve seen on the
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section about the onion routing in the sense that we will have 3 hops to hide the client
as usual and we will also have another circuit with 3 hops to hide the web server and the
client meets the server in the middle on a point labelled as a rendezvous point. We will
see that in detail in the next pages. The important here is to remember that Tor clients
are always protected with their 3 hop circuit. However, this is not true for web servers
as those are only protected when deployed on the hidden services layer that lives in the
Dark Web.

Tor Nodes So the Tor Project is a big onion network that currently has almost 7000
nodes serving interchangeably as guard nodes, relay nodes and exit nodes [57]. Anyone
can run a relay at their homes, and Tor relies on these volunteers that provide bandwidth
and support for the Tor network. Nevertheless, it is advised that volunteers do not run an
exit node at their homes because, as we have seen, on the onion routing technique, these
nodes are the ones that communicate to servers and therefore, they can be identified and
seized. Instead, Tor recommends that users should run these types of nodes on hosting
facilities in the most transparent form.

Another relevant aspect of these nodes is that, as we observed before, they are listed on
a directory server in order to be publicly available to Tor users to create their circuits, but
if their information is publicly available, why aren’t they taken down? The real answer is
that they can be taken down by governments and Internet Service Providers (ISPs) if they
want to. In countries such as China, an oppressed country, the government blocked all
the nodes provided by the Tor publicly directory server. However, Tor’s mission is to give
freedom and speech to people who live in such countries. To solve this inconvenience,
there is a di↵erent type of nodes designated as Bridges that are in every aspect similar
to the other relays we have seen. However, they are not available publicly by directory
services [54].

So to stop Tor from running on these censured countries, there are two forms: block
the connections to the known IP addresses from Tor relays that can be obtained from the
directory server, or analyse tra�c on the network to identify the Tor protocol [55].

Tor Bridges In comparison with Tor’s relays, there are at this moment around roughly
1750 bridges that allow users to access the Tor network no matter where they’re living.
Besides these bridges being hidden publicly from governments, they can also be blocked
if Tor protocol is being detected on the packets that go to these bridges. There are soft-
ware tools like the CapLoader10 that is a software capable of analysing tra�c and, with
the right settings, identify protocols such as Tor through statistical analysis. This soft-
ware uses Deep Packet Inspection (DPI) in order to classify the tra�c by protocol, and if
they detect that a connection is running on the Tor network, these routers can be blocked
by the government. A solution to prevent software such as CapLoader from identifying

10Software designated to analyse huge amounts of captured network tra�c. More information at
https://www.netresec.com/?page=CapLoader
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tra�c using Tor’s protocol is a protocol known as the Obfourscator (Obfs4) that o↵ers
obfuscation layers to prevent protocols from being identified through message contents.
This protocol is one of the most e↵ective ones, but there are others such as meeko, format-
transport encryption (fte) and scramble suit that are available to use with Tor. These
protocols are part of a mechanism known as pluggable transport (PT), and they, in sum-
mary, transform the tra�c from a connection between a client and a bridge to packets
that look usual in the eyes of the network and therefore making it di�cult for the detec-
tion of Tor communications on the network [55]. Apart from being the state-of-the-art
of these techniques, the Obfs4 has some researches oriented to understand how can it be
surpassed [29].

For a user to use a bridge relay, he must first find it through 3 di↵erent options: send
an email to bridges@torproject.org, request them online through the BridgeDB website
(https://bridges.torproject.org/) or request them on the Tor browser settings.

Hidden Services The main reason why Tor is so important and used is due to what is
known as the hidden services. The hidden services were introduced to Tor in 2004 and
allow web servers to accept connections and exchange data without revealing who they
really are. This is useful as some owners of these servers don’t want anyone to know
where they store and provide content that can be sensible.

To explain the hidden services, we will keep with the example shown in figure 1.3.
Now, not only the client will have his IP address hidden, but also the server will gain this
ability. For that, the server will have to run, just like the client, behind an onion proxy
and establish a circuit for him to meet the client in the middle on a node designated as a
rendezvous point [10]. Nonetheless, it is important to understand how addresses work on
hidden services as we’re talking about servers that don’t want to share their IP address.

Figure 2.8: Example of a connection within the Tor network using hidden services

Onion Addresses As these servers work under a specific form, they are identified by
being under the root domain .onion. This allows protecting these servers from the Domain
Name System (DNS) that is used to make address resolutions in the other parts of the
World Wide Web. These domains are created by hashing RSA’s public key of a web server
with SHA-1 and using the first 10 bytes of the result by encoding these bytes in a 16-
character base32 string [10]. As you may imagine, this will result in identifiers that are
not human friendly, at least from the reading perspective. There are also tools such as
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Shallot11, which allows generating an RSA pair of keys that would result in an onion
address with some specific text on it by brute-forcing onion addresses. Below, in figure
1.10, we can see an example of running this tool to generate an onion address with the
word “test” that took 99133 tentatives. As a curiosity, to generate an onion address with
a specific word of 14 characters would take roughly 2.6 million years [32].

Figure 2.9: Example of how Shallot would behave when asked to generate an onion
address with the word “test” on it. Retrieved from [32]

We might wonder why does Tor uses this form of providing domains that are so
di�cult for human beings to memorise. The answer has to do with the fact that these
servers have to be certified in order to prove that they own some domain. Outside the
Dark Web, this is done by central authorities that manage how the domains are assigned.
Together with the DNS, it allows solving queries for specific domains informing whether
they exist or not. In the Dark Web as we have seen before there is no DNS because that
would compromise all the e↵ort for hiding servers as they would be listed on central
authorities with their IP address, therefore the point of creating onion addresses by using
the hash result of the server’s public key is that we can easily verify that some domain
belongs to a server if the public key hash matches the domain address. So the proof of
domain is done through math operations instead of through central authorities.

Deployment of an OnionWeb Server For a web server to be online on the Tor network
through hidden services, it must complete a few steps. The first is, as explained in the
onion addresses paragraph, to generate an RSA pair of keys and, with the first 10 bytes
of the hash of the public key using SHA-1 and base32 encoding, create its .onion address
[11]. Then the onion proxy of the web server has to choose some nodes of the Tor network
and establish a circuit to each of them. These nodes will act as introduction points that
will allow clients to connect with the web server, but we will get to that in a second. After
having a circuit established for those nodes, the server’s OP has to generate two service

11Tool that allows generating onion domains with some specific text on the .onion domain. More docu-
mentation can be found at https://github.com/katmagic/Shallot
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descriptors and send them to 6 hidden services directories servers that will be chosen
during the generation of the services descriptors. The descriptors are files that hold
an identifier, information about the list of introduction points and the hidden service’s
public key of a specific onion address. These hidden services directories are relays that
can handle requests asking for descriptors so a client can know to which introduction
point he should make a request to communicate with a server. [11].

Establishing a connection with a hidden service To start a communication with a web
server that is deployed on a hidden service, we first have to find its onion address. The
client with the onion address of a server will compute the descriptor identifier and the list
of the hidden service directories that hold the server’s descriptor [60]. With the descriptor
ID and knowing in which hidden service directories to find the specific .onion hidden
server, the client makes a request to a hidden service directory for that descriptor ID to
get more information such as the introduction points of the hidden service [60].

So now the client knows where the introduction points of the server are located, and
with that, he first establishes a circuit with a rendezvous point, also sending a cookie
designated as rendezvous cookie, that is a random 20-byte value [60]. This cookie allows
the onion router of the rendezvous point to link the circuit with that cookie. After having
established this circuit, the client will now interact with one of the hidden service intro-
duction points, sending a cell containing the IP address and rendezvous’s fingerprint12,
the hash of the public key of the web server, and the rendezvous cookie [60]. The intro-
duction point when receives this cell he check on its directory if he servers that server
through the hashed public key sent on the message. If so, he introduces to the web server
that someone wants to speak with him on the specified rendezvous point with a specific
rendezvous cookie on an encrypted cell with the server’s public key. The web server
decrypts that message with its private key, and with the information on the cell, he can
know to build its own circuit to the rendezvous point. At this point, the rendezvous point
will just exchange relay cells between the circuit with the client and with the server [60].

Figure 2.10: Hidden Service architecture example

In comparison with the usage of Tor without the hidden service layer, we can see that
after establishing the connection, there are 3 more hops on the way that serves to hide
the web server from the client. In this way, the client does not know the real IP address
from the server neither the server knows its client IP address [60].

There are a few aspects that, at this point, might be not so clear. For instance, who are
these hidden services directories servers? And how are they established? The answer is

12The fingerprint in the Tor Project is the result of hashing a relay public key using SHA-1.
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that these servers are just normal nodes with a special flag attributed that allows them
to run also as hidden services directory servers [10]. These nodes must be running for at
least 25 hours in order to gain that status, and it is assigned by Tor authorities, named
directory authorities, which are nodes that have special information about the network
[10]. This can also be pointed as a weakness from the Tor Project because if these special
nodes are detected and seized, it could mean the end of the Tor network. To avoid letting
such important nodes be running on strangers hands, the Tor Project hard-coded their
directory servers with known and trustable nodes, most of them running under the nodes
owned by developers and collaborators. There are, at the time this is written, 9 directory
authorities13 servers that are spread through the United States and Europe.

Another important aspect that wasn’t mentioned and that is important is the fact that
service descriptors have to be updated every 24 hours from the hidden services, meaning
that a hidden service has to send its descriptor to 6 di↵erent hidden services directory
servers and remove the old from the old hidden service directories that were serving the
hidden service’s descriptor [10].

2.3.2.3 Overview

To summarise, Tor hidden services have some relevant aspects, important to mention
again, that di↵ers from what we are used to in the conventional web services we know:

• Have specific domains ending in .onion that can only be accessed using Tor.

• Tor domains are intentionally hard to be memorised by humans as they are the
result of hashing the server’s public key to have a form of authenticating the server.

• Tor hidden services do not use DNS as there is no central authority to go to asking
whom an address belongs to.

• We can still use the Tor browser to search websites that do not use hidden services
but still having our anonymity assured as Tor always applies the onion routing on
the client-side.

• Tor’s onion addresses are usually hard to find as there is not a specific search engine
to query for those.

As a curiosity, Tor’s project team developed a tool named ExoneraTor14 that by in-
serting an IP address, it returns a message saying if it belongs to a Tor relay. This was
developed because law enforcement agencies were doing needless raids after the comput-
ers running these IPs, thinking they found users accessing illegal content, and it was just
a Tor exit node communicating with web servers on the user’s behalf.

13Current directory authorities servers can be seen in real-time at
https://metrics.torproject.org/rs.html#search/flag:authority

14Tool developed by Tor that helps identify if a certain IP belongs to a Tor relay or not. Tool available at
https://metrics.torproject.org/exonerator.html
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Some approaches to break down the ability of hiding users can be explored, such as
time correlation analysis, tra�c analysis strategies, and Sybil attacks15. Most of these
techniques rely on something known as tra�c confirmation attacks, which can be con-
ducted when an attacker can observe an end-to-end communication [11]. In Tor, this
means that an attacker must have control of the guard node and the exit node of a com-
munication to be able to use tra�c confirmation attacks that can be explored after for
instances with time analysis correlation to match an input on a guard node from a client
with the output of an exit node, or with tra�c analysis to find patterns in the packets al-
lowing an attacker to possibly find who is using Tor and what are they doing. An example
of applying a protocol-level attack can be seen at [26] whereby manipulating Tor cells it’s
possible to easily correlate tra�c navigating the Tor network, and again in combination
with a tra�c confirmation attack, it can be powerful to detect users activity in the Dark
Web. The Sybil attack is an enhanced version of tra�c confirmation attacks in the sense
that an attacker owns multiple nodes of the network, allowing an attacker to have more
knowledge of the network and more control [11].

These techniques can be used simultaneously, for instance, using time analysis corre-
lations based on getting tra�c that is entering the Tor network (entry node) and leaving
the Tor network (exit node) and correlates the requests from a client with the requests
made to web servers on an exit node while owning the entry node and the exit node at
the same time could lead to a powerful mechanism to deanonymise users easily on the
Tor network. However, Tor has knowledge of all of these techniques, and therefore they
patch strategies to “fight back” these tentatives to disrupt the network. For instance, on
a single IP, Tor doesn’t allow more than 2 nodes to be running [11].

A study from 2013 shows there are some weaknesses related to Tor’s hidden services
descriptor distribution procedure [11]. This study shows how it is possible to reveal
these hidden services IP addresses by collecting service descriptors of hidden services.
However, for this technique to work, it is stated that the attackers must control the hidden
service directories for the hidden service we are trying to unmask. The trick behind this
approach is related to how a hidden service generates its service descriptors and how
it picks the 6 hidden service directories to which the server has to send its descriptors.
The idea is to, with Tor’s algorithm, calculate which are going to be the possible future
hidden service directories to which a hidden service will upload their descriptor because,
as we’ve seen, these directories change on a 24 hours basis. This algorithm is based on
arranging the fingerprints from the available hidden services directory servers and picks
the ones with the closest fingerprint to the fingerprint of the hidden service [11]. Having
found which fingerprints are the ones to be possible picked by the hidden service in
the future to upload its descriptor, the attacker must run Tor relays with the computed
public/private key that matches the fingerprint and wait possibly 25 hours to become

15The Sybil attack was named after a study of a woman diagnosed with dissociate identity disorder and
it computer security it is related with having multiple entities on a system in a form where the owner of this
multiple entities can have a privileged view on the network [23]
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one of the hidden services directories, which as we’ve seen is not that linear because they
will only be assigned as hidden services directories when the nodes from the directory
authority activate that flag. Suppose the attacker’s nodes go lucky and complete all
these tasks without any problem. In that case, this could lead to a big flaw in terms of
allowing anonymity because through understanding how Tor works, it was possible to
target hidden services, be their hidden service directory and with a tra�c correlation
attack get their real IP [11].

Apart from the superstitious dark side of the Tor Project, this is a network that is used
by banks, diplomatic, o�cials, law enforcement agencies, activists and much more, but
in the end, they all seek for the same, do their job without being worried of being tracked
and monitored [5]. There is a study from 2014 that shows through statistical analysis
from the Tor network that the content devoted to the criminal side and content devoted
to the real objective of the Tor network (i.e. allow people to have the freedom and have
their right to privacy) is roughly the same [10]. This study also concluded that the most
popular hidden services are used by botnets16 and hidden services serving adult content.

There is so much that could be said about the Tor network as it is an extremely active
system that is evolving day after day. There are a lot of researches around, as we saw,
that puts the system under pressure when it comes to their principal goal, anonymity.
However, it is interesting that all of these works also explore countermeasures to these
possible flaws, which shows that the existence of all of these researches is a tentative to ex-
plore an open-source protocol such as Tor and sensitise its developers to some approaches
that could disrupt the network.

These works are of huge importance as they raise awareness for the Tor network’s
fragile aspects and the Dark Web. This ease of use from the user perspective of the Tor
network makes this network the most popular [42], with more than 2 million users and
more than 175 000 hidden services up and running at this moment [58],[56]. This makes
the Tor network the centre of attention when someone speaks about the Dark Web, and
it is definitely an excellent case of study to understand: how the Dark Web works? How
is it structured? And how is it organised?. Therefore, it is vital to study and understand
how we can apply models to answer those questions.

2.4 Dark Web Models Approximations

In this section, we will approach some techniques used to describe and model the Dark
Web. It is relevant to mention that as described before, most of the following techniques
we will explore are going to be centred on the Tor network as it is the most popular
darknet and for all of the other reasons we explored in the previous section.

16A botnet is composed of a big number of computers running a bot with the same end. It can be used,
for instance, to deploy a distributed denial-of-service attack, send spam, mine cryptocurrencies, etc. These
networks can incorporate computers from users that are not aware of this and that are part of the botnet
through malware.
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Network analysis is an important asset to provide relevant information that can help
us understand how information is being di↵used and shared among network structures
[39]. There are di↵erent forms of analysing a network, and each of them gives a unique
perspective that depends on what we are trying to analyse and what proprieties from a
network we’re focusing on. In this document, we are trying to understand relations be-
tween entities, di↵usion of information and influential actors within a network. Therefore
we will focus our research on a social perspective.

It is curious how these criminal activities and groups living in the Dark Web are
similar to “o✏ine” criminal networks, which is an area from criminology that has a lot
to o↵er in terms of mechanisms, knowledge and approaches to disrupt these networks
[39]. As an “o✏ine” criminal group, there have to be ties that link members inside a
group and eventually form a network where data and goods are exchanged. There is
a study published in 2014 by [24] that traces how important it is to study topics such
as social network analysis that, through the years, have shown to be a useful tool to
combat organised crime. This study tries to perceive why it is important to intervene
on these criminal networks at earlier stages as these networks show a high capability to
re-organise after being disrupted. It also shows that there are two main approaches to
disrupt a criminal network: the social capital approach and the human capital approach.
The first one targets strategic positions that specific nodes occupy on a network, and the
second approach focuses more on how a specific node can bring value to the network.
More interesting is the results they obtained, as applying di↵erent strategies to disrupt an
illegal cannabis network led to the network become more e�cient than before applying
those techniques.

This study reinforces the idea that network analysis is a broad field that can be fully
explored in the Dark Web context. Actually, the ability to modelling data that can be
retrieved from the Dark Web makes the network analysis even more useful as we’re
surrounded by multiple technologies in our hands that o↵ers libraries and packaged
giving us the capability of retrieving data easily from this environment and analyse the
information we get [37]. Therefore, we will now study a field of network science: social
network analysis, which gives us the ability to have a complete vision of the network and
eventually create graphs that will point out relevant characteristics from the network.

2.4.1 Social Network Analysis

As pointed out, social network analysis is a field of network science that gives the ability
to analyse a graph showing the relationships within a network. On such graphs, links
between two entities are designated as edges, and those entities are referred to as nodes
or vertices. A node “o” with an edge to a node “d” is said to be adjacent to “d”, and
the inverse is also true. These nodes can be anything (persons, animals, diseases, food
webs, computers, etc.). However, in this document, we will approach it as network in-
frastructures or as entities that model data relevant to this project, such as hyperlinks
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from the Dark Web. For instance, in the Tor Project, this could be an example of how
hyperlinks are found [39]. We saw Tor’s hidden services hyperlink end in .onion and
are auto-generated, giving it a random aspect and the most straightforward form to find
.onion hidden services are by learning it from other websites. Through social network
analysis, we can identify which websites helps the spread of hidden services by looking
at how many outgoing hyperlinks it shows, revealing which websites are more popular
and essential within the Tor network [39].

Figure 2.11: Comparison between a random network (A), where every node is dispersed
in space, and a scale-free network (B) where some nodes have more connections to the

rest of the network. Retrieved from [16]

Networks are usually structured in a random form or in a scale-free form. Random
networks result from an organisation of nodes according to some probability resulting in
a graph with low patterns on the connections between nodes.

If we look into the figure above, we can understand that under the situation depicted
in A, a random attack can be more e↵ective as there is a higher chance of targeting a
central node or an important node in comparison with situation B, where we have a scale-
free network that can be characterised with a power-law distribution as there are a few
central nodes compared with the number of nodes of the network [24]. This makes these
networks more resilient to random attacks. However, a targeted attack can cause more
damage to those networks as there are nodes with a higher number of connections, such
as the central nodes and eliminating those could disrupt some relevant links to other
parts of the network [24]. Scale-free networks are extremely relevant in the World Wide
Web context as they characterise the regular Internet and therefore can give an interesting
insight into Tor’s network [39]. As these networks have central nodes that own a large
number of connections from the network, they have an important role in how information
travels through the network, and there are models such as core-periphery structures that
allow to identify and visualise these characteristics on the network, but we will get to
that in a while [39].
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Figure 2.12: Power Law Distribution Representation

In the figure above, we represent one of the most prominent characteristics of the
scale-free networks, a power-law distribution. This figure is just representative, and it
does not show real data. A scale-free network has a curve similar to the one on the figure
that translates what has been said before about these networks. Little nodes have a higher
number of connections, while the majority of the nodes lives in the periphery.

To evaluate these attacks, it is crucial to understand mathematically what happens
with the network before and after. Therefore, some measures can be calculated to under-
stand how centralised a network is according to its degree17.

Centrality There are a few measures with di↵erent meaning that gives relevant infor-
mation about a node on a network. To understand how are those measures calculated
and what information we can get from them, we will consider the following example:

Figure 2.13: Example of a network graph with 7 nodes

Using the example above, we will explore some characteristics we can retrieve from
this network that can be important to make some conclusions about the network and the
role of its nodes. We will consider N as the number of nodes on the network and that
every link has a cost of a unit.

17A degree of a node reveals how many edges are connected to that node.
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• Degree Centrality - it is essentially the number of edges a node has. A high value
means that the node has a higher role as a hub. A network with a zone full of
nodes with a high value of degree centrality is called the core of the network. On
the other hand, a zone where nodes have low centrality may be denominated as
the periphery of the network [27]. Nevertheless, this measure does not give much
information about how central a node is in the whole network or how important is
it in interconnecting others [27].

To calculate the degree centrality score of a node, let’s say for the node D, we must
sum the distance between the node D and its direct neighbours and divide the result
by N-1:

P
E

n=C Dist(D,n)
N � 1 (2.1)

In our example, the degree centrality score for node D is 2/6, which empirically
means that for 6 links on the network 2 of them are linked with the node we are
evaluating.

• Closeness Centrality - This measure tells with an average number how close is a
node to all of the other nodes in the network, and the lower the value, the more
central is a node on the network [27].

To calculate the closeness centrality score of a node, keeping with node D for com-
parison, we must sum the distance between the node D and all other nodes and
divide the result by N-1:

P
F

n=ADist(D,n)
N � 1 (2.2)

In our example, this would result in a value of 10/6 where 10 represents the sum
of all the distances between D, and all of the other nodes and the denominator
represents the number of the other nodes on the network.

• Betweenness Centrality - The betweenness centrality score of a node shows how
important a node is to the shortest paths of the network [27]. This is the measure
that is more complicated to calculate, but it is simple as calculating a fraction of
all the shortest paths between a pair of nodes that passes through the node we are
evaluating by the number of all the shortest paths between the pair of nodes [27].
If we repeat the process for every single pair of the network, we just need to sum
the result, and we will get the score for the betweenness centrality of the node we’re
measuring.

So, keeping again the node D of our example to show how can we measure the
betweenness centrality, we can proceed as follows:
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1. In our example, we must consider 15 pairs: AB, AC, AE, AF, AG, BC, BE, BF,
BG, CE, CF, CG, EF, EG, FG (assuming that the network is undirected18).

2. Calculate for each pair the number of shortest paths that goes through node D
and divide them by all the shortest paths of the pair. Ex: for pair AF we would
have 1/1 because there is only a single short path from node A that achieves
node F and this path has to go through node D.

3. After calculating for each pair we would have somethings like (following the
order of the pairs described in first step):

0
1
+
0
1
+
1
1
+
1
1
+
1
1
+
0
1
+
1
1
+
1
1
+
1
1
+
1
1
+
1
1
+
1
1
+
0
1
+
0
1
+
0
1
= 9

The fractions of 0/1 are associated with pairs where there is only one shortest path
between their location, and it does not pass through node D. On the other hand,
the fractions 1/1 are related to pairs of nodes such as AE, AF, AG, BE, BF, BG, CE,
CF, CG that have only one shortest path between their nodes and that path includes
node D.

This measure is very useful as it helps to understand which nodes are important
in the flow of data from one part of the network to another [27]. If we want to
describe this process with a mathematical formula we would achieve the following
expression:

X

o,D,d,D

Spod
(D)

Spod

(2.3)

where Spod
(D) is the number of shortest paths between the pair o and d that goes

through node D and Spod
is the number of all of the shortest paths from o to d.

• Eigenvector Centrality - The eigenvector centrality measures how popular is a
node in the network according to its neighbours [27]. This measure is very used
as it o↵ers a unique perspective of a node’s position and relevance on a network
in a single number. However, its calculations are too exhaustive as we need to
make iterative calculations using matrices. Nevertheless, this is one of the most
important measures that we can get from a network as it gives a perspective on how
a node is popular, taking into account its neighbours. There are network analysis
software programs that calculate this value easily. Therefore it is not an extreme
concern if we do not dive in-depth into how it is calculated [27]. An example that
can help understand this measure is if we imagine a social network and compare a
user that has 300 unpopular friends with a user that has 300 where some of them
are popular persons, we would expect that the user with popular friends will get a
higher eigenvector centrality score [27]. To show the power of this measure and why
it is relevant, Google’s search engine algorithm uses it to rank web pages. However,

18A undirected network is a network where a path between two nodes is bi-directional in contrast with
directed networks where a path have a direction
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it uses a variant of this measure named PageRank which on its core is based on the
eigenvector centrality [27]. It gives good feedback on how important is a node to a
network in general and not just to their neighbours as the degree centrality.

There are other measures such as the Katniz centrality, PageRank centrality, Percola-
tion centrality, among others. Yet, most of these other measures are variants of the ones
we just observed.

With all of these measures, we can get confused about each one should we focus on
or if we should calculate them all to have the most transparent view of the network,
but actually, it will depend on what are we asking or in what are we searching for. For
instance, if we want to find the most popular person in the network, we would choose
the degree centrality as the most important metric. However, if we want to understand
which node on a network can obtain information more e�ciently, we could go with the
closeness degree as it gives the node that is closest to the centre of the network.

Now we have a background on why social network analysis is important and which
measures are relevant to analysing these networks, but a few aspects are important to
understand. It is relevant to comprehend that the World Wide Web can be represented
with a directed network graph of hyperlinks that link files all over the network. However,
the example shown above was approached assuming that the network was undirected for
the sake of simplicity in the calculations.

If we understand the measures explored, we can conclude that they give a perception
of a single node on a network, eventually computing those measures to a group of nodes,
we can build a better view of the network as a whole [27]. There are other measures
that take into account all the nodes in the network, such as degree distribution, density,
connectivity and centralisation, but all of these measures use the same concepts of the
measures we studied above, so we will not look into detail at this moment for them [27].
Just for showing an example on how to use a measure to have a perspective of the whole
network, if we would like to calculate the density of a network, we would have to perform
the following calculation:

No.of edges

N ⇤ (N � 1) (2.4)

This equation is basically a ratio between the number of edges existing in the network
No.of edges with the number of possible edges that could exist in the network N ⇤ (N �1).

Now that we have the basic knowledge of which properties we can compute to help
us have an analytical insight of the network, there are a few concepts that are important
to refer to in terms of network analysis, such as homophily and web link analysis.

Homophily The homophily in network science studies the relation between actors en-
forcing that similar actors have a higher tendency of creating bonds comparing with
nodes within the network with more di↵erences [39]. This could be an important aspect
to study within the Dark Web as the presence of homophily would indicate that after
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finding a certain website serving a certain type of content, it would be easier to find other
websites with similar purposes and therefore be a negative aspect for this network in the
eyes of the criminals [39].

Web Link Analysis The link analysis studies the structure and the importance of the
existence of hyperlinks within web pages. It states that having a hyperlink on a web page
to another is a sort of recommendation from that web page to the user visit the other
one [30]. The existence of this hyperlink within a web page can also be a signal that the
pointed hyperlink might be a similar web page [30]. This approach can be used together
with some special metrics such as PageRank or Hyperlink-Induced Topic Search (HITS)
that are extremely important to rate web pages according to their importance in terms of
content [30]. Therefore, this type of analysis can be important to some applications such
as correlated web pages, predicting link usage and categorise web pages [30].

Another relevant property that can be discussed within the social network analysis
is something designated as a small word network. A network is characterised as a small
world network if every node can achieve any other node with 6 hops or less. This maxi-
mum number of hops is not exactly that accurate, but it supports the model as it shows
that these networks have a short average shortest path length and high clustering [27].

Figure 2.14: Example of a small world network. Retrieved from [51]

This is important as Darknets such as Tor have a topology that shows compatibilities
with scale-free networks, and small words networks [22]. Nevertheless, it is worthwhile
to understand how the network structures are characterised between domains, and for
that, we will explore the concept of core-periphery structures [39].
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2.4.2 Core-Periphery Structures

The core-periphery structures are a notion that resides within the social network analysis
that o↵ers a view of the core and periphery nodes of a network where we will find a
strong and cohesive core against a sparse periphery [25]. This type of analysis can be
e↵ective in networks such as the Tor network that is a covert19 network because it gives a
better perspective than the one we get from computing scores of the network or its nodes
[39]. This analysis allows us to discover or identify nodes on a network that belongs to
the core without recurring to the centrality measures because not all nodes with high
centrality have to belong to the core. There are two possible models of the core-periphery
structure that o↵ers two di↵erent perspectives. The discrete model breaks the nodes
into two partitions, whereas one is characterised by high interconnections (core), and
the other partition is composed of periphery nodes. The continuous model gives the
possibility of having more than two partitions and therefore having multiple cores [12].
It is fundamental to understand that this technique allows di↵erent implementations and
perspectives of the model we choose to use. However, we will just explore its basics as
the final objective is to find a core-periphery structure and apply the knowledge we have
about those structures in real data, independently from the process we took to get there.
To explore the discrete and continuous models, we will follow the example below that
hopefully will explain how we can take advantage of each model.

Figure 2.15: Example of a network with a core-periphery structure. Retrieved from [12].

Discrete Model This model looks into the network as a graph with two classes of nodes,
the core, with nodes highly connected, and the periphery, with nodes that have fewer
connections. In this model, a node can be a core or a periphery, and with that character-
istic, it is possible to build a table showing the relation between the nodes in terms of
core-periphery structure. To exemplify this, we can take a look at the figure below.

On this table, we have each node represented horizontally and vertically, showing the
relation between them. If we look for the table above as a matrix A with index i and j

19A covert network has some characteristics such as security, secrecy and anonymity that are extremely
important for criminal activities.

39



CHAPTER 2. DARK WEB

Table 2.1: Adjacency matrix resulting from the example in the figure 1.15 [12].

we can observe that Aij
= 1 if the nodes with the index i and j are adjacent to each other,

otherwise they are classified as 0. Looking for example 1.15, we can easily build this
adjacency matrix that will look just as table 1.1.

On this table, we can observe a pattern where core nodes are adjacent to other core
nodes, and as we move further to the periphery, we observe that we start to have fewer
and fewer connections. The ideal adjacency matrix is the one that supports the model
and can be used to evaluate how well an adjacency matrix from a network relates to the
idealised version that is essentially an adjacency matrix of a star network topology.

Table 2.2: Ideal adjacency matrix showing core-periphery structures [12].

On the table above, we can see a table that is split into 4 rectangles. The first one
shows the core-core links, and here we have a cohesive core just like the model supports.
This is represented in the table on the indexes between 1 and 4. Then, we have two
core-periphery groups, one between 5 and 10 horizontally and 1 and 4 vertically, and the
other between 5 and 10 vertically and 1 and 4 horizontally. On an ideal core-periphery
structure, this proves that the periphery is fully connected to the core besides being on
a sparse zone of the network as the periphery-periphery zone, forth rectangular, shows.
On this last rectangle, we can see that the adjacency matrix is full of zeros showing that
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there are no links within the periphery-periphery structures.

It is extremely relevant for the core-periphery analysis to have these idealised forms
of a core-periphery structure to be able to compare and compute a quality function to
understand how does a real network from the real world fits on these theoretically models
in order for us to be able to identify these structures in noisy environments such as the one
in table 1.1 [12]. Therefore it is crucial to define our algorithm to identify a core-periphery
structure on a network either if we’re using the discrete model or the continuous model
which we’re going to visit next.

ContinuousModel The other model for the core-periphery structures is the continuous
model, where we will not have just two partitions with the core and periphery nodes,
but instead, we will have multiple partitions building multiple classes that will di↵er on
its coreness property. The coreness property is a measure that represents the Euclidean
distance from a central point.

This model is important as the discrete model is too simple. However, there is a prob-
lem associated with the continuous model that is related to its complexity, as increasing
the number of partitions the systems starts to be di�cult to handle [12]. To calculate the
coreness of each node on a network we can use a software that is specialised for social net-
work analysis named UCINET20 using algorithms such as MINRES to find core-periphery
structures [13].

Later on, in this document, we will explore more further this approach and under-
stand how and why it is valuable for discovering important cores within a network and
subgraphs. An interesting aspect we can retain from this approach is that the coreness
score might sound like just another centrality measure, and that is true. However, the
contrary is not necessarily true [12]. For instance, we can have some nodes within the
core of the network that does not form the core of the network as there can be nodes
highly connected with other nodes, but with few ties with nodes from the core, [12].

These models, either if we use the discrete model or the continuous model, are sub-
ject to our implementation and in how we decide to evaluate the coreness score of the
nodes within the network if we’re using the continuous model, how we identify the core-
periphery structures on the network and how we correlate them with the base model.
This is crucial as in empirical networks we often do not have what is known as ground
truth21 [25]. An example of this can be seen in the research [20], where the authors apply
a core-periphery analysis by using a continuous model which follows the behaviour of a
random walk model. In a brief explanation of how they built the model, they first created
a core-periphery profile for each node that provided a coreness value to each of them
through a random walk model. After, they grouped all nodes that had a coreness below a

20This is a software package with visualisation tools for social network analysis. More information can be
obtained at https://sites.google.com/site/ucinetsoftware/home

21Capability to remove pieces of evidence by looking into a problem in contrast to finding it through
studying it
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certain threshold. With that computed information, they were able to understand which
nodes are part of the periphery and which are closer to the core. However, this is much
more complex than what is described here, but we just want to show how creative we can
be in applying algorithms and models to approach the core-periphery structures.

2.4.2.1 Multiple Core-Periphery Pairs

Another interesting approach for the core-periphery structures is looking for multiple
pairs of these on a single network. The study [34] developed an algorithm to identify
these structures as the authors believe that empirical networks are closer to this approach
than by just a single core-periphery structure, and it is not hard to understand. So the idea
is that instead of looking for two groups of nodes that compose the core and periphery,
we could look for multiple pairs of such groups. Now our adjacency matrix will have its
core-periphery pattern multiple times, as we can see in the figure below (b). In this figure,
the black colour means the same thing as the number “1” in table 1.1 and table 1.2, the
existence of an edge.

Figure 2.16: Comparison between a single core-periphery structure (a) and (c) with a
multiple core-periphery structures (b) and (d), respectively. Retrieved from [34].

The work developed by the authors of [34] shows their algorithm to identify these mul-
tiple core-periphery structures in comparison with an algorithm developed by Borgatti-
Everett in [12] and with a two-step algorithm which is based on the Borgatti-Everett
solution but using a Louvain algorithm22. To achieve this, they used empirical networks
as proof of case to test and compare the results. To briefly show their results and help
clarify why is this useful, we will describe their results obtained over a karate club net-
work.

The modelled network is based on a karate club from a university where adjacent
members (members that share a link on the network) are members that have interacted
socially outside the club activities. The network was created with 34 members and to
study the relation between members after a conflict between an instructor represented by

22The Louvain algorithm is a method to detect communities from a bigger network [47]

42



2.4. DARK WEB MODELS APPROXIMATIONS

node 1 and the president represented by node 34. It is known a priori that 15 members
are on the instructor’s side, 16 on the president’s side and 3 are neutral.

Figure 2.17: Core-periphery structure of the karate club network. On (a) it was used the
Borgatti-Everett algorithm, (b) the two-step algorithm and in (c) the authors of [34]

algorithm.

In the figure above (a), we have the core-periphery structure resulted using the
Borgatti-Everret algorithm, where we can observe that it only detects a single core-
periphery pair where the core is made of the instructor and president supporters. The
structure shown in (b) was built using the two-steps algorithm, and this solution found
two core-periphery pairs where the first pair core is made of instructor nodes and the core
of the second pair is built of president nodes. Something interesting happens on this so-
lution. If we look at nodes 10 and 19 they have both an edge with the president, and they
are both in the president’s core-periphery pair. However, they are both neutral. At last,
we have the solution provided by the authors (c), where we can see two core-periphery
structures showing a result similar to the one from the two-steps algorithm.

This multiple core-periphery approach is definitely worthy of further exploration as
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a network is more likely to have a better representation with multiple core-periphery
pairs, and by combining this with the right algorithm for core-periphery detection, we
can build a strong tool for network analysis [34].

We have seen a classic type of analysis used in network science (social network analy-
sis) and a model that is powerful by revealing a di↵erent perspective of networks (core-
periphery model). This analysis focuses both on studying the structure of a network
while revealing details about its topology and on nodes relevance. Nevertheless, there are
other types of analysis relevant for studying the Dark Web that will be explored in this
project. We are talking about technologies in the area of machine learning, such as neural
networks or natural language processing. These technologies are important as they can
parse data and help us find interesting patterns and characteristics from it.

2.4.3 Machine Learning

A research from 2018, [63], explains well the essence of machine learning as it is an area
in constant evolution. The idea of the algorithms used in the area of machine learning is
to somehow replicate the same process we, humans, do when we work to learn something.
For that, we explore new information in time, and we try to find patterns in conclusions
we observe from reading or living experiences. The di↵erence is that computers can
handle and do a huge amount of computations in a minute, and we cannot. Therefore,
these algorithms have incredible results and make computers look really “smart” or “in-
telligent”. However, they are just able to do simple computations in fractions of seconds
which makes them look as so.

Machine learning can be broken into four parts according to the authors of [63].

• Supervised Learning

• Unsupervised Learning

• Semi-supervised Learning

• Reinforced Learning

In Supervised Learning, we are able to learn from examples where we have an input
and an output. This means that we have algorithms that use full examples (i.e. which
input led to which output) to find patterns and learn. In this part of machine learning, we
can be able to classify the data from a given number of possible categories (classification)
or predict new categories (regression). Regression is used to predict a value, for example,
the temperature in the next day.

For Unsupervised Learning we have a similar scenario with supervised learning.
However, we don’t have examples to learn from. This is useful when we want to learn
without having any old knowledge available. It can be done by grouping data according
to their similarity (clustering) or by taking into account the connections between the data
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(association). Semi-supervised Learning can be seen as a particular case of supervised
learning where we have a mix of examples to learn from which some have the output and
others do not.

The last type of learning is the Reinforcement Learning where basically we learn by
test and failure techniques. It is like having to go from A to B, and for that, we try all the
possible paths till we learn which is the correct one.

In machine learning, we have a set of possible algorithms that can be used depending
on the type of learning we’re using from the 4 we just observed. We have Artificial Neural
Networks, Decision Trees, Naive Bayes, Nearest Neighbours and so on. Nevertheless,
from these algorithms, there is one that can be used in almost every type of learning,
neural networks.

Neural Networks The neural networks are based on the biological neural network we
have in our brains. As the name suggests, it is made of nodes called neurons that are
a really simple element from these networks. Basically, we will have a large number of
neurons forming a network that will learn something from a given dataset, designated
training dataset, by finding patterns on the data. The “knowledge” is saved on weights,
which is a value attached to every connection between neurons that is updated many
times during the training process according to an optimisation algorithm that minimises
the loss.

A neuron has 5 important properties such as the input of the neuron, the weights of
the inputs, a transfer function, an activation function and finally the output.

Figure 2.18: Neural Networks Neuron Model. Retrieved from [59].

A neuron can have multiple inputs, each one with a di↵erent weight that will be
updated during the training process using an algorithm such as backward propagation
of errors. Basically, when the data passes by a neuron, it will enter by the input, be
multiplied by the weight of the input, then pass through a transfer function that will take
all the inputs multiplied by the corresponding weight and do a computation according
to the transfer function that usually just adds up all the values. After that, these added
values will go through an activation function that can have di↵erent characterisations,
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and its result will flow to the output, which can be the input of another neuron or the
output of the neural network.

The idea here is that we can aggregate multiple neurons in parallel to create a layer
and have multiple layers of neurons.

Figure 2.19: Neural Network Diagram with 3 layers. Retrieved from [15].

These are the basics of neural networks. By combining neurons in di↵erent orders,
with di↵erent connections and di↵erent algorithms for the learning process, we can have
distinct neural networks architectures that will be more appropriate than others depend-
ing on the problem. A neural network architecture with multiple hidden layers is de-
scribed as a deep neural network. We can have di↵erent types of architectures, such as
Convolutional Neural Networks (CNN) or Recurrent Neural Networks (RNN), which are
some of the most common architectures. They all work on the same idea we described
before but use di↵erent algorithms and dimensions according to their application.

To evaluate the quality of a neural network model, we have some metrics that are
important to understand. The most used ones are the accuracy and the F1 score, however,
we also have the precision, loss, recall and others. They are critical because there are
some concerns we have to take into account when training a neural network. One of
them is overfitting, which means that the neural network model works well for the given
training dataset, and when we present new data, it will start to fail. This problem happens
because the neural network could not generalise the problemwell, and it was only capable
of learning the giving examples. It is like when we memorise something instead of truly
understand it. To avoid this, it is important to analyse some metrics.

Accuracy =
Number of Correct Predictions

Total predictions
(2.5)

Precision =
True Positives

True Positives + False Positives
(2.6)
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Recall =
True Positives

True Positives + False Negatives
(2.7)

F1 Score = 2 ⇤ 1
1

Precision + 1
Recall

(2.8)

All of these metrics have their purpose, and they must all be considered because they
alone are not enough to understand the quality of a neural network model. The accuracy,
equation 2.5, is not enough if we have an unbalanced dataset. If we have a training dataset
with two categories, true or false, and one of these has 98% of the examples while the
other one has only 2% if the neural network model output is always the category with
more examples, it will be right 98% of the times. Therefore we have metrics like the F1
score that avoid this e↵ect by counting not with the total of the predictions but with the
false positives and false negatives.

Machine learning opens a world of di↵erent analyses to solve a di↵erent set of prob-
lems. It allows the detection of patterns in data, classifying data, predicting outcomes,
finding solutions, and so on. In reality, it has almost no limitations in terms of appli-
cations, and it is all due to its unique capability of finding patterns in data. Natural
Language Processing is an example of applications of neural networks where we are able
to make computers understand spoken languages and text almost like humans do and
extract relevant information at a pace that humans can not do.

This leads us to the end of a long introduction chapter. We started by understanding
why the Dark Web is such a sensitive topic, followed by a journey within the di↵erent
software tools used to access it and the existing methods and research to disrupt them.
It is more than the superstitious place we always hear on social media and the Internet.
However, it is a place where dubious things happen, and therefore, it was essential to
understand what is it made of and on what tools can we count to increase our knowledge
about these covert networks. We are ending this chapter with a problem statement where
we will present what we will build, how, and what we expect.
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3
State of the Art

In this chapter, we will explore and travel through the most recent and relevant researches
that were conducted regarding the exploration of data obtained from the Dark Web to
increase the knowledge around this big system. Just like we saw in the second chapter,
we are talking about a secret part of the World Wide Web that is protected with multiple
technologies to hide information and anonymise users and web servers, and it is a big
challenge to find a foolproof way to get a deeper insight from this environment [52]. The
secrecy and di�culty of finding web pages on the DarkWeb are completely di↵erent from
the Surface Web. A study from 2017 concluded that 87% of the web pages in the Dark
Web does not have links to other sites [28].

In the study, [52], regarding the challenges with gathering and analysing data, they
describe a tool designated as BlackWidow that allows representing extracted data into a
relevant graph providing tools such as machine learning to explore some patterns and
unique characteristics of the network. Later on in this study, it is stated that web forums
have been a big target from the research community as they can reveal unique information
regarding user’s preferences, user’s relationships, and user’s origin within the network.
Therefore, we will start by exploring a little more on how we can retrieve relevant data
from a web forum on the Dark Web.

3.1 Using Unsupervised Learning Algorithms on the Dark Web
Forums

The following research from 2015, [45], focused on examining DarkWeb forums revealing
the importance of social network analysis techniques as tools to dig into hidden infor-
mation that can be obtained through untreated data extracted from the Dark Web. The
authors of this research aimed to use those techniques to identify crucial members within
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Islamic Networks that can be found on Dark Web Forums.
Usingmetrics that the social network analysis o↵ers, such as the ones we demonstrated

in chapter 2 section 2.4.1 enabled them to better understand the actors of the forums they
explored. After, they applied unsupervised learning techniques such as clustering to
classify users within those forums.

3.1.1 Process

The process which the authors of [45] followed to achieve their final results are depicted
by order below:

1. Data retrieval

2. Build the social network model

3. Compute social metrics

4. Apply the unsupervised learning algorithm

Data retrieval The first task was to extract data from the forums the authors chose to
explore. In this research, the authors used a few Dark Web forums that were investigated
by them previously.

Build the social network model After possessing the raw data from the Dark Web
forums, they started to create the social network. To do that, they used an algorithm
that they designate as “Algorithm 1”, where it essentially converts a forum into a social
network. The algorithm can be summarised in:

1. Navigate through each thread in the forum

2. Within the thread, navigate through each message in the thread

3. Now inside the message, visit every previous sender within the thread and accu-
mulate the weighted score of the message that takes into account the author of the
message, the sender, and the message itself, also designated on the algorithm as
w(a, s,m) where m is the message which is being sent from sender a to the sender
and s.

The sum of every weighted score of the message between the author and previous
senders in the thread will accumulate on a variable designated as the overall weight of
the directed edge between the author and every other previous sender, also represented
as SNW (Social Network Weight).

Below there is a copy of the pseudo-code presented in the research to describe the
Algorithm 1:
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for each thread t in forum f do
for each message m in t do

a = author(m)
for each previous_sender in t do

SNW (a, s) = SNW (a, s) +w(a, s,m)
end for each

end for each
end for each

Compute social metrics This study used 12 metrics that were later split into five cat-
egories to help improve the characterisation of the nodes in the network. The list of
metrics used can be seen below:

• Sent Messages (SM) The numbers of messages sent by a node

• Received Messages (RM) The numbers of messages received by a node

• Degree Centrality Score (DCS) The numbers of direct edges with a node

• Betweenness Centrality Score (BCS) Score to evaluate how important is a node in
connecting the network (see chapter 2, section 2.4.1 for more details)

• PageRank Score (PRS) This score reveals how important is a node in the network
according to its edges

• Markov Ranking (MR)

• HITS Authority Score (HAS) Authority score of a user that is higher if he receives
messages from central nodes (hubs) with high weights

• HITS Hub Score (HHS) This score will be higher if the node has sent messages
to nodes with high HAS

• Clique Score (CS) The clique score is defined as the number of cliques, based on
maximal subgraphs. A clique is composed of n vertices of a network all connected
through direct edges, creating, therefore, a subgraph

• Weighted Clique Score (WCS) The weight clique score is calculated based on
the number of nodes within each clique (subgraph)

• Average Distance Score (ADS) This score is a similar version from the closeness
centrality seen in the chapter 7, section 2.4.1, where it reveals how far is a node
from all of the others on average

• Clustering Coe�cient (CC) It reveals which nodes in a graph do a node tend to
cluster with
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With the metrics above, the authors created 5 categories that are highlighted on the
following figure removed from the study:

Figure 3.1: Network displaying the five categories created by the twelve metrics used in
the study [45]. Retrieved from [45]

Apply the unsupervised learning algorithm In this part of the process, the authors
used their dataset that had forums from radical Dark Web websites. With this dataset,
they created four social networks using a combination of the following metrics:

• Uniform weighting and unique senders

• Uniform weighting and all senders

• Inverse-Proportionality weighting and unique senders

• Inverse-Proportionality and all senders

For instance, let us take as an example the forum “Ansar AlJihad Network”, which
had 29492 messages, 11244 threads, and 382 members. The social network created by
the authors for this forum using inverse proportionality weighting and all senders can be
seen below.

With these social networks created and their info about each node in terms of metrics,
the authors decided to apply the unsupervised learning algorithm based on expectation-
maximisation to cluster information within the network. This algorithm, in a brief form,
allows, given a dataset without labels, let’s say, for instance, without identifying the
critical nodes on a network, to cluster seamless nodes by estimating and guessing values
of the missing labels and update the algorithm parameters with those guesses and check
if the system is converging into a cohesive outcome.
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Figure 3.2: Network created from forum Ansar AlJihad Network where each node size
shows its HITS hub score. Retrieved from [45].

3.1.2 Final Results

For the network shown in figure 3.2, the authors could identify five clusters from the
Ansar AlJihad Network forum.

1. Cluster0 with 26 members

2. Cluster1 with 37 members

3. Cluster2 with 1 member

4. Cluster3 with 5 members

5. Cluster4 with 42 members

The metrics from all the clusters can be seen in the following table.
These results showed some relevant information, such as if we look into cluster2, we

can observe that it has higher scores in almost every metric, making this unique member
that is part of the cluster an important node on this network.

This study has other details that are not our focus here as we just want to understand
what technologies they used, from where they started, and where they reached. From the
research, we can observe that this technique is extremely interesting as most of the time,
we can’t label every member on a web forum making the use of an unsupervised machine
learning algorithm the perfect fit to solve this problem as using important metrics such as
the ones used to be able to understand which users are the most relevant on the network.
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Table 3.1: Table showing the metrics from the clusters identified on the forum Ansar
AlJihad Network [45].

As the web forums are indeed an important case of study within the web and specifically
within the Dark Web, we will now see another research made to, instead of identifying
the most important nodes on a network, identify and predict possible future crimes by
analysing web forums content using a supervised learning algorithm, in contrast with the
unsupervised learning algorithm used on the study we just explored.

3.2 Predicting cyberattacks within Dark Web forums

A study from 2018, [50], reveals that using supervised learning algorithms within web
forums, it is possible to predict cyberattacks. The authors used information from Dark
Web forums and built an artificial neural network on top of a social network to understand
whether a specific day could be a target for a potential cyberattack or not. The data used
was from 53 forums with content over one year.

3.2.1 Process

The process which the authors of [50] followed to achieve their final result are depicted
by order below:

1. Datasets

2. Build the social network model
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3. Highlight and generate dynamics from the network

4. Use a supervised learning algorithm

Datasets As the objective of this research was to use an artificial neural network with a
supervised learning algorithm to predict cyberattacks, the authors wanted to have data
that would work as a ground of truth to allow them later on, evaluate their model. For
that, they used a dataset retrieved from the Intelligence Advanced Research Projects
Activity Cyberattack Automated Unconventional Sensor Environment program1 where
it had examples of cyberattacks labelled with attributes such as “event type” and “event
occurred date”. It is essential to mention that the cyberattacks used as a reference in
this study are the ones related to malicious emails and endpoint malware. After having
this attributed data to use later on, for the authors empirically correlate results, they
used an application programming interface (API) from Cyber Reconaissance2 that had
information about multiple forums within the Dark Web. From this API they were able
to get 179 forums, however, some of them were short, so they filtered the forums for the
ones with more than 5000 posts leaving them with a fair number of 53 forums to create
their model.

Build the social network model To successfully use an artificial neural network, one
of the first steps is to define which inputs are relevant to integrate within the network.
Therefore, the authors had to explore the real data obtained and find relevant information
within that data to use as inputs for the neural network. For that, the authors created
temporal networks from which they described features to use on the predicting algorithm.

To create the temporal network, they connected the users that have directly commu-
nicated between each other (i.e. that have, for instance, a reply between them) while
having some temporal constraints to compensate for the absence of some information
regarding whom someone replied on a specific forum. Then the authors also describe an
operation of “merge” that allows using two networks to create a time series description
for a specific feature. This operation is extremely relevant as it can show the network at
di↵erent points in time. In the following figure, we can observe a merge operation with a
historical network GHT

of the network at certain times t1, t2, . . .

Highlight and generate dynamics from the network In this step, the authors relied on
the networks created to extract features that could be relevant for the prediction algorithm.
The features used on the predicting model can be split into the following three groups:

1. Expert-centric Features The term exports is used for a set of users who have been
mentioned on their posts about security vulnerabilities and that have some relevant

1Organization focused on investing in innovative research programs. More information at
https://www.iarpa.gov/index.php/research-programs/cause

2More information at www.cyr3con.ai
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Figure 3.3: Merge operation of the network with important nodes highlighted in grey.
Retrieved from [50].

quantity of reply messages. These features highlight users with more discussions
about security vulnerabilities and words related to cyberattacks.

2. User/forum statistics The features related to users or forums statistics might give
an insight into future cyberattacks making their exploration relevant.

3. Network Centralities Network centralities are related to the use of metrics such
as the ones seen in chapter 2, section 2.4.1. These metrics can give an increased
knowledge of the network itself and its nodes.

In the table below, we can observe in detail each of the features of the groups listed
above.

Table 3.2: Table showing the groups of features and their description [50].

Use a supervised learning algorithm The objective of the prediction algorithm is to
tell if at a point in time t there will be a possible attack. This was achieved by having
a binary output from the prediction algorithm where 1 means an attack and 0 is the
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inverse. For that, the authors decided to use the logit model, a statistical model that uses
regression analysis, over Markov models and recurrent neural networks. It allowed them
to adjust the data transparently as there were some concerns over the absence of data and
its sparsity.

So before training and testing the performance of the model, they had to prepare the
data they were using. For instance, they calculated the feature values for every day within
their dataset and incrementally considered a period of 1 month to compute the time series
values. To evaluate the algorithm and the model obtained, they cut every time frame into
80 per cent for the training dataset and the rest for the test dataset without shu✏ing
the data to allow it to have some chronological sense. By analysing the data retrieved
from the ground truth, they observed that the level of the cyberattack was di↵erent for
each point in time, so they decided to use for the malicious email cyberattack and for
the endpoint malware cyberattack the periods that showed to have more crimes to use as
train and test datasets for their learning algorithm.

3.2.2 Final Results

The study’s authors revealed interesting results from exploring the described features
and by especially analysing the data on crucial time frames. In the image below, we can
observe the results obtained from the model created by the authors. It reveals on the left
side the results for the malicious email attack for the di↵erent feature groups and the
same on the right of the figure for the endpoint malware attack.
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Figure 3.4: Results obtained from the learning algorithm in 1 week time window.
Retrieved from [50].

On the figure above, each graph have a legend with machine learning scores such as
F1 (a score that reveals the accuracy), recall (a score that indicated how much can we
trust on the model in terms of true positives), and precision (reveals how much correct
scores the model achieved). This study allowed us to understand which features are more
relevant within the di↵erent types of attacks and the di↵erent feature groups.

The authors observed which weeks had more activity in terms of cyberattacks on their
datasets and decided to evaluate their model on those specific weeks for the malicious
email attacks. The authors decided to try something that revealed interesting results that
were not unexpected, but that helped prove that using machine learning within the Dark
Web can get good results. The result can be seen below on a figure that displays the same
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information as figure 3.4 with an added legend for comparing the accuracy obtained with
the accuracy from the last example designated as “Prior - F1”.

Figure 3.5: Results obtained from predicting malicious email attacks within the data
range with more cyberattacks. Retrieved from [50].

It is interesting that on these last results, we can observe that the new accuracy is
higher than the accuracy obtained in 3.4 (a), (c), (e), which is not a surprise as this time
window was selected taking into account the number of cyberattacks, however, it reveals
that the algorithm allowed to create a model sensible to detect this type of threats.

With these two researches, we have seen a first approach in section 3.1 where the
authors of [45] used an unsupervised learning algorithm to detect important and relevant
nodes within data extracted from forums residing in the DarkWeb. We have seen a second
approach where the authors of [50] decided to go with a supervised learning algorithm
to predict two types of cyberattacks (malicious emails and endpoint malware) within
criminal Dark Web forums. These two state-of-the-art works show that we have access
to a lot of technology, models and algorithms, that only require us to be creative with
the raw data we have to create valuable data and valuable information. We could keep
briefly describing more researches around Dark Web forums because it is an active point
of research within the Dark Web and there are much more interesting works such as [44]
and [49]. However, they have something in similarity, they use algorithms to cluster or
predict some raw data and with the enhanced data extract relevant information using
social network analysis.
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In the next section, we will take a look at a di↵erent work in the same context that
looks not to Dark Web forums but web pages and hyperlinks extracted from the Dark
Web.

3.3 Building and Analyzing Tor web graph

This research from 2019, [9], tries to study the topology of Tor hidden services and
understand the relationship between content and actors of the network. They reveal how
they collected data, which metrics they used for evaluating the data, and then created
a graph to analyse the topology, and together with semantics techniques, they could get
some valuable insight from the network.

Before describing their process, the authors defined some notes of what they are
expecting and what they will focus on while assessing the research.

• They expect the Tor network to be oriented by topics, with most of the hidden ser-
vices focused on a specific topic and only a few forming hubs that would represent
marketplaces, forums, and wikis.

• The authors also expect to find many pages with just a few hyperlinks as they state
that hidden services are mostly managed by single entities.

• Nodes on the network that are characterised as hubs for spreading other web pages
within the network are more likely to be found on the surface Web, and therefore,
they expect these hubs to be important to be used on crawlers to index other hidden
services.

• They also expect the topology to be close to a forest graph resembling a spanning
tree where it starts from the seeds of the crawler (we will explain later on what they
define as the seeds of the crawler).

• The last note from the authors is that the hidden services serving dubious activities
will be the hardest ones to find and access.

In terms of measures on this research, they used the following metrics:

• Degree distribution This distribution gives a statistical overview of the network
and is one of the most used characteristics to analyse these networks [9]. Some
measures within this distribution are the in-degree and out-degree, where the first
reveals how many edges point to a node and the last one reveals how many edges
are leaving a node [9].

• Centrality The centrality measures are the usual ones for doing social network
analysis, such as the one that can be seen in chapter 2 in section 2.4.1.
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• Connected components This metric allows studying subgraphs that are composed
of vertices connected between each other. It can be classified as weakly connected
components and strongly connected components. If a node is connected to another
using an edge that has only one direction, it will be classified as weakly connected
components. On the other hand, if the edge is bi-directional, we will have strongly
connected components.

Apart from the metrics used, they also relied their study on an automated semantic
engine that basically can be fed with unformatted text to extract meaningful information
and map it into predetermined categories.

The authors also mention that they just want to focus their semantic analysis on two
forms. The first will be on web pages that reveal to have highest in-degree, highest out-
degree, or the highest betweenness centrality score. The second form will be to analyse
whether the relation between contents and connections reveals the web pages to be similar
in topic, a form of homophily analysis. The engine to perform the semantic analysis
chosen by the authors was the Cogito3 semantic engine that is a specialised software that
o↵ers some intelligence features in terms of text mining, fact mining, categorisation, etc.
The only disadvantage the authors depict is that they will have to filter out all non-English
words as they used 17 predetermined categories to apply on the Cogito software that only
considers English.

3.3.1 Process

Preparing the Datasets The data used in this study was crawled using BUbiNG crawler
as, according to the author, it performs very well while being scalable and open-source.
The data gathered from the authors were focused on onion links, leaving the possibility to
also study links from the Surface Web to find references to onion links. In a summarised
form, the authors describe the operation of the crawlers as follows:

1. They fed a predetermined set of hidden services that will act as the seeds of the
crawler.

2. Then they extract the first onion link from the list and analyse whether its content
reveals other hyperlinks to visit.

3. The newly found hyperlinks are verified to check if they were not visited already
before.

4. Then it is also checked if those links are available or not by giving three attempts
of establishing a connection with them

3Specialised software o↵ering big data solutions to retrieve useful information from raw data. More
information at https://www.expert.ai/
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The process above shows how from a small number of hyperlinks, it was possible to
gather much more links within the Dark Web. We, as readers, could ask if the results
would depend on the seeds of the crawler, in other words, we could doubt if having
di↵erent predetermined hyperlinks to start the process would return a di↵erent outcome,
however, the authors state that if the web graph is strongly connected that would not be
true.

The crawler, in the end, returned 1119048 records (onion addresses), but only 824324
were active as the rest of them returned with HTTP status codes such as 3xx, 4xx and 5xx.

Interestingly, the authors of this study tried to create a random algorithm to crawl
onion addresses by generating random hashes (see chapter 2 section 2.4.2 for more infor-
mation about how onion addresses are generated). However, even though they let it run
for roughly one month, they found 0 active onion addresses, which left them unsatisfied.
Nevertheless, they could conclude that a brute-force search for onion addresses is unfeasi-
ble. Therefore tools such as the BUbiNG crawler are important as they can return a better
outcome. An important aspect is that, as described before, it needs a seed, a starting point
of onion addresses, so it can learn more and more by navigating through those hyperlinks.
In this study, the authors reveal that they fed the BUbiNG root set hyperlinks with hidden
services found “by hand” that were mostly wikis web sites and link directories that are
like a Google search engine but for the Dark Web (however not so powerful as Google).

Building network graphs With the data obtained, the authors of this study created
three di↵erent graphs:

• Page Graph (PG) A page graph is a network that shows the relations between the
visited web pages. A vertex is a web page, and an edge is a hyperlink to other web
pages.

• Host Graph (HG) This graph will be constructed using the relation between Tor
hosts. This is, vertices are domains and sub domains, and edges will be added
between hosts if they have a hyperlink from their web page to a web page in another
host.

• Service Graph (SG) The last graph will be constructed using hidden services as
vertices and edges between hidden services if their pages have a hyperlink pointing
to the other.

So to help clarify the di↵erent graphs, the author described an example.
The page graph will take every single page the crawler visited, create a node for them

and add an edge to another page if there is a hyperlink for it.
The host graph, on the other hand, will now only look at di↵erent hosts. This is, if

we have a domain blackmambamarket.syndiccjacy ⇤ ⇤ ⇤ ⇤ ⇤ .onion/login we will only have
edges from blackmambamarket.syndiccjacy ⇤ ⇤ ⇤ ⇤ ⇤ .onion domain to other domains that
have a hyperlink from a page belonging to their host that points to a page on this host.
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Last but not least, we have the service graph that summarises all of the information
on the network and creates graphs that simply link Tor’s hidden services and not their
single web pages. So we are observing nodes that represent a hidden service that o↵ers
many web pages as just a single node within the graph.

3.3.2 Final Results

The authors show their results according to the metrics they used and the semantic anal-
ysis that allowed them to build those network graphs we have just seen.

Degree Distribution In the following figure, we have two graphs that show the results
obtained using the three types of graphs for the degree distribution metric. The one on
the left shows the in-degree score for a fraction of nodes, and the one on the right does
the same for the out-degree score.

Figure 3.6: Graphs showing degree distribution scores for each type of network graph.
Retrieved from [9].

The figures above prove some of the concepts that the authors were expected, such
as Tor pages are di�cult to find. If we look into figure 3.6 (b), we can observe that only
a small fraction of nodes have a high out-degree score. It is also interesting that the HG
and SG are almost identical in comparison with PG.

Centrality Then, following the introduction of what metrics the authors used, they
created some figures to show how betweenness centrality (see chapter 2, section 2.4.1 for
more details) could give a di↵erent insight on the centrality of a node. In the figure below,
we will have a comparison on the right for the undirected graph with the directed graph
where edges have a direction in the left.
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Figure 3.7: Graphs showing betweenness centrality scores for each type of network
graph. Retrieved from [9].

Both of the graphs show that there are a few central nodes (hubs) with a bigger pe-
riphery. An interesting correlation the authors did was to check the top 10 nodes in terms
of betweenness centrality and degree score, and they found that the nodes with higher
betweenness centrality are not the ones with the bigger degree, which can be understood
as the betweenness centrality measure how important is a node connecting parts of the
network that are separated. Another interesting aspect is that the nodes with higher de-
gree scores were some of the ones used on the root set for the crawler that was mainly
wikis and link directories, which also supports one of the expectations in terms of results
for the authors.

Connected Components Now, the last metric missing is the connected components,
and for that, the authors focused on the size and the number of connected components
for the three di↵erent types of graphs under study. For that, the authors did something
interesting, as they removed the nodes incrementally with larger betweenness centrality
and larger degree distribution score from the Page Graph with an undirected network.
The consequence of this incremental removal can be seen in the following figure.

Figure 3.8: Graphs showing the betweenness centrality (a) and degree (b) score upon
removal of important nodes on Page Graph undirected network. Retrieved from [9].
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In figure 3.8, we can observe on the left graph some drastic cuts at node rank 49,
59, 72, and 92, and on the right side some cuts on the nodes 13, 29, 43, and 82. With
this information, they built a table showing the connected components after those cuts
observed. This table shows that the number of connected components rises rapidly, but
the size decreases as expected because we are removing important nodes within the
network, breaking them into smaller subgraphs.

Table 3.3: Table revealing the connected components after the cuts in figure 3.8 [9].

The SRCC column gives the number of Semantically Relevant Connected Components,
in other words, the number of components that have more than 2 web pages.

Semantic Analysis To make the semantic analysis, the authors used the Cogito engine,
as explained before, to quantifies how content from a page can be related to a predeter-
mined category. To compare information between web pages, the authors used the cosine
similarity, which is a measure of similarity, that compares two vectors, and the angle
between them will translate into a similarity measure. If the result is 0 the two vectors
are orthogonal, and therefore the pages are not similar in any aspect. On the other hand,
if the result is 1 then the two vectors coincide, and the two pages can be classified as
completely similar.

To apply this analysis, they only used the undirected graph PG, and with that, they
created a statistical distribution of the cosine similarity between two vectors of the Page
Graph.

Figure 3.9: Statistical distribution of the cosine similarity in Page Grap. Retrieved from
[9].
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In figure 3.9, we can observe that the data is unbalanced and either the similarity
is high or either it is really low with more frequency, which also supports one of the
expectations about the network in terms of being more topic-oriented and that only
a small part is related with wiki services, link directories, forums, and marketplaces.
Therefore the next obvious step from the authors was to instead of mixing everything
into a statistical distribution to watch it separately into the di↵erent 17 categories used
on the semantic engine. The result was the following long figure.

Figure 3.10: Statistical distribution of the cosine similarity for every single category
studied. Retrieved from [9].

What highlights from all of these charts is that most of the categories do not have
a spike at cosine similarity of one, which might suggest that the categories were too
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broad and that most of the pages within these charts could be associated with di↵erent
categories.

This study reveals once again the power of combining di↵erent technologies and
using software such as Cogito to address these problems and to improve the knowledge
within the Dark Web. The results led to a positive outcome where most of the expected
observations from the authors were proved with the analysis of the data they extracted
by using di↵erent metrics and techniques.

3.4 Overview

At this point, we have studied 3 works with some details that basically focused on using
tools from machine learning algorithms to di↵erent types of metrics regarding the graph
theory and social networks that reveal how large and howmany techniques exist to extract
relevant information from the Dark Web.

Table 3.4: Comparative table with the three research works explored

There other recent researches that explore these unique characteristics of the networks
to find di↵erent and interesting conclusions, such as the study [62], from 2020, where
the authors make use of a crawler to gather web pages information according to some
keywords so they could create a network graph with degree distribution and centrality
scores to reveal the most popular websites. Another interesting study from 2021, [2], that
studies the topology of the Tor network and examines the presence of bow-tie structure4.
In this study, the authors used a web crawler built in python and built a graph with the
found hidden services to analyse and compute metrics from the network, revealing some
characteristics about these domains, such as the di�culty to find them as they are not
spread that much within the Dark Web.

Apart from using di↵erent technologies and techniques, these studies have something
in common, the process. A study from 2020, [40], not only reveals this assumption

4The Bow Tie model in graph theory gives a unique visual perspective over the structure of a network
[61].
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as they used a Systematic Literature Review method around what are the rising threats
within the Dark web crimes and around what techniques are used to find criminals within
the Dark Web. They did extensive research about studies that could help them clarify
those questions. One relevant aspect concluded for this document is that there is an
architectural framework analysis used that can be split into 4 steps: Data Collection,
Data Preprocessing, Data Processing, and Results. However, how is each step of the
framework implemented can di↵er depending on the data we’re working with and on
what are we seeking.

In terms of techniques used for crime detection, the authors of the study highlighted
diverse techniques, however, we will just show the ones that had more researches accord-
ing to the authors of this study and that are more relevant to this document.

• Network Analysis Methodologies This is one of the most used techniques as it can
reveal the structure of criminal groups [40]. There are as well multiple works using
network analysis to detect crime threats, classify network tra�c and detect users
within the Tor network [40].

• Marketplace Scraping Marketplaces within the Dark Web are where often crimi-
nals sell their illegal services and content. By evaluating data extracted from these
marketplaces, it is possible to give some extra information about suspected crimi-
nals. This was already studied, and multiple types of research use this technique
[40].

These methods used for crime detection also rely on techniques to process and “work”
the data. This was also evaluated from the work in [40] where they took 10 research
works selected from a list of 65 works selected carefully using the systematic literature
review method and that had the bigger citation number. The 10 distinguished, identified
by an ID, used the following process described in the following table.

With this, we believe we have all the tools to try our own approach and build an
implementation based on these previous studies, but that tries to innovate and build a
useful resource for future works.
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Table 3.5: Comparison of the di↵erent techniques used from 10 di↵erent works [9].
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4
Dataset 1

In this chapter, we will focus on the first dataset studied. To contextualise the dataset
1 and the approaches we took to study it, we will start by explaining where the data
came from and how was it organised, followed by the approaches we took to increase the
knowledge about the dataset and extract information ready to be looked at and analysed.
These conclusions will take place in the last chapter, where we compacted all the results
got from every process on an interactive web application.

4.1 Data Collection

The first dataset provided will be designated through the study as “dataset 1”, and it is
simply the result of a Dark Web crawler that is a software that navigates to some given
domains, here we will designate them as “seeds”, and follows every hyperlinks found in
those while registering where it’s been. It allows understanding the relations between a
domain (seed) and other domains (domains identified while visiting the seed). It is impor-
tant to note that we might call those domains found by the “seeds” as either by domains
analysed or simply by hyperlinks as in reality, they were discovered by hyperlinks while
crawling the seeds.
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Figure 4.1: Web Crawler Diagram where the crawler represents the software, the seeds
represent the starting domains used to access the web servers which the “bug” will crawl

to find hyperlinks and discover new domains.

With this CFLW Cyber Strategies could identify 10 000 relations between 114 unique
seeds and 7864 unique domains from the TOR and I2P Dark Nets. This means that from
114 domains, a crawler could find 7864 unique domains. Some seeds found repeated
domains, therefore, from the 10 000 entries, we have 7864 that are unique and 2136
repeated. It is also important to mention that some domains discovered (hyperlinks) are
at the same time seeds. This means that some of the 7864 unique domains are also in the
114 unique seeds. To be more precise, 104 of those are repeated between the domains
discovered and the seeds. It can be confusing now, but it will get clearer by the end of
this chapter.

The dataset was provided in an excel format with two columns, where the first one has
the seeds and the second one the discovered domains. After understanding with which

Figure 4.2: Excel file provided with the dataset 1.

data are we going to start this project, we’re now going to drill down on every task and
process done on that data to create valuable information and take interesting conclusions.

4.2 Data Analysis

This dataset looked to be interesting in order to understand the relationship between
domains within the Dark Web, however, it looked also limited as there was nothing but
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a connection between a domain (the seed) and another domain (the domain discovered).
So, the idea was to add more data to be possible to filter these relations and have di↵erent
perspectives from the network. This led to the first task on this dataset, developing a
scraper.

However, before that, we needed to have the data structured in order to it be easily
accessible by any tool, so the first thing was to deploy a MySql Web Server online with all
the data.

4.2.1 MySQL Data Structure

The first step was to create three tables:

• urls - every unique URL from the dataset - 7874 rows

• seeds - every unique URL from the dataset excel file column “from” (i.e. the seeds)
- 114 rows

• hyperlinks - every unique URL from the dataset column “to” (i.e. the domains
discovered by the seeds) - 7864 rows

• edges - relations from the dataset 1 - 10 000 rows

Figure 4.3: Entities relation diagram of the first four tables created on the MySQL
database.

With these four entities created, we related the URL table upon a one-to-many relation
with the seeds table, the hyperlinks table and the edges tables, as an URL can be a seed
and a hyperlink simultaneously, and edges are made of a seed that discovered a hyperlink
(two URLs). In the figure above, you can observe that the hyperlinks table has already a
lot of fields, but we will get to them in a moment.

After modelling the data, we started the next step that was gathering more informa-
tion about each hyperlink, which is our object of study here.
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4.2.2 Scraping Domains

Objective The goal was to add more information to every domain found by the seeds
in this dataset. This would be very important to afterwards allow us to use the results
with a set of di↵erent data analysis technologies involving natural language processing
and others.

Technology The technology used to create this scraper was based on the programming
language Python on its 3.7 version, with the help of Python’s packages such as Selenium
WebDriver1 we were able to configure a web driver using Firefox to connect either to
the I2P network or to the TOR network depending on the hyperlink we were analysing
because, as we know, our dataset holds hyperlinks from both darknets.

Preparation The preparation needed to run the script for scraping these websites was
basically to have I2P and TOR installed on our machine. Both of these technologies work
through a proxy that is running in your machine when we start them. This means that we
can easily be navigating on TOR or I2P in any web browser driver by properly configuring
the proxy setting.

Process The process was basically to run each of the hyperlinks from the database, one
at a time, and access their index web page (i.e. the first web page shown when you access
a root domain) and extract all the relevant information from it. We can organise the
process as follows:

1. Get an URL from the hyperlinks table

2. Check if it belongs to the I2P network or the TOR network and prepare the Firefox
web driver proxy accordingly

3. Check if the website is available by checking the HTTP status code answer.

4. If the website is available, access it and retrieve the following:

• title from the title tag

• description from the meta tag with description name

• keywords from the meta tag with keywords name

• source code from the web page (later we would cut the HTML tags and save
only the text without HTML)

• count the number of images by counting the number of .jpeg, .jpg, .gif and
.png files formats in the source code

1Python package that provides the possibility of using browsers web drivers such as Firefox, Internet
Explorer and Chrome. More information at https://selenium-python.readthedocs.io/
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5. Save the information gathered on the respective table of the MySQL database (hy-
perlinks table)

Results In terms of results, they were successful as we turned a simply dataset contain-
ing just URLs into a dataset containing a lot more information about these URLs. All of
the information was saved on their respective fields added to the MySQL hyperlinks table.
An important remark here is that due to the nature of the networks we were accessing,
I2P and TOR, the script took some time to scrape the information from every domain.

Figure 4.4: Portion of the hyperlinks table with the results from the scraping process.

An important aspect we noticed was that some domains had little text, and the text
was not relevant. As an example, we can observe the following hyperlink scraping result
that curiously was the very first hyperlink from the dataset. So, we decided to check

Figure 4.5: On this image, we can see the first hyperlink of the dataset with little and
non-relevant text on the “extra” field, which is the one with the text removed from its

index web page source code

manually if this was something recurrent, and we quickly noticed that some of the other
web pages that did not have a lot of informative text about the website content on its
HTML source code had it written in pictures. This encourages us to find a solution, and
it led us to try an Optical Character Recognition algorithm to extract this “hidden” text
from the images to enrich our data extracted from the websites.

Notes Some notes about this task:

• As we know from chapter 1 section 2.3 these darknets are slow due to their nature,
and therefore, requests took some time to be fulfilled, and if a website was having
connection issues or was down, it would just be pending for a while. This forced
us to find a good timeout value to understand when a domain is down upon a
request. The values needed to be di↵erent depending on the darknet, especially
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because I2P and TOR work di↵erently, and they are not similar in terms of speed.
Assuming that our machine had a stable and fast internet connection after some
testing and reading, as there are no specific thresholds for this, we found that 30
seconds would be acceptable for TOR and 120 seconds for I2P. This was the result
of trying manually multiple accesses on many of these domains and checking how
long was the worst successful tentative and adding a margin to it. After some small
research, we found these values to be acceptable.

• As the objective was to just gather more information about each hyperlink and not
to know and parse everything about it, we just limited our scraper to run just on the
domains index web page. However, it could have been interesting if we did follow
every hyperlink on this web page to other web pages within the same domain to
enrich the dataset.

4.2.3 Optical Character Recognition (OCR)

Objective The objective of this approach was simply to solve a problem and possibly
prove that this is something that the owners of websites take into account when they’re
building their websites, which is that they use images to display text instead of just writing
them normally within the web page HTML code.

Technology About the technology used for this approach, it was subject to some think-
ing and reading because there are so many tools that are capable of doing OCR. We
ended up using one named Tesseract OCR2 that was developed by HP and maintained
by Google, but more important than that, it gave the best results when compared with
other libraries for image processing. Therefore, we stuck with Python and used a package
named pyTesseract that uses the Tesseract OCR Engine.

Preparation The preparation here was not much as the packaged used just needed to
have the Tesseract OCR Engine installed on our machine to be ready to start receiving
images and outputting their text. However, we had to prepare a structure to save the
results, so we created a MySQL table named hyperlink_images within our database with
the following fields:

• url_id - to identify the URL id to which the text references to

• image_url - domain’s path to the image

• image_text - the output from the Tesseract OCR Engine

This table has a one-to-many relation with the URLs table (figure 4.3) through the url_id
field as one URL can have multiple images with text.

2More information about it at https://github.com/tesseract-ocr/tesseract
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Figure 4.6: MySQL table created to save the texts extracted from the images.

Process The process used was incorporated within the scraping process. So basically,
while scraping a website and after gathering the number of images within the same
website, we would verify if that number is higher than one and if so, we would give those
images to the Tesseract Engine. If the output had more than 3 words, we would save the
output on the hyperlink_images table with the respective URL id to which it belongs. The
reason we filtered out the outputs with less than 3 words was simply because the engine
was returning a lot of texts with random spaces and UNICODE characters, and we found
that 3 was a good threshold to avoid this “trash text” however you will still see some of it
in the results.

Results The results were acceptable as for most of the websites, we were able to enrich
the data scraped and, more important than that, for some websites with little text, the use
of OCR was crucial because they had images with explicit text about the website purpose.
To exemplify, let’s look into the first domain discovered in this dataset. If we take a look
at the previously shown figure 4.5, we see that there is not much text on its “extra” field
that could give an insight into what is this website content about, however, after running
the OCR on the website images we achieved the following: If we look carefully for the

Figure 4.7: Entries from the hyperlink_images table for the URL id = 1 with 6 images
where the OCR was applied.

figure above, most of the images had trash, but one of them (row with id = 21) was crucial
by giving explicit information about the website purpose.
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Below, we will show a figure with the row id 21 in detail: Another important aspect

Figure 4.8: One of the entries (row id = 21) in detail where we can confirm that the text
extracted from the image clearly passes the message of this website purpose

we noticed was that on these tests, and while building the scraper together with the OCR,
some of the websites that we were trying to debug sometimes were online and sometimes
o✏ine. This is a characteristic that is not so usual in the clear web, and there are even
measures and tools to analyse the performance of a website in terms of its availability
because it is a really important aspect and a reliability point. In the Dark Web, this is not
so true as we don’t have those measures and statistics available for a given domain, so
we decided to create a temporal analysis script to check the changes of this availability
within the dataset.

Notes Some notes about this task:

• One important aspect in this analysis was that to apply the OCR, we need to have
the image file, and it would be risky and time-consuming to be downloading every
image from every website, so we decided to simply take a screenshot through Firefox
web driver for each image we wanted to study, and we successfully solved that
concern.

• Another important remark is that as images can have text in many languages, the
Tesseract Engine allow us to give beforehand the language in which we are inter-
ested in finding text. This helps the detection to be more accurate, and therefore
we detected the language of every website, using a library that we will present in
the section 4.2.5, before using the OCR to increase our accuracy.

4.2.4 Temporal Analysis

Objective The objective was to confirmwhether it is usual that websites within the Dark
Web are unstable in terms of their availability. So, the idea is to check the availability
of each hyperlink to afterwards make conclusions and have visualisations such as a web
graph with the current status of the network where active nodes would be represented in
green and inactive nodes in red.
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Technology The technology used to perform this task was a script in Python that is
continuously checking the availability of the dataset with the help of a python package
named Requests3. Apart from that, we also used a Social Network Analysis tool named
Gephi4 that basically would allow us to afterwards represent the results in a web graph.

Preparation The preparation needed was related with having a structure to save the
data. In order to do that, we created a new MySQL table within our database named
hyperlinks_temporal_status that had the following fields:

• url_id - URL id to which the measure references to

• status - 0 if it was down or 1 if it was reachable

• status_code - HTTP Status Code response

• traceback - error logging

• created_at - timestamp from when the measure was taken

Figure 4.9: Table created to store the measures from the temporal analysis script.

The MySQL table represented in 4.9, has a one to many relation with the URLs table
(figure 4.3) through the url_id field.

Process The process was simply to have a script running in a loop, meaning that when
it reaches the end of the dataset, it would turn around and start over again. The logic
used was the following:

1. Get a hyperlink one at the time

2. Check if it belongs to the TOR or I2P network

3. Prepare the request proxy settings accordingly to access the TOR or the I2P network

4. Make a request and check the status code
3More information at https://docs.python-requests.org/en/master/
4More information at https://gephi.org/

79



CHAPTER 4. DATASET 1

5. Save a new entry on the MySQL table with the URL id from which it references to,
the measure and the timestamp

With the measures saved, it opened a set of possibilities to display and find interesting
patterns from the data. One that was interesting to study was the visualisation of the
network availability web graph, in which we took the last measures from each node and
created a web graph where active nodes would be painted in green and inactive nodes
painted in red. The nodes are unique domains from the dataset, and edges (with direction)
represent if a destination domain has been seen in the origin domain. In other words, we
will only have edges from seeds to the hyperlinks discovered on those seeds.

Results In terms of results, they were not so immediate as this was a long term approach.
We kept the script running for some months (from March till June) with some stops in
between, but in the first month, we could already observe that some websites had a great
variability in their status.

Figure 4.10: Measures between March 23rd and April 29th showing some variability in
the availability of the website with ID 2420.

The figure above shows an example of measures for the website with the ID 2420
where its availability changes almost every time we came back to check it. However,
we can also see that there is a big distance between the timestamps, and this happened
because the script was taking long to run because not only does access the Dark Web
darknets such as TOR and I2P take longer than accessing the usual clear web but also
because that websites that were down made the script being there waiting for a timeout
as these websites could be just having a slow connection. A later solution was to run it in
parallel, so basically, we broke the dataset into 4 pieces, and the scripts were making 4
requests simultaneously, increasing the speed of analysis by 4.
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In terms of the availability web graph, we obtained the following:

Figure 4.11: Availability web graph from the dataset 1 with measures taken from
21-03-2021 till 24-03-2021.

On the figure 4.11 we can observe the whole network where online domains are
represented in green and o✏ine domains in red. We can also observe a set of domains on
the right that are almost 100% online and on the bottom left a part that is mostly o✏ine.
In the middle, we have a lot of nodes connected to one of the biggest cores of the network,
which has more than 5000 edges, with a mix of online and o✏ine domains.

From this figure, we cannot give exact conclusions about the network, but we can raise
some possibilities. Is the left part of the network (zone with red nodes) discontinued? or
are these nodes just o✏ine and will turn online in the future?

These are just some questions we raised that we will take into account in the chapter
6 where we will combine the results from every approach.

Till now, we had just worked on forms of increasing the information about the dataset.
From this point on, we started to study the data gathered and making it useful. With this
data in our possession, the first idea was to create an automatic classifier that would work
as a helper to give hints of possible classifications for web domains content.

4.2.5 Automatic Classifier

Objective The objective of this automatic classifier is to give possible classes on which
we could classify a website according to its content. To do that, we decided to go with one
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of the most used technologies for these problems, neural networks.

Technology The Technology used here was also based in Python, with the help of
Google Colab5 which is a platform that o↵ers a virtual environment of Python help-
ful to use with neural networks as they also provide GPU processing which is important
to speed up the training process of neural networks. Google also developed a library
named Tensorflow6 which is powerful for deep learning solutions. Tensorflow will be the
library we will use to train, optimise and export the neural network model, which we will
use to automatically classify the websites giving the data we extracted before.

Preparation The preparation here was more complex than before as we decided to cre-
ate a neural networkmodel from scratch. So, basically, we decided to go with a supervised
learning algorithm frommachine learning named neural network, which needs a training
dataset for it to be able to learn from examples and then be capable of making its own
classifications. As we did not have such a training dataset and it would be di�cult to
create it in the time frame of this project, we looked up online and found a research, [1], in
which they provide a dataset named Darknet Usage Text Addresses 10K or simply DUTA
10K. This dataset is nothing more than an excel file with 10 000 entries where on each
row there is a unique domain from the TOR network with the corresponding language,
the main class and sub class classification given manually for each of the domains.

Figure 4.12: Small portion from the DUTA 10K dataset

Before proceeding with the study, we decide to take a look into the DUTA 10K and
get more knowledge about it.

5More information at https://colab.research.google.com/.
6Deep Learning Library. More information at https://www.tensorflow.org/
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In terms of classification, it has 26 unique main classes, and 24 unique sub classes.
Their distribution is as follows:

Figure 4.13: DUTA 10K Main Class Distribution

Figure 4.14: DUTA 10K Sub Class Distribution

From the figures above, we can observe that some classes in the main class distribution
or in the sub class distribution are way more common than others. This can be a problem
for the neural network training process because the training dataset is clearly unbalanced,
however, there are solutions for that, and we will explore them shortly.
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At this point, we have a dataset that can be used for the training process of the neural
network, however, the objective is to input the neural network with text (i.e. with the
text extracted from the hyperlinks) to get a classification. We have the domains from the
DUTA 10K with the respective main class and sub class classification, but we don’t have
their text to use as examples for the neural network to understand which texts relates to
which main class and sub class. Therefore, we would need the texts from every domain
in the DUTA 10K to use as examples for the neural network training process. To do this,
we had to scrape the DUTA 10K domains, just like we did with dataset 1 in section 4.2.2.

Before that, we created two tables, just like we did with dataset 1, a table for the
hyperlinks from the DUTA 10K, which we called hyperlinks_training and another table
called hyperlinks_training_images for the OCR analysis of the images from the DUTA
10K. With this, we would have two datasets, the DUTA 10K and the dataset 1, which is
our object of study, with the same exact structure, apart from the fact that the DUTA 10K
dataset have already been classified manually by its creators.

Figure 4.15: MySQL tables created to prepare the DUTA 10K dataset for the training

We hope that the explanation for the preparation of the neural networkmodel training
was clear, but if not, at the end of this section, everything will hopefully make sense.
Nevertheless, to summarise the idea till now is that we found a dataset with 10 000
domains that were already classified (DUTA 10K), but this dataset did not have the same
structure as dataset 1, so we had to make them equal in terms of structure so that the
only di↵erence between these two datasets will be that one has a classification (DUTA
10K) and the other does not (dataset 1), everything else will be the same, they both have
a count of the number of images, the title of the domain, the description, keywords and
the text from its index web page.

After running the same scraper we created for the dataset 1 in the DUTA 10K we
obtained the same structure as the dataset 1.
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Figure 4.16: Portion of the hyperlinks table after running the scraper

Figure 4.17: Portion of the hyperlinks_training table after running the scraper which
shows the exact same structure as figure 4.16 apart from the language, main class and

sub class fields

If we compare the figure 4.17, which is representative of the scraping result of the
DUTA 10K, and the figure 4.16, which is representative of the scraping result of the
dataset 1, we can conclude that now they are similar. The di↵erence is on the DUTA
10K hyperlinks table that has three extra fields when compared with the table of the
hyperlinks from dataset 1. These fields are the lang, class and sub class, which were
both given on the DUTA 10K. Now we “just” need to train a neural network with the
prepared structure of the DUTA 10K table and see if we can get the training process to
generalise well the problem and find patterns in the text that would afterwards allow us
to input that model with the dataset 1 and get those extra two fields, the main class and
sub class. It is also relevant to mention that as the DUTA 10K provided the language to
each domain, we also thought that it could be interesting to also have that for our dataset
not only for statistical purposes but also because it is information relevant to enhance the
results of some algorithms that can distinguish languages such as the OCR, so, we used
a python package named TextBlob which is a natural language processing library that
o↵ers many functionalities like detecting the language of a given text with the help of
Google Translate Engine.

One final remark for the preparation of the training dataset is that the scraping of
10 000 domains left us with just 2527 domains to use, which is a small number because
the rest were o✏ine or were inaccessible. This fact made us check some of the domains
manually, and another problem surged, as the DUTA 10K was more than 2 years old, at
the time of writing, some of the classes given were not correct with the website because
meanwhile, it changed. This could be a problem for the final results of the classifier, and
in fact it was, but we will get there shortly.

Process The process to create the automatic classifier was also complex, and it was one
of the tasks that required more time developing. Now that we had the training data
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prepared and on a MySQL table (easy to access), we created a script on Google Colab and
developed a neural network. There are multiple types of neural networks, but as we saw
in the chapter 1 section 2.4.3 the main architectures are the Recurrent Neural Networks,
Convolutional Neural Networks and Artificial Neural Networks. Within these types,
there are di↵erent variants, and as there are tons of parameters and forms of mounting a
neural network, these structures are not so fixed.

After a lot of reading and testing, we went with a Convolutional Neural Network ar-
chitecture by using one dimension convolutional layers on our model as this architecture
is mostly used to be worked with images and video kernels that have higher dimensions.
Nevertheless, these types of neural networks are powerful because they take into account
the relation between values going through a layer and the older values that have already
passed through there, taking therefore into account spatial and temporal characteristics
of the data. The process used from preprocessing the text until saving the model can be
succinctly described as follows:

1. Process the dataset texts (text scraped + images with text)

• Remove Punctuation

• Remove Stop Words (e.g. “a”, “the”, “is”, etc.) - required language detection

• Lower all the text

2. Split the dataset in 67% for training and 33% for validation

3. Create an array for every domain will all the words scraped from them

4. Convert that words in numbers (as neural networks do not understand words)

5. Train the neural network

6. Save the neural network model

The process described above seems too direct and clear, but it was way tougher than it
looks. We have already chosen an architecture, but there are many other factors such
as the number of layers, number of neurons on each layer, the activation function of
each layer, number of epochs, loss functions, etc. As there is no right answer for all of
these parameters, and every scenario is di↵erent, we used some hyper parameterisation
techniques to find the best parameters for the neural network. There are many techniques
to do this, such as Grid Search, Random Search, Bayesian Models, etc. They all have
di↵erent forms of finding the best parameters, but their goal is the same, return the
model’s characteristics with the highest performance metrics (usually referencing the
accuracy or f1 score). With this, we decided to try some of the techniques, and we used
Random Search, Hyperband (which is based on Early-Stopping) and Bayesian Search.
They work very similarly: we give a set of options to try based on our architecture (i.e. we
establish that we want to try having [100, 200, 300] neurons on the first layer, try having
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as activation functions [“sigmoid”, “tanh”], and so on) and then the algorithm will try
di↵erent combinations of the possible options we provided and return the best result. As
you might think, this is a process that takes quite long, and therefore it took some time
for us to find a good solution.

After finding good parameter settings for the problem, we also searched for other
optimisations, and one that is really worth it is the use of an embedding layer. An embed-
ding layer is nothing more than a layer that simply takes an embedding matrix, which
represents the words that we’re going to train by a set of weights with a semantic meaning.
In other words, if in my dataset I have the words “father”, “son”, “further” and “sun”,
this matrix will transmit that the word “father” and “son” are semantically closer and
therefore they will have similar weights when compared with the other two words. This
is powerful because it facilitates the neural network in discovering patterns.

Another important setting we added to our model was balancing the dataset. As you
have seen in the figure 4.13 and figure 4.14 the biggest part of the training dataset belongs
to the main class “Hosting” and the sub class “Empty”, this means that if we did nothing,
the classifier would be influenced by this biased vision of the dataset. So, a thing that can
be done when we have an unbalanced dataset is adding weights to the classes and making
them have the same chance of being the classifier’s result. This is done by simply finding
the class with the higher number of examples and dividing that number by the number
of examples of the class we are computing the weight. For each of the neural networks,
we made some modifications within the training dataset to improve the results.

An important remark to highlight here is that till now we gave the idea that we would
input the neural network with text and it would give us the main class prediction and
the sub class prediction, however, we decided, as there would be too many outputs, to
simplify the output from the neural network and brake the classifier in two di↵erent
neural networks. So, we decided to create not one classifier but two, one for the main
class and the other one for the sub class.

For the main class classifier, we erased some of the main classes.

• “Down”, “Fraud”, “Empty” and “Hosting” were deleted

If we look into the figure 4.13 we can observe that these main classes are either the ones
with higher examples or lower examples, and the reason why we did this is simple, the
main classes “Down”, “Empty” and “Hosting” were a↵ecting the results as they were
more than 50% of the training dataset and the balancing optimisation was not enough.
The “Fraud” was removed because the domains with this main class were o✏ine, and
therefore we could not scrape any text from them, meaning that we would not be able to
use it to train the neural network.

For the sub class classifier we used a di↵erent approach and we compacted some of
the sub classes and erased others.
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• “Driving License”, “Passport” and “ID” were compacted in a sub class named “Iden-
tity Documents”

• “Folders”, “Hate”, “Email”, “Blog”, “Chat”, “Server” sub class were deleted

• “Directory” and “Search-Engine” were compacted in a sub class named “Directory”

• “File-Sharing” and “Software” were compacted in a sub class named “Software
Services”

• “Illegal” and “Legal” were compacted in a sub class named “Markets”

• “General-Pornography” and “Child-Pornography” were compacted in a sub class
named “Pornography”

The reasons here are similar to the ones in the main class, some were deleted because
the domains with those sub classes were o✏ine or they were unbalancing the dataset too
much or were not relevant. The ones we compacted was intending to help the quality
of the neural network training process as we notice a significant improvement in the
training by doing this. We also tried to mitigate the e↵ect of the training dataset being
outdated by changing each sub class of the DUTA 10K manually to “Pornography” when
keywords related to this content were found regularly through a website.

Results The results obtained were not great as there were some problems identified
along the process that was crucial to the outcome of the classifier. The fact that only a
small percentage of the domains from the DUTA 10K were available to crawl and that a
percentage of those domains were outdated in terms of classification, was decisive for the
final results.

In terms of training we were able to train a model for classifying the main class with
the following metrics:

• Accuracy - 38.79%

• Loss - 5.97

• F1 Score - 32.47%

• Precision - 48.99%

• Recall - 24.42%

and for the sub class with the following metrics:

• Accuracy - 97.03%

• Loss - 0.22

• F1 Score - 97.45%
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• Precision - 98.07%

• Recall - 96.85%

We can observe that the second model (sub class classifier) was way better than the first
one (main class classifier), and that has to do with the adaptations we made to the dataset.
By compacting some classes and correcting some outdated classifications from the DUTA
10K, we were able to increase by a lot the quality of the model, however, we observed
some overfitting that was hard to reduce.

Below we will see an example of the results obtained with the automatic classifier for
the domain analysed with id 178:

Figure 4.18: Index web page of a hyperlink found by seed with ID 178.

Figure 4.19: Top 20 words found on the text scraped from URL id 178
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Figure 4.20: Automatic Classifier result on the left for the main class and on the right for
the sub class

The results for this specific URL id were very accurate, however, we noticed a problem
with domains where the main class result indicated a website content of “Cryptocurrency”
or “Counterfeit Credit-Cards”. This problem is the result of the DUTA 10K dataset being
outdated since it is more than 2 years old and some domains changed their content
meanwhile.
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Below, we have an example for the URL id 1:

Figure 4.21: Top 20 words found on the text scraped from URL id 1

Figure 4.22: Automatic Classifier result for the main class

On the figure 4.22 we can observe that the classifier believes this is a website about
“Cryptocurrency” and from the figure 4.21 we can observe that this website is clearly a
pornography domain. We could think that it is an error from the neural network model as
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it is not perfect, but in fact, the neural network is doing its job here. The problem is that
most of the domains from the DUTA 10K that were about “Cryptocurrency” and “Coun-
terfeit Credit-Cards” are now mostly websites of “Pornography”, so the neural network
model learned that the text about pornography should be classified as “Cryptocurrency”
or “Counterfeit Credit-Cards”. To prove this, we can simply look into the results of the
sub class neural network model, as when we trained it, we already knew about this prob-
lem, and we updated the sub class for pornography domains. We basically searched on
the text scraped from every domain in the DUTA 10K for pornography keywords, and
if found, we would ourselves change the sub class to “Pornography”. The result was the
following:

Figure 4.23: Automatic Classifier result for the sub class

Now, as you can observe in the figure above, the classifier gave a correct prediction.
That was the only significant infection we could identify, but we believe there are more,
however, as the training dataset was small, this one was the clear one. This was important
to prove that even with a proper neural network training process, we can achieve wrong
results if the training dataset is not coherent. This also proves that the training dataset is
hugely important on these problems because “infections” such as the one we’ve just seen
can mislead the results.

Notes Some notes about this task:

• Only 25% of the DUTA 10K dataset was online to be scraped.

• From the small percentage of 25% available domains from the DUTA 10K, a big part
had already changed their content since the time they were originally classified.
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• Due to the “infections” (i.e. the fact that the DUTA 10K classifications were out-
dated), we decided tomanually find every domain of the training dataset and change
the sub class manual label to “Pornography” if we found keywords such as “child-
pornography”, “pornography”, “porn”, etc. Then, we used that version to train the
model of the sub class classifier, which showed a significant improvement when clas-
sifying pornography domains, compared for instance, with the main class model,
which we trained with the original version of the DUTA 10K.

4.2.6 Social Network Analysis

Objective The objective of using Social Network Analysis (SNA) on this dataset was to
essentially have some interesting measures that quickly could give us an insight into the
importance of nodes within the network and some hints on its topology.

Technology In terms of technology, we used a Python library named, NetworkX7, which
is a package designed to study complex networks.

Preparation The preparation needed for the SNA study was basically to have a form
of saving the results for each domain of the network. Therefore we added a field on the
domains MySQL table for each of the metrics we wanted to measure.

Process The process was really simple as we just needed to upload all of the nodes of
the network into a NetworkX structure in Python, and then run the desired algorithms
to have the metrics we wanted. This package is very complete as it o↵ers a lot of dif-
ferent measures with di↵erent algorithms, however, we wanted to keep it simple and
meaningful, so we picked the following:

1. Centrality Measures

• Betweenness Centrality

• Closeness Centrality

• Degree Centrality

• In-Degree Centrality

• Out-Degree Centrality

• Eigenvector Centrality

2. Clustering Measures

• Clustering Coe�cient

3. Link Analysis

7More information at https://networkx.org/
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• PageRank

All of these measures were explored in the chapter 1 section 2.4.1, but in a brief form,
centrality measures are related to the importance of a node to others, clustering measures
give an insight into how is organised the network in terms of groups, clusters, and finally,
the link analysis, PageRank metric, is a specific case of centrality measures as it also tells
the importance of a node to other but focusing in the importance of node neighbours and
not only on its location and relations in the network.

Results The results were great as this package is well implemented, and the di�culty
in applying it was low. We could obtain all of the measures we aimed for while leaving
others out. Every metric gives its insight on the network, however, some of them give
similar results and therefore, we wanted to keep it short and demonstrate that these
metrics are enough to give an accurate look at the network topology, as we will see later
in chapter 6.

As we know these measures are a classic form of understanding the topology and the
relevance of important nodes within a network, however, it does not provide a look of the
structure from the whole network. In other words, some of these measures would be the
same if we changed the structure of the network. Therefore, there are some models that
carry patterns to look into a network structure as a whole, and one of those models is the
Core-Periphery model, in which we will focus next.

4.2.7 Core-Periphery Analysis

Objective The goal of the Core-Periphery model is to model a network into groups of
nodes belonging to a core and nodes belonging to a periphery. We already studied it in
chapter 1 section 2.4.2, where we learned that these structures are susceptible to di↵erent
meanings depending on our characterisation of core and periphery. Here, we will apply
this model and study the network at the eye of a single core-periphery structure and
multiple core-periphery structures. So, after understanding if each node belongs to the
core or the periphery, for the single-core periphery structure, and to which layer it belongs
and its coreness, for the multiple-core-periphery structure, we will try to make a visual
representation of the results.

Technology The technology used to make this study was essentially an algorithm for
detecting core-periphery structures named “Bayesian Core-Periphery Stochastic Block
Models” [48], which, as the name suggests, uses Bayesian inference to find and detect
core-periphery structures within a giving network. This algorithm was also available as
a Python library8 that was not available on Python’s package management system, and
therefore we had to install it manually.

8More information at https://github.com/ryanjgallagher/core_periphery_sbm.
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Preparation The preparation for this task was not much as we already had the data well
structured in a MySQL database. We just had to add fields on the domains table to save
the results from the algorithm for each domain.

Process The process was, just like with the social network analysis, to load the nodes
into a NetworkX web graph structure and then use the Python library with the core-
periphery algorithms. This library o↵ered the possibility of changing parameters in order
to find the best fit between the data and the model. We could change the following
parameters:

• n_gibbs (number of Gibbs samples)

• n_mcmc (number of Markov Chain Monte Carlo steps)

• n_layers (number of layers - available only for the multiple core-periphery detec-
tion)

This library also had a function that allows us to test the results with a quality function
and get a perception of how well the model fits the data.

So the steps to achieve the final results were the following:

1. Load all the nodes on a NetworkX web graph

2. Use random search to find the best parameters using a quality function from the
library

3. Save the best parameters

4. Run the library and detect the core-periphery structure(s)

5. Save the results for each node

After that, we went to the visualisation part of the results, and we started with the single-
core periphery, as it was the simplest case. So basically, we ordered the nodes by core
and then periphery and also by their probability of belonging to the respective partition
(metric also provided by the library). Then, we created the adjacency matrix for the
network in that order and created a graph that represents the matrix by having black dots
where the matrix is 1 and white dots where the matrix is 0. The results were not great,
and we didn’t replicate the same methodology for the multiple-core structures, yet, we
found a di↵erent solution, as we will see in the next chapter in the results section.

Results The results, as already announced before, were not great for the visualisation
part, however, they demonstrate an empirical di�culty which led us to find a better
solution. In terms of the single core-periphery structure visualisation, the following
happened:
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Figure 4.24: Result of the single-core periphery structure found for the dataset 1. The
left graph shows the entire network, the middle one shows the first 150 nodes and the

right graph is the middle graph with an o↵set of 150 nodes on the x axis

In the figure above, we can observe that on the left graph, where we have the entire
network, it is basically a blank graph. In reality, it is not empty, but as we are trying to
represent 7874 nodes by 7874, the matrix gets huge, and it is just impossible to display
it in this format. Therefore, as the problem was a scaling issue, we thought that instead
of visualising the entire network at once, we could just see snapshots of parts of it. So, in
the middle graph, we have the part that is circled on the left graph, the first 150 nodes of
the network. Here we can observe something more similar to a core-periphery structure,
however, one of the advantages of the core-periphery model is that it gives a perspective
from the structure of the whole network, and here we were sabotaging that in return for a
way of visualising these results. If we wanted to see, for instance, what is going on at the
red circle of the graph in the middle, we would need to travel there just like we did on the
graph at the right of the figure, which shows the red circle of the middle graph. This is
not viable, and we left this idea and decided instead to simply show a normal web graph
with nodes coloured di↵erently accordingly to their partition (core/periphery) or layer
(for the multiple core-periphery structures). So that was what we did, and the results will
be shown in the chapter 6 with the final results from all the approaches taken to study
this dataset.

4.2.8 Domains Detection

Objective The goal of our final approach was to use the raw texts that we scraped from
the available domains in our dataset and see what interesting information could we find
with it. An interesting thought was that if initially the dataset provided was created by
searching 114 domains (seeds) for hyperlinks, we could do the same for the hyperlinks
found. We would be basically adding another column in the original excel file shared
with us, figure 4.2, and have, therefore a third layer of relations between these domains.

Technology About the technology used, it was simply a Python script to find valid
domains using specific regex rules.
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Preparation The preparation needed before proceeding with this approach was to cre-
ate a structure to save the results, and for that, we created a MySQL table named ex-
tracted_hyperlinks with the following fields:

• url - the domain discovered

• url_id - to identify the URL id from which the domain was discovered

• valid_url - to identify if the domain discovered is valid according to RFC 2396
(Uniform Resource Identifiers)9

• updated_at - last update of the entry (used for debugging)

Figure 4.25: MySQL extracted_hyperlinks table created

Process The process used here was the following:

1. Get one URL from the hyperlinks table, one at a time.

2. Verify if that domain was scraped, and if so gather the text scraped (text + images
text from OCR).

3. Parse the text scraped and identify, with some regex rules, domains.

4. For the found domains remove the path from the URL to get the domain’s base URL

5. Save the result in the extracted_hyperlinks table

After that, we ran a script to check if the domains detected were valid according to RFC
2396 and saved the result in the valid_url field for the respective domain.

9More information at http://www.faqs.org/rfcs/rfc2396.html.
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Results Results were interesting as this process resulted in 4537 entries in the created
MySQL table, being however, just 1871 unique. This shows a lot of repeated domains
within these web pages.

Figure 4.26: Portion of the extracted_hyperlinks table after searching for domains in the
dataset

This analysis provided a powerful set of data that could reveal more interesting results
about the domains we studied. All of these results, and others, will be shown in the
chapter 6 where we compacted every study done with the dataset 1.
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5
Dataset 2

The following chapter will serve as an instrument to explain the second and last dataset
studied in this project. This dataset has some particular characteristics that will give us
the possibility to approach the dataset in a di↵erent form from which we approached
the first dataset. Like with the first dataset, we will start by explaining how it was built
and its structure, followed by the approaches we took to analyse it and extract relevant
properties.

5.1 Data Collection

The second dataset given for the project will be labelled after “dataset 2”. This dataset
goes a step further when compared with the process used to create the dataset 1. To
explain, this dataset goes beyond the crawling process used for the first dataset as it was
also used a scraper that is a software capable of extracting every content from an HTML
web page. The idea here was to gather specific and detailed information about a set of
domains.
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Figure 5.1: Figure 4.1 completed with the scraping process which was used for the
dataset 2.

It was selected 11 domains from the dataset 1 in which they would run a scraper
to extract all the information they could find. This resulted in the dataset 2, which is
composed of the 11 domains, where each of them was scraped in order to retrieve all the
.html pages found, all the cryptocurrencies wallets found, all the PGPs1 keys found and
all the emails found.

Figure 5.2: Data structure provided for each of the 11 domains scraped.

On this structure, we can observe a folder named HTML, which contains all the web
pages found in the domain, a crypto excel file which contains all the cryptocurrencies
wallets addresses found, an email excel file with all the emails discovered, an info excel
file with some specific information about the domain itself, a pages excel file with an
index for every HTML file in the HTML folder, and finally, a pgp excel file with all the
PGP information discovered.

Below there are 3 figures showing a small part of the data inside the crypto, the email
and the pgp excel file, respectively:

1The Pretty Good Privacy is an encryption system that allows two users to exchange information safely
by using symmetric cryptography and asymmetric cryptography techniques.
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Figure 5.3: Crypto excel file example from the dataset 2.

Figure 5.4: Email excel file example from the dataset 2.

Figure 5.5: PGP excel file example from the dataset 2.

To get familiarised with the dataset and as it was short in terms of domains, we looked
in detail at every domain provided within the dataset, and we organised the domains as
follows:

• Tochka Market (selling illicit goods) with more than 17 000 .html files

• 3 Directory (advertising illicit web sites) with 863 .html files

• 3 Apple Shop Market with 495 .html files

• 2 Cloned Cards Shop with a forum including 116 .html files

• 2 Others (protected by login and a blog) with just 102 .html files

5.2 Data Analysis

This was the second dataset studied in this project. As explained before, it had a particular
characteristic compared with the dataset 1, as it had just a universe of 11 domains from
the Dark Web. This made our approach be towards the following questions: what if
someone needs to study a small set of domains? What interesting facts can they be
searching for? and what should be our focus?

As you might think, some of the approaches taken for the dataset 1 could also be used
here, but that is not quite correct because, for instance, why would I create an automatic
classifier to study 5-20 domains when I could simply enter them and in less than a few
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minutes do it manually with almost 100% accuracy. So, the idea here was to explore
di↵erent natural language processing techniques and solutions from data analysis that
make sense to be used on a dataset like dataset 2.

Initially, this dataset looked to be the more promising, but in the end, it turned to be
not so wealthy in terms of data, and we believe this is due to the nature of it, as only one
of these domains had thousands of web pages to be explored.

The first thought was, if we are studying a small set of domains and they have been
probably picked with some criteria, why not make a cross-matching web graph with the
specific information gathered about it, and see how these websites correlate with each
other.

5.2.1 Cross-Matching Web Graph

Objective The goal of this approach was to intersect data provided in the dataset as it
could give many insights about the domains relation, as we will see next.

Technology In terms of technology used to create this web graph, it was basically a web
graph database named Neo4J2 which we will also introduce in the next chapter when we
talk about the web application we built to compact all the results from both the datasets.
This software is more than a database as it also allows us to visualise, do queries on the
data, integrate it with other applications, and a lot of other features. Nevertheless, for
this task, we will focus on its visualisation.

Preparation The preparation needed to achieve the objective, as Neo4j allows to import
data through excel files, was simply to create an excel file for each specific type of data
(emails, cryptocurrency wallets and PGPs) with their unique values, as some of them
were found repeatedly in multiple domains. Then, we created an auxiliary excel file that
gives the relation between them.

Figure 5.6: Portion of the structure of the domains

In the figure 5.6 we have a portion of the 11 domains studied in this dataset with their
respective ID that will afterwards be used to relate a respective domain with the data
found in terms of emails, cryptocurrency wallets and PGP keys.

2More information at https://neo4j.com/
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Below we have an example of how we structured it for the emails:

Figure 5.7: Portion of the structure of the emails

In the figure 5.7, just like with the structure of the domains, we have all the unique
emails found in every domain of the dataset with the respective unique ID.

Figure 5.8: Portion of the domain emails relation structure

Above, we have the structure that allows identifying where was a respective email
found in our domains dataset. Now, we repeated the same for the cryptocurrency wallets
and PGP keys in order to have this information on excel files ready to be imported to the
Neo4j Database.

Process The method passed through importing the excel files we created to the Neo4j
database and then process the data there to achieve our goal. In Neo4j there are no static
structures such as tables in MySql, but we can create labels that basically represent a
group of nodes. Therefore, as the dataset had 11 domains with specific data about the
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PGP, cryptocurrency wallets and emails, we created 4 groups of nodes with the following
labels:

• Domain - 11 nodes - represent the domains in study

• PGP - 8 nodes - represent the unique Pretty Good Privacy Keys found

• Crypto - 39 nodes - represent the unique cryptocurrencies wallets addresses found

• Email - 134 nodes - represent the unique emails found

For each of these labels, we could add every information we wanted, so for instance,
for the email group, we also added the respective email value and so on for the other
type of nodes. In terms of relations, we can also define di↵erent types of relations for any
node within the database, however, for this dataset, we just need one type of relationship
that we designated as “KNOWS_DOMAIN” that will basically connect each node of PGP,
Crypto and Email to the respective domain where it was found.

Results The results were great as after importing all the data, the Neo4j tool did the
rest and gave us the following web graph:

Figure 5.9: Cross-Matching Web Graph with the respective labels for each type of node.
In yellow we have the 11 domains, in grey 8 PGP keys and 39 cryptocurrency wallets

and in rose the 134 emails discovered.

The figure 5.9 was a success as it allowed us to easily understand how the di↵erent
types of data (emails, cryptocurrency wallets and PGPs) are related to each domain. We
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also visited every domain and discovered what was their content about, as mentioned
before, and that information was completely coherent with these clusters of data. The
Tochka Market has the biggest community and a lot of information, so we could automati-
cally, correctly, say that this domain is the one with the biggest cluster in the figure 5.9. At
the top left, we have three domains grouped that are the three directory domains. Below
them, we also have three domains but with just one email, and these domains are the ones
related to the Apple ShopMarkets. Below the Apple ShopMarkets, on the bottom left, we
have two domains that are the ones about Cloned Card Shops, and on the bottom right,
we have the remaining domains, the blog domain and the domain protected by login. By
looking into every domain initially, we were able to identify every domain within the web
graph just by looking at it, as we already knew the number of clusters and their sizes, the
domains with more information and the domains with less information.

5.2.2 Name Entity Recognition (NER)

Objective The goal of this approach was to try to identify a set of entities within the
domains of this dataset. The idea is that if we have a set of domains in which we want to
understand more in detail what they contain, we could build a form of finding specific
keywords and associate them with entities. This would afterwards allow us to have a
searching system where we could look up for specific data way faster than simply search
them through all the text of these domains, especially because some of these domains
have thousands of web pages, each one with a lot of text.

Technology In terms of technology used here, it was also based on Python programming
language with the auxiliary of an algorithm provided by a natural language processing
library named spaCy3. We also tested other algorithms such as the Standford Name Entity
Recognition Algorithm4, however, we didn’t get the same results as with the spaCy library,
and we ended but using it. The spaCy NER algorithm is faster than Standford NER, but
that was not the reason to choose it over others, because in reality, the algorithm we
decide to use will depend on the data we have, and spaCy results were more accurate
than Standfords.

The spaCy name entity recognition algorithm works with machine learning technolo-
gies, and therefore they provided di↵erent models to run the algorithm. These models dif-
fer by language and the size of the dataset used to train the models. As the domains from
the dataset were all in English, we decided to use the model named “en_core_web_lg”
which is the best to run the NER with English text. This model allows the detection of
the following entities:

• ORG - Companies, agencies, institutions

3Natural Language Processing library in Python. More information at https://spacy.io/
4Standford (NER) is a software developed in Java that allows identifying specific entities from a text.

More Information at https://nlp.stanford.edu/software/CRF-NER.html
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• FAC - Buildings, airports, highways, bridges, etc

• NORP - Nationalities or religious or political groups

• GPE - Geopolitical entity, i.e. countries, cities, states

• LOC - Non-GPE locations, mountain ranges, bodies of water

• LAW - Named documents made into laws

• PERSON - People, including fictional

• PRODUCT - Objects, vehicles, foods, etc. (not services)

• MONEY - Monetary values, including unit

• EVENT - Named hurricanes, battles, wars, sports events, etc

• WORK_OF_ART - Titles of books, songs, etc

• LANGUAGE - Any named language

• ORDINAL - “first”, “second”, etc

• CARDINAL - Numerals that do not fall under another type

• QUANTITY - Measurements, as of weight or distance

• PERCENT - Percentage, including “%”

• DATE - Absolute or relative dates or periods

• TIME - Times smaller than a day

Preparation The preparation required to apply the NER algorithm passed through cre-
ating some MySQL tables to allow us to access the web pages provided by the dataset,
scrape them and save their result. Then, we also needed a structure to save the results
from the NER. Therefore we created the following tables:

• domains - 11 rows - identifies every domain from the dataset

• domain_web_pages - 19563 rows - identifies every web page provided in the dataset
for every domain

• domain_ner - to save the results from the NER
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Figure 5.10: On the left, we have the domains table that will contain the 11 domains
from the dataset. In the middle, we have a domain_web_pages table which contains the

information provided in the pages excel file. Finally, at the right, we have the table
domain_ner, which will serve as an object to store the results from the NER for the

respective domain.

In the figure above, we can observe the three tables created (domains, domain_web_pages
and domain_ner) that basically will serve as structures to achieve the objective. The do-
mains table will have the domains from the dataset in study, the domain_web_pages table
will have the information about each downloaded HTML web page for the respective do-
main (information provided in the excel file named pages as you might remember from
figure 5.2 in section 5.1). The last table created, domain_ner, is the one in which we will
save the NER results.

All of these tables are connected to each other by a one-to-many relation where a
domain can have multiple web pages and a web page can have multiple name entity
recognition results.

Process The process passed through in a simple form, scrape every HTML page avail-
able for each of the 11 domains and then run the NER for all of those web pages scraped.
We could briefly describe the process in the following steps:

1. Gather a domain from the domains table

2. Gather all the web pages available for that domain from the domain_web_pages
table one at the time

3. For each web page, scrape the text and save the result on a specific field of the table
domain_web_pages for that web page

4. For each web page scraped, run the NER algorithm and save the result in the do-
main_ner table while identifying to which web page and domain that entity discov-
ered belongs.
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Results The results from the algorithm were not great as there was a lot of meaningless
words classified, however, we could identify 513 654 entities in 19563 web pages from
the 11 domains.

Figure 5.11: Portion of the results saved on the domain_ner table with the identification
of the domain and web page to which it belongs to, the type of entity and the value.

With this, we created a system that allows filtering the domains by type of entities
found and search values on the domain_ner table with some e�ciency. This system will
be shown in the next chapter, where we will display all the refined results from the
approaches taken to the first and second datasets.
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6
Web Application

In this chapter, we will merge all the work done during the project on a web application
format. We created this web application to publicly and easily release the study online
while showing how relevant this form of displaying results can be. It will also have some
interactivity and an appearance of a kind of Dark Web Monitor where we can see all the
information in detail about every domain, navigate through the web graphs and take our
conclusions about it. We will explain the technology behind the web application and all
the results obtained from its development.

The web application is publicly available at https://darkor.org.

6.1 Technology

The technology used to develop the web application was the following:

• Backend and Frontend built in Laravel, which is a PHP programming language
framework

• JavaScript to most of the website interactivity and visualisations

• MySQL for the database

• Neo4J for the web graph database

The development of this web application was a challenge mainly for two reasons,
integrate a lot of di↵erent technologies in a production environment (i.e. host Neo4J
database online, host MySQL database, and host a web server), and the need of displaying
a web graph with 10 000 edges and 7874 nodes. For the integration challenge, we ended
up with having the Neo4J database and the Domain Name Server being hosted on Google
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Cloud Platform while the web server and the MySQL database being hosted on a control
panel named Plesk. For the web graph finding the best library to build it was crucial, as
there are many solutions for that, and we actually tried some of the most known libraries
for web graphs, such as D3 JS or Cytoscape JS. Nevertheless, both of these libraries were
not as fast as we wanted, andwe kept searching until we found a library named Vivagraph
JS, based on a library named nGraph JS, a JavaScript package focused on drawing web
graphs on a browser using Web Graphics Library. Despite being an unknown library
when compared with D3 JS or Cytoscape JS, it was the one that performed better and was
the one chosen for the web application.

The Neo4j database was used to simplify the process of having web graphs on the
website as Neo4j o↵ers APIs to access the data and query it remotely. The rest is quite
simple to understand, a MySQL database online to store all data studied in the chapters 4
and 5 and a web server to deploy the website itself. After going through the challenging
process of deploying all these services online, we were ready to start developing the
application with the help of tools such as control version software like Git1, it was easy
to go through the development of this web application and have it easily updated with
the web server.

6.2 Development

We structured the web application accordingly with this document, having a section
about the dataset 1 and a section about the dataset 2. Here we will display and describe
briefly the idea of each web page created. The structure was the following:

• https://darkor.org/ - describes the purpose of the project and gives an intriguing
overview of the study.

• https://darkor.org/about - describes the entities that helped the progress of this
project and the people involved in it

• https://darkor.org/login - login web page as it was required to have some data
protected

• Dataset 1

– https://darkor.org/dataset1/overview - Overview of all the approaches taken
to study this dataset

– https://darkor.org/dataset1/webgraph - Interactive web graph of the dataset
with access to every node detailed information

• Dataset 2
1Control version software that allows to have a historical record of all the di↵erent versions from a

project and also other features such as deploying a version easily into a web server. More information at
https://git-scm.com/
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– https://darkor.org/dataset2/overview - Overview of all the approaches taken
to study this dataset

– https://darkor.org/dataset2/webgraph - Interactive web graph of the dataset
with access to a Name Entity Recognition tool

6.3 Results

The results can be easily seen online at the project’s website, however, we will describe
briefly the results in which the web application was built.

In terms of the dataset 1, where results can be observed athttps://darkor.org/dataset1-
/overview and at https://darkor.org/dataset1/webgraph, we started with a scraping pro-
cess, chapter 4 section 4.2.2, where we could scrape 4985 domains as the others were
o✏ine or inaccessible. From these domains we were able to extract 40796943 words
which give an average of 8183.94 words extracted per domain.

One of the things we noticed was that some domains happened to have not so much
text written in the HTML code, but to have images instead of displaying some text, there-
fore we used an Optical Character Recognition, chapter 4 section 4.2.3, to extract those
texts. About 85% of the domains had images, giving an average of 16 images per domain,
and 15% of those had significant text to be recognised. This approach led to 2835 texts ex-
tracted which were valuable as we added this text to the text extracted from the scraping
to increase the amount of information about each domain.

About the temporal analysis, in chapter 4 section 4.2.4, we could extract interesting
statistics. The objective was to check whether these domains oscillated in terms of their
availability, and after analysing them for a long period, we had 3896 domains which alter-
nated their availability status, 1824 domains that were available every time we checked
them, and 2144 that were completely inaccessible. On average, 56% of the domains from
the dataset 1 were active, which lead us to conclude that the domains on this dataset are,
in fact, not so stable and have indeed something that makes them oscillate in terms of
availability. One interesting result obtained from the temporal script is represented in the
following figure where we o↵er a view of the network filtered by the average availability
of each node.
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Figure 6.1: Temporal Analysis result represented by the average availability of each node.
Brighter green represents nodes that have an higher average availability and darker

green the ones with lower average availability.

One of the most interesting approaches we took with this dataset was the development
of an automatic classifier, chapter 4 section 4.2.5. By using the text scraped either by the
text available on the web page, either by the text extracted through the OCR from the
images, we were able to have enough information that hopefully could be enough to
classify these domains. After creating a neural network model, we were able to attribute
a possible main class value and a sub class for every domain that was scraped. As we
used a dataset to train our neural networks that was some years old, some problems
did happen on the results. Some main classes such as “Counterfeit Credit-Cards” and
“Cryptocurrency” were classified as so despite the domain being about “Pornography”.
This happened because some of the “Counterfeit Credit-Cards” and “Cryptocurrency”
domains from the training dataset were manually classified some years ago, and now
these domains changed their content mostly to “Pornography”, which mislead the neural
network models in error. Below we can observe the main class distribution for the dataset
1, which highlights the “Counterfeit Credit-Cards” as the top main class, however, we
already know that these domains are mostly “Pornography” ones.

112



6.3. RESULTS

Figure 6.2: Main Class distribution from the automatic classifier applied on the dataset
1.

For the sub class, which tries to go more in detail about what a domain is about, we
tried to solve some of the problems and here we tried to correct the outdated domains
from the training dataset and the results were better. As we can observe in the figure
below, the “Markets” sub class is the top one followed by the “Inconclusive” tag, which,
like with the main class, are representing the domains that had a classification output
from the neural network below the usual 0.5 on these multi-class classification problems.

Figure 6.3: Sub Class distribution from the automatic classifier applied on the dataset 1.

One of the later approaches we took at this stage was to understand the languages used
in these domains. Below we have the language distribution, which shows a predominance
of the English language.
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Figure 6.4: Languages distribution showing a predominance of the English language.

With an accuracy of 39% for the main class and 97% for the sub class we learned
some interesting aspects with this small study on classifying domains. First, we should be
careful with the training dataset we used in terms of being updated as things can change
from the time the training dataset was created and the time it is used. Second, with some
corrections without manipulating the data, we can suppress some of the e↵ects of an
outdated training dataset, and as we can see, for the main class we got a 39% accuracy,
and for the sub class this value raised significantly to 97%, however with some overfit.
The objective here was to prove that an automatic classifier can be an interesting tool to
have on these problems. Nevertheless, we should never forget that they will always be
susceptible to errors, and therefore we should look at them as an auxiliary helper and not
as the final answer to a classification.

One study that is very common on networks is the social network analysis which we
studied in chapter 4 section 4.2.6. From this study, we discovered some characteristics
of the network like the link density (0.000161), the average clustering (0.0544) or the
average degree (2.54). Apart from these global metrics of the network, we also studied
for every node of the network some centrality measures, clustering measures and link
analysis metrics. The results revealed that we have a structure with a low number of
edges where on average, every node has 2.54 connections. The result from the average
degree is misleading as it looks to the network as a whole because, in reality, we have one
single node (a seed) that alone owns 5590 edges which is more than half of the relations
from this dataset. Looking into the out-degree metric, we can observe that this node,
with 5590 edges, has a 0.71 value for the out-degree centrality. For the in-degree metric,
the maximum value seen was a node with 0.00356 in-degree centrality. Below, we can
observe this node highlighted in white on the web graph we built to help us interpret the
result from the social network analysis. In blue, we have the seeds, and in grey, all the
other domains from the dataset.
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Figure 6.5: Dataset 1 web graph with the node that owns the biggest part of the edges
highlighted in white.

Another important node in this dataset is the one highlighted in white on the next
figure, as it wins almost every one of the others measures from the social network analysis.

Figure 6.6: Dataset 1 web graph with the node that has the top measure for Closeness
Centrality, Eigenvector Centrality, Page Rank and in-degree Centrality.

The node highlighted in figure 6.6 is definitely one of the most interesting ones in this
dataset as it is also a seed that, compared with the seed depicted in figure 6.5, only have
24 edges.
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Figure 6.7: Degree distribution from the dataset 1 network showing similarities with a
power law distribution.

The social network analysis is really important as it o↵ers an excellent background
from a network in terms of its topology. Nevertheless, there are di↵erent forms of under-
standing a network structure, such as network models like the Core-Periphery analysis.
In the chapter 4 section 4.2.7, we explained how we made this study in the dataset 1 and
why is it important. The algorithm used gave some interesting results, but for that, we
had to build a form of visualising it as the size of the network is considerable.

In the next figure, we can observe the results for the core-periphery analysis, on its
discrete variant, displayed in a web graph with cores coloured in red and periphery nodes
coloured in a faded red.

Figure 6.8: Core-periphery result of the single layer variant (discrete model). Red
represent nodes belonging to the core while faded red nodes represent the periphery.

The results make much sense if considering the web graph, because almost any central
node creating a cluster, was positioned by the core-periphery model as a node belonging
to the core. We got 12 cores and 7862 periphery nodes that show how small is the core. As
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mentioned before, this dataset was created by looking into 114 domains and discovering
more domains from those, so, a first thought could be that those 114 nodes could be cores
of the network, but the core-periphery only marks 12 cores that, not surprisingly, are all
domains from that 114 list.

In terms of the continuous model from the core-periphery study, according to the
analysis done on the chapter and section mentioned previously, we obtained the following
representation:

Figure 6.9: Core-periphery result of the multiple layer variant (continuous model). Red
represent the nodes belonging to the first core-periphery pair and yellow represent the

nodes belonging to the second core-periphery pair.

This representation has two main colours: red and yellow. In red, we have di↵erent
fades of colours that represent its coreness. So darker red has a higher coreness value
than a lighter red, and the same for the yellow, which represents the second layer. The
multiple core-periphery model gives a lot more information because we can distinguish
which nodes are more important to the core than others. Interestingly, the second layer
is way bigger than the first one and only owns nodes that do not form clusters on the
network. On the other hand, the first layer has the most important nodes of the network
when it comes to the social network measures, and therefore it owns almost every seed
within the network. On the first layer (red nodes), we have 72 nodes, and on the second
layer, the remaining 7802 nodes.

A final interesting result we studied from this dataset was discovering new domains
within the text scraped from the domains analysed. We tried to create a new layer of
relations on this dataset, and we could conclude that the domains found by the seeds had
532 domains pointing towards the clear web and 3987 domains towards the Dark Web.
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Figure 6.10: Hyperlinks destination found on the texts scraped from the domains
analysed in the dataset 1.

Just 11.77% of the domains, discovered on the texts scraped, pointed to the clear web,
which reveals that on this dataset, the majority of the domains have more connections
and relations with other Dark Web domains, nevertheless we cannot ignore the small
percentage that gives users a way out from the Dark Web in direction to the surface web.

Now changing to the dataset 2, where results can be observed at https://darkor.org/da-
taset2/overview and at https://darkor.org/dataset2/webgraph, we created di↵erent vi-
sualisations and tools to dig into the data analysed. Below we have the cross-matching
information web graph that allowed us to conclude a lot about these domains. This study
can be seen in more detail in chapter 5 section 5.2.1.

Figure 6.11: Cross-Matching information web graph of the dataset 2.
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In the figure 6.11 we can see the 11 domains from the dataset 2 in grey and the
detailed information represented by the nodes coloured in blue, red and yellow (email,
cryptocurrency addresses and PGP keys, respectively). As the dataset is not big, in terms
of domains, we could conclude a lot from the figure above.

• We have 3 domains in the middle surrounded by emails which led us to think
that those domains might be related in terms of content as they have the same
“customers”.

• On the top left corner of the figure, we have a single domain surrounded by a lot
of emails, PGP keys and cryptocurrency wallets, which by looking into this dataset
and comparing with the other clusters induced us, correctly, to believe that this
domain has the biggest community.

• On the far right, we have 1 domain connected to two PGP keys, and below it, 3
domains connected by a single email. Those are hard to understand what they
represent, but we can interpret the 1 domain alone connected to just 2 PGP keys
as a web page protected (i.e. login required), and the 3 domains connected by the
same email as the email of someone important for those 3 domains.

• On the bottom part of the figure, we have two clusters, one formed by 2 domains
and the other by a single domain. This says again that those clusters are made of
possible customers using similar web pages to full fill their needs.

Another interesting study was the detection of entities names on the text scraped
from the HTML pages provided in the dataset for each of the domains. As explained in
chapter 5 section 5.2.2, the algorithm used allowed the detection of 18 di↵erent entities.
The objective was to create a form of indexing information quicker with the help of filters
that would be the entities.

119



CHAPTER 6. WEB APPLICATION

Figure 6.12: Name Entity Recognition indexation tool.

The figure 6.12 shows the tool developed that has more than 500 thousand entities
and is capable of being filtered by an entity and searched by inputting any keywords.

This was a brief description of some of the visualisations and results displayed at the
web application, however, we invite the reader to visit the web application and play with
the web graphs or explore the name entity tool.
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7
Conclusion

A project of this nature, that is based on giving datasets, is propitious to have good results
or bad results depending on the “quality” of the datasets, however, it should not a↵ect the
quality of the project, because, in the end, we are studying real data that is not perfect and
susceptible to noise. This thought is important as we should not give the responsibility
to a dataset for the quality of a project, but we must understand the importance and the
limitations that a dataset can inflict on a project. On this project, we had two datasets that
prove this thought. The first dataset (chapter 4) was limited as it only had URLs and the
relation between them (which URL found which URL), however, we were able to increase
the information about this dataset, which allowed us to make a deeper study on it. On
the other hand, the dataset 2 (chapter 5), which was made of specific information from 11
domains belonging to the Dark Web, was small in terms of domains but huge in terms of
information, as we had all the HTML pages from each of the domains and some specific
information found on these domains such as emails, cryptocurrency wallet addresses and
PGPs keys.

One of our focuses was also to show that we are surrounded with a lot of technologies,
algorithms and data models that can be applied to these types of problems, nevertheless,
it is important to understand which are relevant to be applied here and that was an
important criterion we had in mind when it came to choosing interesting approaches to
take for both datasets. As explained before, in the chapter 1 section 1.2, these datasets
give a di↵erent vision from the Dark Web, one is way broad and tries to show how is
the structure of these darknets (dataset 1), while the other is more targeted on specific
domains which make us looking into it with a di↵erent vision (dataset 2).

For the first dataset we scraped all of the domains (chapter 4 section 4.2.2), while
using Optical Character Recognition (OCR) (chapter 4 section 4.2.3) to also extract text
from images, to increase the information about each domain. We created a temporal
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analysis script (chapter 4 section 4.2.4) to check how was the variability of the availability
of each domain. We developed an automatic classifier (chapter 4 section 4.2.5) using ma-
chine learning neural networks to, with the text scraped from the domains, give possible
classifications about each domain’s content. We also computed the usual social network
measures (chapter 4 section 4.2.6) and applied a Core-Periphery model (chapter 4 section
4.2.7) to the network.

For the second dataset we created a cross-matching web graph (chapter 5 section 5.2.1)
to reveal which information was common between domains and we also applied a Name
Entity Recognition algorithm (chapter 5 section 5.2.2) to give a form of indexing words
easily with some predefined labels.

After the independent analysis of each dataset, we created a web application to merge
all the results from every technique and approach developed. The idea was to create a
platform that is accessible to anyone and could display the project in an understandable
and natural form with the help of relevant visualisations. The majority of the domains
analysed were about pornography which also shows one of the biggest types of content
available on the Dark Web.

The web application allowed us to summarise results and combine them into a co-
herent vision of ours datasets. We found that images are very relevant in these domains,
and they can be an interesting object of study for future work. The biggest part of these
domains changed their availability multiple times when we analysed them, which proves
that this can be an important characteristic from the DarkWeb to study in the future. This
study helped to reveal some of the characteristics of the Dark Web, studied in previous
chapters, such as the fact that these domains have low in-degree centrality. The dataset
edges distribution also showed something similar to a power-law distribution which is
something seen before as one of the main characteristics of the Dark Web. This is also
related to the fact that these domains are hard to find as compared with the domains
living on the surface web.

In terms of challenges, we had a few during the project. However, the hardest ones
were the development of the automatic classifier, since it was di�cult to manage the
problems associatedwith the training dataset and the development of a form of displaying
the web graph of the dataset 1 on a web browser with some responsiveness and quickness,
due to the fact of we’re talking about a web graph with 10 000 edges and almost 8000
nodes. We add the extra di�culty of changing the colour dynamically according to some
filters for visualising the availability of the network, categorisation and Core-Periphery
analysis.

There are obviously some possible improvements to highlight. Some of them were
already mentioned previously, but there are some other interesting aspects that can be
important for future work. Using clustering and communities detection algorithms could
be something interesting to study as it could be a di↵erent way for categorising domains
and reducing a big and complex network into understandable and manageable groups.
Something also interesting related to categorising domains could be using similarity
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algorithms to understand how di↵erent or similar these domains are from each other.
Another final optimisation note could be towards the framework used here because we
were given two di↵erent types of datasets, and we worked them in a generalised way that
we believe could be transformed into an automatic framework tool to apply the same
analysis on any given dataset. This framework could also culminate the results on an
interactive web application just like this project culminated on.

We hope that our line of thinking was well explained through the document, as the
study was also driven by the “obvious” paths to choose for every step of the analysis.
Obviously, our final remarks from the study can not have some direct assumptions of the
DarkWeb structure or its topology as we only had access to a small part of it. Nevertheless,
according to all the studies we read, like the ones from the chapter 3, we can observe
that some of theirs conclusions were also seen on this dataset which makes our project
also coherent with other studies from the Dark Web. We observed the fact that Dark
Web domains are certainly harder to find when compared with domains from the surface
web, we observed the common power-law distribution for the network social network
analysis degree metric distribution, and we also observed something interesting in this
project related to the Literature ReviewMethod article, described in chapter 3 section 3.4,
where unconsciously we ended up using the same techniques described there as the ones
most used on these type of projects, Network Analysis Methodologies and Marketplace
Scraping. On our project, we did not only ended using both techniques described as the
most used ones on the article, but we also used the same architectural framework analysis
to proceed with the project: Data Collection, Data Preprocessing, Data Processing and
Results. This was not surprising as these types of problems almost drive us on that logical
path.

To finish our final thoughts, we also believe in the power of using web applications
as monitors to display achieved results during these types of projects as it can o↵er a
form of passing a message about a study easily, intriguingly and most importantly, under-
standably. We demonstrated the power of using di↵erent technologies such as machine
learning neural networks, natural language processing, images processing, simple python
scripts and web application technologies to create a final product that, more than giving
interesting knowledge about the datasets in study, gives a completed perspective of the
project from the beginning where we just had a few excel files and some HTML pages to
a whole platform with a lot of data analysis results and incredible visualisations.
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