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ABSTRACT 

The rise of various messaging apps has resulted in intensively fierce competition, and the era of Web 

2.0 enables business managers to gain competitive intelligence from user-generated content (UGC). 

Text-mining UGC for competitive intelligence has been drawing great interest of researchers. 

However, relevant studies mostly focus on industries such as hospitality and products, and few 

studies applied such techniques to effectively perform competitive analysis for messaging apps. 

Here, we conducted a competitive analysis based on topic modeling and sentiment analysis by text-

mining 27,479 user reviews of four iOS messaging apps, namely Messenger, WhatsApp, Signal and 

Telegram. The results show that the performance of topic modeling and sentiment analysis is 

encouraging, and that a combination of the extracted app aspect-based topics and the adjusted 

sentiment scores can effectively reveal meaningful competitive insights into user concerns, 

competitive strengths and weaknesses as well as changes of user sentiments over time. We 

anticipate that this study will not only advance the existing literature on competitive analysis using 

text mining techniques for messaging apps but also help existing players and new entrants in the 

market to sharpen their competitive edge by better understanding their user needs and the industry 

trends.  
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1 INTRODUCTION 

The rise of various messaging apps entering the market has brought on increasingly stiff competition 

and understanding the real demands of users becomes vital for the success of such mobile apps. 

Reviews posted by users may reveal valuable intelligence for practitioners in the market. Competitive 

analysis by text-mining user-generated content (UGC) has been widely studied for many industries such 

as hospitality (He et al., 2013; Gémar & Jiménez-Quintero, 2015; Amadio & Procaccino, 2016; Kim & 

Jeong, 2018; Gao et al., 2018; Hu & Trivedi, 2020) and retail business (Xu et al., 2011; Wang et al., 2018; 

Liu et al., 2019). Analyzing user reviews of messaging apps could further broaden the applications of 

competitive analysis leveraging text mining techniques.  

Recent work has shown that competitive intelligence can be obtained through text-mining user reviews 

of mobile apps (Li et al., 2017; Shah et al., 2019). However, the current approaches either examine only 

a small part of user reviews with comparative patterns (Li et al., 2017) or requires manual filter to 

effectively extract app features from user reviews (Shah et al., 2019). Moreover, topic modeling was 

employed to extract latent topics from user reviews of similar apps, but the usefulness of the extracted 

topics in competitive analysis was not explored (Su et al., 2019). In general, competitive analysis using 

user reviews of mobile apps involves three critical issues: (1) extracting shared app aspects from 

informative reviews across multiple competitive apps, (2) app aspect-based sentiment analysis, and (3) 

competitive analysis based on app aspects and user sentiments. To the best of our knowledge, previous 

studies mainly focus on solving only a part of these issues. Additionally, previous methods were 

presented for general mobile apps rather than specific apps, but the performance of feature extraction 

varied considerably from app to app (Guzman & Maalej, 2014).  

Here, we describe a competitive analysis using topic modeling and sentiment analysis on user reviews of 

messaging apps. Distinct from previous studies (Li et al., 2017; Shah et al., 2019; Su et al., 2019), the 

present work considers all of the three critical issues. Based on this concept, this work set out to 

investigate the usefulness of topic modeling and sentiment analysis in terms of uncovering competitive 

insights from user reviews of messaging apps. Three research questions need to be addressed for 

achieving this objective: (1) the performance of topic modeling, (2) the performance of sentiment 

analysis, and (3) the competitive intelligence based on topic modeling and sentiment analysis. This work 

is expected to provide a possible solution for existing players and new entrants of messaging apps to 

obtain competitive intelligence from user reviews of peer apps.  

In the present work, based on text-mining user reviews of four iOS messaging apps, we adopted a topic 

model to extract the shared app aspect-related topics across the four competitive apps, employed a 

lexicon-based tool for sentiment analysis to adjust the sentiment score for each review, and performed 

a competitive analysis using the extracted topics and the sentiment scores. The results show that the 

performance of topic modeling and sentiment analysis is promising, and that the competitive analysis 

reveals meaningful insights into several facets.  

Grounded on the objective of our research, the remainder of this work is organized as follows. The next 

section reviews previous studies regarding competitive analysis by text-mining UGC, topic modeling and 
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sentiment analysis. The methodology section introduces our research framework and describes the 

process of domain-specific text preprocessing, topic modeling, sentiment analysis and competitive 

analysis. Thereafter, we present the results and discuss our findings in section 4. Subsequently, section 5 

concludes our research. Finally, we discuss the limitations of our research and provide recommendations 

for future works in the last section.  
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2 RELATED WORKS 

We started by reading research papers in reference to competitive analysis by text-mining UGC. These 

studies took us to another two research fields, topic modeling and sentiment analysis. Research materials 

in these two domains were then reviewed, and they indeed provided a significant direction for the 

construction of our methodological framework.  

2.1 COMPETITIVE ANALYSIS BY TEXT-MINING UGC 

Hotel industry has been leveraging the feedback and content generated by customers to gain competitive 

intelligence. Gémar and Jiménez-Quintero (2015) text-mined what people discussed about a total number 

of 83 hotel brands on social media such as Twitter, Facebook, LinkedIn and YouTube from three 

dimensions, i.e., sentiments, passion and reach, and examined the correlation between these dimensions 

and the return on equity using sample data consisting of hotel information and financial statistics. Their 

results indicate that hotels can improve their financial performance by analyzing the content on social 

media. Moreover, based on a framework of strengths, weaknesses, opportunities and threats, Amadio 

and Procaccino (2016) employed text mining and visualization tools to analyze TripAdvisor reviews of 

three hotels located in New York City. Their study suggests that such analysis can reveal previously 

unknown but valuable competitive insights, which assist hoteliers in taking appropriate strategic and 

operational actions. Hu and Trivedi (2020) also analyzed online reviews on TripAdvisor. Differently, they 

implemented content analysis and repertory grid analysis to explore the detection of brand performance, 

competitive landscaping and development of competitive strategies by text-mining customer reviews of 

six international hotel brands. In their study, customer preferences towards hotel attributes were used to 

detect brand positioning and competitive groups, and customer expectations and perceptions contributed 

to the development of competitive strategies for identified competitive groups.  

Besides hotel industry, restaurant industry and retail business are also able to obtain competitive 

intelligence from customer feedback. He et al. (2013) quantitatively analyzed the number of followers, 

postings, comments, shares and likes on Facebook and Twitter sites of three major pizza chains and text-

mined the wall posts on their Facebook pages and the tweets on their Twitter sites. Different patterns on 

Facebook pages and on Twitter sites were found for the three pizza chains. Their results affirm the value 

of social media data in competitive analysis and indicate that social media of these businesses positively 

promote the customer engagement. Moreover, Kim and Jeong (2018) conducted a competitive analysis 

for two ramen rivals in Korean market by combining sentiment analysis of the online UGC on blogs and 

forums of the two ramen brands as well as statistical analysis to examine the correlation between market 

share gap and UGC volume, time-series sentiment comparison and customer sentiments towards product 

features. Significant gaps were shown in UGC volume and customer sentiments of the two ramen brands, 

clearly indicating that one is a market leader and the other is a market follower. Furthermore, the 

comparative relations extracted from online customer reviews of competing products (Xu et al., 2011) 

and restaurants (Gao et al., 2018) also reveal competitive insights. Using a graphical model based on the 

two-level conditional random fields (Lafferty et al., 2001), Xu et al. (2011) extracted comparative relations 

from a corpus of Amazon customer reviews and built comparative relation maps for visualization. Their 
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approach was capable of identifying potential operation risks, which could further guide product and 

marketing strategies. Gao et al. (2018) presented a model to mine aspect-oriented comparative relations 

from online reviews of restaurants and used the comparative relations to create three types of 

comparison relation networks, which respectively help restaurants to understand their market positioning, 

identify top competitor and recognize competitive strengths and weaknesses. These insights were 

expected to help the restaurants to develop a better service improvement strategy. Rather than using 

comparative opinions, Wang et al. (2018) performed a topic analysis by applying the latent Dirichlet 

allocation (LDA) (Blei et al., 2003) to online reviews of two wireless mice and two oil diffusers sold on 

Amazon, and the product strengths and weaknesses were effectively identified in their analysis. Different 

from the LDA as an unsupervised method, supervised learning was implemented for identifying 

competitors from the UGC on social media sites of automotive products (Liu et al., 2019). In addition to a 

competitor identifier, their approach also contains a domain-specific sentiment lexicon for measuring 

customer attitude. Competitive advantages and disadvantages were revealed based on the detected 

competitors and their customer attitude.  

Mobile apps can also benefit from user reviews to gain competitive insights. Li et al. (2017) presented an 

approach to compare apps by identifying review sentences with comparative opinions and matching app 

alias in reviews. Their experiments on five million user reviews from Google Play suggest the effectiveness 

of the proposed method in terms of identifying meaningful comparisons across mobile apps. Similarly, 

CompetitiveBike is a system to predict the popularity of bike-sharing apps by analyzing data from various 

sources, which include microblog posts with strong comparative opinions (Ouyang et al., 2019). These 

approaches ignore numerous reviews and posts that are not expressed in a strongly comparative manner. 

A possible solution is the tool developed by Shah et al. (2019), which automatically classifies user reviews 

into five types, extracts app features using the rule-based Simple Approach for Feature Extraction (SAFE) 

(Johann et al., 2017) and generates summary for developers to view the feature-related information of 

their own app as well as competing apps. However, their results show that the SAFE suffered from low 

precisions in app feature extraction from user reviews, and thus manual filter is necessary to improve the 

performance. Furthermore, Su et al. (2019) combined the LDA model and sentiment analysis to analyze 

user reviews of similar apps and matched the extracted topics across the similar apps based on their 

semantic similarities. Their results are encouraging in topic coherence and sentiment analysis.  

Within this context, the present work expands Su et al.’s (2019) study by applying topic modeling to 

discover the shared topics from user reviews of messaging apps without topic matching. We also 

conducted a competitive analysis based on the extracted topics and sentiment analysis, which was not 

further investigated in their study.  

2.2 TOPIC MODELING 

Topic modeling is a statistical tool for discovering the latent topics from many documents of texts 

without any prior annotations or labeling (Blei, 2012). This technique has been widely adopted in natural 

language processing concentrated on semantic analysis and text mining for analyzing social media 

content (Hong & Davison, 2010) and bioinformatics data (Liu et al., 2016).  
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The latent semantic analysis or indexing (LSA/LSI) (Deerwester et al., 1990) is an early topic model 

proposed for automatic information indexing and retrieving based on singular value decomposition. 

Most traditional information retrieval approaches rely on a lexical match between query words and 

those in queried documents, but different words can express the same concept and most terms have 

varying meanings, thereby returning a large amount of irrelevant information during the query 

(Deerwester et al., 1990; Dumais, 2005). In LSA, terms and documents are mapped to a semantic space 

wherein closely related terms and documents are positioned near one another, and the singular value 

decomposition arranges this semantic space in a way that major associative patterns are extracted from 

the data, and unimportant noises are ignored. As a result, documents with no co-occurred words may 

still end up having similar contexts. To extract k topics from a set of documents of texts, LSA 

decomposes the term-document matrix 𝐴𝑡×𝑑 into a multiplication of three matrices (Figure 1). The 

term-document matrix is the matrix of weight or frequency representation of the text-based data, and 

each column in the term-topic matrix 𝑈𝑡×𝑘 represents a topic. The topic-document matrix is structured 

by the product of the diagonal matrix of singular values 𝛴𝑘×𝑘 and the transpose of the topic-document 

matrix 𝑉  𝑑×𝑘
𝑇 .  

Figure 1 

The singular value decomposition of LSA with k topics 

 
 

Hofmann (1999) argued that LSA does not have a sound foundation in statistics and introduced the 

probabilistic LSA/LSI (pLSA/pLSI), also known as the aspect model. The aspect model is a statistical 

method based on the concept that a topic distribution 𝑃(𝑡|𝑑) exists in each document d of a total 

number of 𝐷 documents, and in a total number of 𝑁 words in each document 𝑑, each topic is 

determined by a word distribution 𝑃(𝑤|𝑡) (Figure 2). Both topic and word distributions follow the 

multinomial distribution. This approach of topic modeling changed from dimensionality reduction 

methods to probabilistic modeling.  
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Figure 2 

Illustration of the aspect model 

 

Note. Adapted from Probabilistic latent semantic analysis — PLSA by Serg Karpovich, 2013, Wikimedia 

Commons (https://commons.wikimedia.org/wiki/File:Вероятностный_латентно-

семантический_анализ.png). CC BY-SA 3.0. 

 

Unfortunately, pLSA is not capable of assigning probability to previously unseen documents and is prone 

to overfitting due to the growth in parameters with the increasing number of documents and words 

(Blei et al., 2003). To address these problems, Blei et al. (2003) presented the latent Dirichlet allocation 

(LDA), which is a hierarchical Bayesian model of three levels, namely document, topic and word. 

According to their study, a document contains multiple topics with different probabilities 𝜃, whose 

distribution follows the Dirichlet distribution, and another Dirichlet distribution also applies in the 

probability distribution of words 𝜑 in a topic (Figure 3). The parameters of the prior distributions, i.e., 

Dirichlet distributions, of topic distribution 𝜃 and word distribution 𝜑 are 𝛼 and 𝛽 respectively. 

Compared with the pLSA approach, the LDA method generalizes easily to unseen texts because it 

obtains the posterior distribution of the topic mixture weights by combining their prior distribution with 

the sample data rather than treats these weights as a large set of individual parameters (Blei et al., 

2003).  

Figure 3 

Illustration of the latent Dirichlet allocation 

 

Note. From Plate notation of the Smoothed LDA Model by Slxu.public, 2009, Wikimedia Commons 

(https://commons.wikimedia.org/wiki/File:Smoothed_LDA.png). CC BY-SA 3.0. 

https://commons.wikimedia.org/wiki/File:Вероятностный_латентно-семантический_анализ.png
https://commons.wikimedia.org/wiki/File:Вероятностный_латентно-семантический_анализ.png
https://commons.wikimedia.org/wiki/File:Smoothed_LDA.png
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Some derivations based on the LDA method were presented for specific tasks and improvements. 

Combining the traditional LDA and a statistical process, Blei et al. (2010) created the Hierarchical latent 

Dirichlet allocation (hLDA) to learn topic hierarchies from complex data. In hLDA, the latent topics are 

structured in a tree where each node represents a topic with its topic terms. Agarwal and Chen (2010) 

proposed the matrix factorization through LDA (fLDA) to predict user ratings in recommender systems 

such as content recommendation, ad targeting and web search, whose items are articles, ads and web 

pages respectively. The fLDA method regularizes the item factors through LDA priors. In the domain of 

mobile apps, Park et al. (2015) presented the AppLDA topic model that retrieves shared topics from app 

descriptions and user reviews and discards reviews which only contains misaligned topics with app 

descriptions. This topic model aims to find out the key aspects of apps and interrelate the vocabulary 

between app developers and users. Moreover, to handle the restriction due to a single Dirichlet prior 

distribution for topic proportions, Chien et al. (2018) introduced the latent Dirichlet mixture model 

(LDMM), which allocates multiple Dirichlet prior distributions to learn the latent topics and their 

proportions. Besides unsupervised tasks such as topic modeling and document clustering, the LDMM 

was also extended to a supervised LDMM for document classification (Chien et al., 2018).  

Another common topic model is the non-negative matrix factorization (NMF) (Lee & Seung, 1999), 

whose development is relatively independent of the aforementioned topic models. This model was 

initially introduced for learning parts of faces and semantic features of text. The basic idea of NMF is 

finding two non-negative matrices whose product approximates a given non-negative matrix, thereby 

factorizing the original non-negative matrix 𝑉 into a basis matrix 𝑊 and a coefficient matrix 𝐻, such that 

𝑉 ≈ 𝑊𝐻 (Figure 4). The column vector of the original matrix 𝑉 is the weighted sum of all the column 

vectors in the left basis matrix 𝑊, and the weight coefficient is the element of the corresponding 

column vector in the right coefficient matrix 𝐻. Both LSA and NMF share the key idea of matrix 

factorization and dimensionality reduction. However, singular vectors decomposed from LSA can 

contain negative values, while NMF has non-negative constraints and its positive and zero coefficients 

are more in line with human cognitive process when it comes to interpreting the importance of the 

words in extracted topics (Lee et al., 2009).  

Figure 4 

Illustration of the non-negative matrix factorization 

 

Note. From Illustration of approximate non-negative matrix factorization (NMF) by Qwertyus, 2013, 

Wikimedia Commons (https://commons.wikimedia.org/wiki/File:NMF.png). CC BY-SA 3.0.  

 

The LDA method is currently considered to be one of the most popular topic models and has been 

widely used for extracting useful information from app-related posts and reviews (e.g., Iacob & Harrison, 

https://commons.wikimedia.org/wiki/File:NMF.png
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2013; Guzman & Maalej, 2014; Ouyang et al., 2019; Su et al., 2019). However, NMF far outperformed 

LDA in terms of execution time, while the accuracy difference between these two models was trivial 

(Truică et al., 2016). Although the NMF approach preceded the introduction of LDA, some studies have 

shown its effectiveness in extracting topics from an informal textual content. O’Callaghan et al. (2015) 

analyzed topics extracted by NMF-based methods and LDA-based methods in six corpora with a total 

number of 501,743 textual documents and found that topics produced by NMF regularly have higher 

coherence than those generated by LDA, especially for niche or non-mainstream corpora. This result is 

in line with Contreras-Piña and Ríos’s (2016) conclusion that NMF extracted more useful and coherent 

topics than LSA and LDA based on an experiment on a dataset of 21,863 consumer complaints about 

department store’s credit cards. Moreover, according to an experiment on 57,934 user reviews of a 

popular e-commerce app released on Google Play, NMF obtained a better solution compared to LDA in 

modeling topics from app reviews (Suprayogi et al., 2018). The recent study of Albalawi et al. (2020) 

shows both LDA and NMF approaches delivered more meaningful topics than LSA, random projection 

and principal component analysis when dealing with short texts such as comments and reviews.   

User reviews of messaging apps usually contain informal expressions. Based on the existing studies, we 

selected the NMF method as the topic model for our research comprehensively considering 

effectiveness and efficiency. For user reviews, the data matrix contains non-negative values when each 

term in the review texts is properly represented, e.g., by scores of term frequency-inverse document 

frequency (TF-IDF). 

2.3 SENTIMENT ANALYSIS 

Sentiment analysis refers to the computational study of human opinions, attitudes and emotions 

towards entities such as individuals, events and topics, and aims to discover opinions in texts, identify 

the emotions these opinions express and classify their sentiment polarity (Medhat, 2014). To achieve 

sentiment classification, both supervised learning methods and unsupervised approaches can be applied 

(Liu, 2012). Supervised learning methods require training data with sentiment labels. In real practice, 

data sources from user-generated posts and reviews do not include such labels. Classifying the 

sentiment polarity or strength scale to UGC has become a popular research topic in recent years. 

According to Liu (2012), sentiment words dominate the sentiment polarity, and thus these sentiment 

words and phrases may be utilized for sentiment classification in an unsupervised manner.  

One of the unsupervised approaches to sentiment analysis for UGC is the lexicon-based method, which 

requires a predefined lexicon. The General Inquirer (Stone et al., 1966) is a lexical set with syntactic, 

semantic and pragmatic information of part-of-speech tagged words and gives labels of the sentiment 

polarity to most of its included words. The Multi-Perspective Question Answering (MPQA) subjectivity 

lexicon (Wilson et al., 2005) also provides the same structural information as the General Inquirer. 

Moreover, Wilson et al. (2005) included the additional subjectivity level of a word or a phrase with a 

label for strong or weak. Bradley and Lang (1999) created the Affective Norms for English Words 

(ANEW), a dictionary in which 1,034 English words are rated in terms of valence, arousal and dominance 

on a continuous scale between 1 and 9. The three rated dimensions are based on Osgood et al.’s (1957) 

theory of emotions. In their theory, valence (or pleasantness) and arousal (the intensity of excitement) 
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are the principal dimensions, while dominance (or control) is a less strongly-related dimension when it 

comes to emotions invoked by a word. Similar to ANEW (Bradley & Lang, 1999), SentiWordNet (Esuli & 

Sebastiani, 2006; Baccianella et al., 2010) also assigns three sentiment scores to each synonym set 

(synset), albeit from three different aspects regarding positivity, negativity and neutrality. This lexical 

resource is constructed on WordNet (Miller, 1995; Fellbaum, 1998) and publicly available in the Natural 

Language Toolkit (NLTK) (Bird et al., 2009) for research purposes. Furthermore, Linguistic Inquiry and 

Word Count (LIWC) (Pennebaker et al., 2003) provides a proprietary dictionary that organizes each word 

or word stem across one or more psychologically relevant categories, which can infer positive or 

negative emotions. With the rapid development of social media, more and more cyber related words 

appear in microblogs. Nielsen (2011) stated that some of the aforementioned General Inquirer, MPQA 

subjectivity lexicon, ANEW and SentiWordNet do not incorporate strong obscene words and Internet 

slangs, and thus he presented a new ANEW, a Twitter-based sentiment word list including cyberslangs 

and obscene words. In his comparative experiment, the new ANEW exceeded the General Inquirer, 

MPQA subjectivity lexicon and ANEW, but all these lexicons did not perform as well as SentiStrength 

(Thelwall, 2013), a lexicon-based tool for sentiment analysis. 

According to Thelwall (2013), SentiStrength is a sentiment analysis tool for classification of social web 

texts. This tool uses words and word stems from the existing LIWC and General Inquirer as well as 

special words and phrases widely used on social media, and sentiment scores of these words are 

annotated by humans and improved with machine learning methods. Also, some rules were constructed 

to cope with non-standard textual expressions particularly in social media such as emoticons, 

emphasized punctuations and intended misspellings. The tested cases show that SentiStrength 

performed well on a wide range of social media texts, but less well on texts with ironic and sarcastic 

expressions (Thelwall, 2013). SentiStrength has been used for aspect-based sentiment analysis for user 

reviews of mobile apps (Guzman & Maalej, 2014), for ranking product aspects from online reviews 

(Wang et al., 2016) and for sentiment measurement for user comments on social media (He et al., 

2016).  

Similar to SentiStrength, the Valence Aware Dictionary for sEntiment Reasoning (VADER) (Hutto & 

Gilbert, 2014) is another lexicon-based sentiment analysis tool designed for social media contexts. The 

human-validated sentiment lexicon of VADER exploits the existing lexicons such as the General Inquirer, 

LIWC and ANEW, incorporates additional terms commonly used in microblogs and is built on five 

grammatical and syntactical rules such as punctuations, capitalization and degree modifiers. In their 

experiments, VADER achieved notable success in social media domain and generally outperformed a 

majority of the well-regarded sentiment analysis tools including the General Inquirer, ANEW, LIWC, Hu-

Liu04 opinion lexicon (Hu & Liu, 2004), Word-Sense Disambiguation (Akkaya et al., 2009), SentiWordNet 

and SenticNet (Cambria et al., 2012). Recent studies have employed VADER for analyzing the sentiments 

of user reviews of mobile apps (Huebner et al., 2018; Su et al., 2019) and microblogs on Twitter (Elbagir 

& Yang, 2019) with encouraging performance.  

SentiStrength and VADER differ in the output of sentiment scores. For each input, SentiStrength reports 

two independent scores of positive and negative scales based on the psychological theory of humans’ 
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mixed emotions (Norman et al., 2011) (Thelwall, 2013), while VADER provides a compound score 

computed from the positive, neutral and negative scores (Hutto & Gilbert, 2014).  

Another earlier introduced dictionary-based tool for extracting sentiment from texts is the Semantic 

Orientation CALculator (SO-CAL) (Taboada et al., 2011). Different from word-based approaches using 

adjectives (e.g., Whitelaw et al., 2005) or adjectives and adverbs (e.g., Benamara et al., 2007) to infer 

the emotional orientation, SO-CAL exploits words including adjectives, verbs, nouns, and adverbs to 

calculate the sentiment polarity and strength. Apart from this extension of parts of speech (POS), SO-

CAL also incorporates a dictionary of intensifiers and a refined negation approach. Their results show 

that SO-CAL achieved consistent performance on completely unseen texts across domains, different 

from SentiStrength and VADER designed for social web texts.  

User reviews are one type of UGC, whose language expressions are similar to user posts and comments 

on social media. In the present work, we considered sentiment analysis tool with a focus on social media 

texts and included the recently introduced VADER to be part of the sentiment analysis of our research 

since the VADER compound scoring method is more appropriate to our further calculation of the final 

sentiment scores.  
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3 METHODOLOGY 

This section introduces the generic architecture of our research focusing on three key research issues: 

topic modeling, sentiment analysis and competitive analysis (Figure 5).  

As depicted in Figure 5, our framework starts with data collection, followed by a series of domain-specific 

data preprocessing steps including contraction expanding, text cleaning, spelling normalization, POS 

tagging, word lemmatization, non-English reviews removal, app feature extraction, removal of customized 

stop words and review pruning. After this, a topic model takes the extracted feature terms as input to find 

underlying app aspect-based topics. In parallel, partially preprocessed review sentences were used to 

compute their sentiment scores. In the end, we summarized the extracted topics and the sentiment scores 

to conduct a multi-faceted competitive analysis. In addition to statistical summaries, we also created 

comparative visualizations to better reveal competitive insights into several aspects.  

Figure 5 

The research framework of competitive analysis using topic modeling and sentiment analysis 
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3.1 DATA COLLECTION 

The app review management platform AppFollow (Appfollow, n.d.) aggregates user reviews from iOS, 

Android, Microsoft and Amazon app stores. We selected the United States as the country and separately 

exported user reviews of four iOS mobile apps, namely Messenger, WhatsApp Messenger, Signal - Private 

Messenger and Telegram Messenger, between June 1, 2020 and May 31, 2021. Since the app names of 

WhatsApp Messenger, Signal - Private Messenger and Telegram Messenger carry the word “Messenger”, 

which is also the name of the other app Messenger, we replaced the three app names with “WhatsApp”, 

“Signal” and “Telegram” respectively to clarify the app names and minimize redundancy.  

A total number of 27,479 reviews were collected. Table 1 lists the number of reviews and review 

percentage for each app.  

Table 1 

Information of app and user reviews 

App Name App Company # of Reviews (%) 

Messenger Facebook, Inc. 12,346 (44.93%) 

WhatsApp WhatsApp Inc. 10,513 (38.36%) 

Signal Signal Messenger, LLC 2,633 (9.58%) 

Telegram Telegram FZ-LLC 1,987 (7.23) 

TOTAL  27,479 (100%) 

 

The exported datasets were concatenated into a single dataset with 26 fields. The fields regarding the 

review datetime, app name, user rating and review content were selected for further analysis. Table 2 

provides a sample of the dataset with selected fields.  

Table 2 

Sample of dataset with selected fields 

Date AppName Rating Review 

2020-06-01 01:10:35 

 

Messenger 1 Can’t send pictures or videos 

 
2020-06-01 00:06:08 

 

WhatsApp 5 Still awesome 

2020-06-01 01:17:05 Signal 4 i love the app since i realized i needed the privacy 

from hangouts and zoom, but whenever i try to 

add someone to a groupchat, it shows up as “error 

user already in group” when they’re not? is 

anyone else having this problem? 

 
2020-06-01 04:14:59 

 

Telegram 5 The best app I’ve ever seen 
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3.2 DATA PREPROCESSING 

3.2.1 Contraction expanding 

Contractions are widely used in informal writing, and user reviews are no exception. The two terms 

“doesn't” and “does not” have exactly the same meaning, but they are two completely different tokens 

for a computer. Such contractions increase the dimensionality of the document-term matrix for further 

topic modeling. To reduce the redundancy in the data, we expanded the common contractions and 

slangs using the Contractions Python library (Kooten, n.d.) such that, e.g., “doesn't” was expanded to 

“does not”, “could’ve” to “could have”, and “wanna” to “want to”. This step also prevented the 

subsequent text cleaning from generating many wrong spellings such as “doesn t” and “could ve” after 

removing the apostrophes. In addition, this Python library is also capable of correcting common typos 

related to contractions such as “didnt” and “cant”. This kind of typos would be automatically expanded.  

3.2.2 Text cleaning 

User reviews are usually mixed-cased and comprise many non-textual characters such as punctuations 

and digits as well as characters in foreign languages. These characters provide least useful information 

about the app features and user attitude but introduce many noises to the topic model. As a result, we 

lowercased all review texts and then removed all URL’s, newline characters, punctuations, emojis, digits 

and non-English characters.  

Also, reviews with only one word such as “awesome” and “ugh” were dropped. These short reviews are 

usually praise, critiques or modal particles without mentioning any specific app features, and thus 

convey meaningless information for competitive analysis. A total of 1,952 such reviews was removed 

and 25,527 reviews remained at the end of this step. 

3.2.3 Word correction and normalization 

User reviews tend to involve spelling errors, variant forms of English spellings and informal 

abbreviations. Gu and Kim’s (2015) typo list only collects the common typos in user reviews of general 

apps, and most of their typos could be corrected by the Contractions Python library. Moreover, their 

typo list does not incorporate different forms of English spellings, which express the same meaning but 

represent entirely different things for a computer just like contractions. Since we were dealing with a 

specific type of apps, we performed a domain-specific correction and normalization of words to reduce 

the noises for further POS tagging, topic modeling and sentiment analysis.   

This sub-section includes checking the spelling property of each unique word, normalizing British 

spellings to American spellings, and correcting English misspellings and abbreviations.  

3.2.3.1 Spell check 

Before performing the spelling normalization and correction, we needed to identify the spelling 

properties of each unique word. The PyEnchant (Kelly, 2011) spellchecker was adopted for this task. This 

Python library is capable of recognizing different varieties of the English language such as American 
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English, British English and Canadian English. The same word in different varieties is understandable for 

humans but noisy for computers. The two common American and British varieties were considered in 

our spell check.  

We computed the frequency of each unique word in the corpus and sorted this frequency in descending 

order. The unique uppercase words were then passed to PyEnchant for checking if each of them is a 

correctly spelled English word, in both American and British spelling. We used capital words because all 

words were lowercased during the text cleaning, and PyEnchant is case-sensitive. For instance, “english” 

is not a correct spelling, but “English” or “ENGLISH” is. Finally, for each unique word, the PyEnchant 

spellchecker reported “True” or “False” in both American and British spellings.  

3.2.3.2 British-American spelling normalization 

For words in True British spelling but False American spelling, we normalized them to American spellings 

based on the British spelling dictionary of an American-British English translator (Hyperreality, n.d.), e.g., 

“behaviour” to “behavior”. Some of the True British spellings were not found in this dictionary, so we 

manually added the American spellings (Table 3). Finally, we replaced all the British spellings in the 

cleaned review texts with their American counterparts. 

Table 3 

Additional British-American spellings 

British spelling American spelling 

amongst among 

learnt learned 

customisation customization 

acknowledgement acknowledgment 

 

3.2.3.3 Spelling correction and abbreviation expansion 

Words with both False spellings are usually misspelled English words, informal English abbreviations or 

non-English words. In this step, we only corrected the English misspellings and informal English 

abbreviations, e.g., “recieve” to “receive” and “pls” to “please”. The detailed steps were selecting the 

both False words, going through those with a frequency greater than two and manually assigning the 

correct form to each word if the word obviously resembles an English word or abbreviation (Table 4).  
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Table 4 

Manual spelling corrections 

Word Manual correction 

fb facebook 

pls, plz, pleasee, pleaseee, plzzz, pleaseeee please 

idk receive do not know 

ui user interface 

messager, messanger, massenger, messnger, 

mesenger, mesengger 
messenger 

ppl, ppls people 

msgs, messeges, messenges messages 

cuz, coz, bcz, cus because 

receive a lot 

devs developers 

watsapp, whatsup, whatapp, whatsap, sapp, 

whatssap, whatsaap, whatspp, whatsapps, wattsapp, 

whattsapp, whatup, whastapp, watsap, whatsupp 

whatsapp 

thx thanks 

mins minutes 

soooo, sooo, soo, sooooo, soooooo so 

ux user experience 

acc account 

appstore app store 

useable usable 

dev developer 

untill until 

networkmanagererror network manager error 

iam receive am 

rlly, realy really 

receive happened 

receive receive 

goin going 

faceid face id 

hav, hv have 

homescreen home screen 

dosent does not 

awsome awesome 
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Table 4 (Continued)  

videocalls video calls 

stoped stopped 

abt about 

eachother each other 

stil still 

noooo no 

useing using 

wether whether 

sth something 

bt but 

lastname last name 

freind friend 

thankyou thank you 

messege message 

stikers stickers 

fav favorite 

redownloded redownloaded 

storys stories 

groupchat group chat 

usefull useful 

unistall uninstall 

lastest latest 

backround background 

aswell as well 

andriod android 

jus just 

gettin getting 

freinds friends 

allways always 

infos information 

looong long 

befor before 
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We also noticed that some words with both True spellings are widely-used abbreviations in modern life. 

Such common abbreviations were manually normalized to their expanded form (Table 5).  

Table 5 

Abbreviation expansions 

Abbreviation Expansion 

pic, pics picture 

info information 

ad, ads advertisement 

msg message 

pc computer 

bc, bcs because 

ap, app, apps application 

sec, secs second 

min minute 

hr, hrs hour 

yr, yrs year 

 

In the end, we matched all these misspellings and abbreviations (Table 4, Table 5) in the review texts 

and substituted them with their manual corrections or expansions.   

3.2.4 POS tagging and lemmatization 

POS tagging is a widely adopted technique for labeling the property of each word in a sentence. For 

instance, POS tags for sentence “This application is amazing” are DT-NN-VBZ-JJ in sequence. The “VBZ” 

tag indicates a verb of third-person singular in present tense. In general, nouns, verbs and adjectives 

contribute significantly to the expression of app features and user attitude, while words like pronouns or 

prepositions usually do not carry meaningful value in terms of user opinions. With the POS tag for each 

word, we can extract meaningful words based on specific POS tags.  

Lemmatization is a process to resolve each word in texts to its canonical form, which is also called a 

lemma. For example, the sentence “The buttons are not working smoothly” can be lemmatized to “the 

button be not work smoothly”. Since “buttons” and “button” suggest a very close semantic context, the 

lemmatization process also contributes to the dimensionality reduction of the document-term matrix for 

further topic modeling the same way contraction expansion as well as spelling correction and 

normalization do.  

We employed Stanford Core NLP (Manning et al., 2014) to generate the POS tag and lemma in the form 

of {lemma, POS tag} for each word in the review texts. For instance, the word “messages” would be 
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transformed to {message, NNS}, where message is the base form of messages and NNS means a plural 

noun.    

3.2.5 Non-English reviews filtering 

The step of text cleaning only removed non-English characters. Non-English reviews could contain all 

words made up of English letters. These user reviews are not the research object in the present work 

and are likely to negatively impact the performance of further topic modeling and sentiment analysis. 

Consequently, it is necessary to filter out as many non-English reviews as possible. Truică et al. (2015) 

leveraged the frequencies of stop words and diacritics in texts to automatically identify Romance 

languages. Their method would not work in our case for two reasons. One is that many English reviews 

are short texts and do not include any common stop words, e.g., the review “keep crashing”. The other 

reason roots in the fact that user reviews are not limited to Romance languages, and thus diacritics are 

not the key differentiators to separate English from other languages.  

However, using the frequency of specific words in the review texts is still a feasible idea. We exploited 

the POS tags generated in the previous step to filter out non-English reviews. For each review, we 

computed the number of the POS tags “FW”, the acronym of foreign word. Reviews with a number of 

FW tags greater than two were dropped and those having one or two FW tags were manually checked. 

In the end, a total number of 1,349 non-English reviews were removed and 24,178 reviews remained.  

3.2.6 Feature extraction 

Noun and noun phrases have been used to identify the attributes of products (e.g., Hu & Liu, 2004; 

Archak et al., 2011). However, users tend to express mobile app features using nouns (e.g., battery, 

screen) and verbs (e.g., freeze, crash), while adjectives and adverbs are often used to describe these 

nouns and verbs (Vu et al., 2015). We followed the approach adopted by Vu et al. (2015) to use nouns 

and verbs to identify app features. Lemmatized words with the POS tags in Table 6 were extracted from 

the review texts.  

Table 6 

POS tags for feature extraction 

POS tag Description 

NN Noun, singular or mass 

NNS Noun, plural 

VB Verb, base form 

VBD Verb, past tense 

VBG Verb, gerund or present participle 

VBN Verb, past participle 

VBP Verb, non-3rd person singular present 

VBZ Verb, 3rd person singular present 
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Table 6 (Continued) 

Note. Adapted from “Part-of-Speech Tagging Guidelines for the Penn Treebank Project (3rd Revision)” 

by B. Santorini, 1990, p. 6. ScholarlyCommons.  

 

3.2.7 Customized stop word removal 

Some terms in the extracted feature words provide little information about app features due to their 

meanings or extreme frequencies. Therefore, we created a list of stop words to minimize the noises for 

further topic modeling. Our list of stop words comprises five components. In addition to the default list 

of English stop words of NLTK and English letters that are not in the NLTK list, we included some 

unimportant words, domain-specific terms with extremely high frequencies in the extracted features, 

and indefinite pronouns, which were tagged as nouns by the POS tagger of Stanford Core NLP.   

Table 7 summarizes the removal process of the customized stop words. In the first step, all stop words in 

the list comprising the five components were removed from the extracted feature words. In the next 

step, we dropped feature words with a frequency lower or equal to ten in all the extracted feature 

words based on Step 1. These feature words with low frequencies do not characterize app features very 

well.  

Table 7 

Removal process of customized stop words 

Step Component Stop words 

1 

Generic stop words English stop words in NLTK default list 

English letters a-z not included in the generic stop words 

Unimportant words minute, day, month, year, thing, wth, omg, tbh, ect, nd 

Domain-specific terms application, facebook, messenger, whatsapp, signal, 

telegram  Indefinite pronouns someone, nothing, everything, something, anything 

2 Low frequency feature words words with a frequency <= 10 

 

3.2.8 Review pruning 

A total number of 2,783 reviews with extracted feature terms fewer than 2 were removed, and the 

remaining 21,395 reviews were kept for further topic modeling and sentiment analysis. Reviews with 

zero feature term such as “Still awesome” and “Very good” are uninformative for competitive 

intelligence at app aspect-based topic level, while a small number of reviews with a single feature term 

with no co-occurring feature words are mostly uninformative as well and introduce more sparsity to the 

topic model.  
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3.3 TOPIC MODELING 

3.3.1 NMF topic model 

Based on the NMF form 𝑉 ≈ 𝑊𝐻 (Lee & Seung, 1999), Figure 6 illustrates the decomposition of topic 

modeling for our research. In the data matrix, each row represents a review that comprises a vector of 

TF-IDF scores for the extracted feature terms, i.e., nouns and verbs, while each column represents the 

feature term variables. The NMF topic model factorizes the data matrix into a topic matrix containing 

the probabilities of the k latent topics for each review and a weight matrix with the weight values of the 

feature terms for each topic. The number of topics to extract k is a hyperparameter to be defined.  

Figure 6 

Non-negative matrix decomposition on feature terms 

 

We implemented the NMF topic model using Scikit-learn’s (Pedregosa et al., 2011) Python library. 

Firstly, the feature terms were vectorized to unigram-based TF-IDF weights by Scikit-learn’s 

TfidfVectorizer as the input for the topic model. Secondly, we defined k = 12 as the number of latent 

topics to be extracted from the model. Thirdly, the Non-negative Double Singular Value Decomposition 

(NNDSVD) method was selected for initializing the topic modeling process. This initialization method can 

ensure a deterministic outcome and demonstrated great efficiency when using sparse text data 

(Boutsidis & Gallopoulos, 2008). Lastly, we configured a maximum of five hundred iterations before the 

process convergence.  

After processing the NMF topic model with the defined hyperparameters, we selected the top fifteen 

words in weight values as the topic words for each extracted topic. Thereafter, we followed Guo et al. 

(2017) and named each topic according to the logical relations between the selected top words and 

their corresponding weight values. In detail, we kept the topic labels from 0 to 11 assigned by the topic 

label for each topic and connected the topic label and the topic name with a hyphen “-” for each topic. 

Also, we separated each aspect by a vertical bar “|” if more than one aspect was mentioned in the topic.  
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3.3.2 Evaluation of extracted topics 

To evaluate the performance of the NMF topic model, we randomly sampled 1% of reviews from each 

topic and conducted a manual analysis. We labeled “1” if a sampled review mentions any aspect within 

the corresponding topic name, otherwise “0”. The accuracy of the extracted topic 𝑡 is calculated as: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑡) =
𝑆𝑈𝑀(𝑡1)

𝑆𝑈𝑀(𝑡)
 

 

where 𝑆𝑈𝑀(𝑡1) expresses the count of samples with label 1 for topic t and 𝑆𝑈𝑀(𝑡) is the total number 

of samples for topic 𝑡.   

3.4 SENTIMENT ANALYSIS 

Reviews with almost the same content might receive varying rating scores from different users. To 

mitigate the bias of user ratings, we included the VADER compound score to adjust the final sentiment 

score for each review.  

3.4.1 VADER compound score 

VADER compound score is the superlative unidimensional metric to measure the sentiment for a given 

sentence, and this score is calculated by summing the valence scores of each term in the VADER lexicon, 

weighted according to grammatical and syntactical rules, and scaled to a range between -1 (most 

extreme negative) and +1 (most extreme positive) (Hutto & Gilbert, 2014).  

We used the Python tool developed by the authors of VADER to obtain the compound score for each 

cleaned review with spellings corrected and normalized. Since the user ratings follow a 1-5 rating scale, 

we normalized each VADER compound score 𝑠_𝑣𝑎𝑑𝑒𝑟 to be between 1 and 5 to facilitate further 

calculation:  

𝑠_𝑣𝑎𝑑𝑒𝑟_𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(𝑠_𝑣𝑎𝑑𝑒𝑟) = 1 +
(𝑠_𝑣𝑎𝑑𝑒𝑟 − 𝑚𝑖𝑛(𝑆_𝑉𝐴𝐷𝐸𝑅))  ∗  (5 − 1)

𝑚𝑎𝑥(𝑆_𝑉𝐴𝐷𝐸𝑅) − 𝑚𝑖𝑛(𝑆_𝑉𝐴𝐷𝐸𝑅)
 

where 𝑚𝑖𝑛(𝑆_𝑉𝐴𝐷𝐸𝑅) and 𝑚𝑎𝑥(𝑆_𝑉𝐴𝐷𝐸𝑅) are respectively the smallest value and the largest value 

among all the VADER compound scores 𝑆_𝑉𝐴𝐷𝐸𝑅.  

3.4.2 Weighted sentiment score 

Considering both user ratings and normalized VADER compound scores, we computed the final 

sentiment score for each review 𝑟 by using a weighted average:  

𝑠_𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑(𝑟) = 0.5 ∗  𝑟𝑎𝑡𝑖𝑛𝑔(𝑟)  +  0.5 ∗  𝑠_𝑣𝑎𝑑𝑒𝑟_𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(𝑟) 

where 𝑟𝑎𝑡𝑖𝑛𝑔(𝑟) corresponds to the score rated by a user for review 𝑟 and 𝑠_𝑣𝑎𝑑𝑒𝑟_𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(𝑟) is 

the normalized VADER compound score for review 𝑟. 

(1) 

(2) 

(3) 
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3.4.3 Evaluation of sentiment analysis 

Since we used the weighted sentiment scores, rather than the user ratings or normalized VADER 

compound scores, as the final sentiment scores for further competitive analysis, we assessed the 

effectiveness of the sentiment analysis from two perspectives. Firstly, we evaluated the performance of 

the weighted sentiment scores. Secondly, we compared the performance of the weighted sentiment 

scores with that of the user ratings and of the normalized VADER compound scores.  

For evaluating the performance of the weighted sentiment scores, a label indicating sentiment polarity 

was automatically assigned to each review according to a score benchmark of 4 based on the weighted 

sentiment score. For example, reviews with weighted sentiment scores greater than or equal to 4 were 

automatically assigned a “Positive” label, otherwise “Negative”. This score benchmark was based on the 

assumption that reviews with a sentiment score above 4 usually express praise or friendly advice, while 

below 4 tend to report some issues regarding specific app features, not necessarily consisting of words 

linking to emotions of hate, anger or annoyance. After automatically assigning the label of sentiment 

polarity based on the weighted sentiment scores to each review, we randomly sampled 1% of reviews 

from each polarity and conducted manual labeling of “Positive” or “Negative” for each sampled review. 

The criterion of manual labeling conformed to the assumption for the score benchmark. An additional 

remark to the criterion was that reviews expressing praise first and then a shift to report issues 

regarding specific app aspects were manually labeled as “Negative”.  

To compare the performance of the weighted sentiment scores with that of the other two scoring 

methods, we automatically assigned two more labels indicating sentiment polarity on the user ratings 

and normalized VADER compound scores to each sampled review according to the same score 

benchmark of 4.  

At this point, each of the sampled reviews had three automatic labels of sentiment polarity on the 

weighted sentiment scores, user ratings and normalized VADER compound scores respectively according 

to the score benchmark of 4 and one manual label. We summarized the number of sampled reviews 

based on the labels of sentiment polarity and presented the statistical results in three confusion 

matrices (Table 8). Table 9 explains the terminology of TP, FP, TN and FN.  

Table 8 

Confusion matrix for sentiment evaluation 

Weighted sentiment scores/User ratings/normalized VADER compound scores 

 
Negative (< 4) Positive (>=4) 

Negative (manual) TN FP 

Positive (manual) FN TP 
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Table 9 

Explanation of TP, FP, TN and FN 

Acronym Term Description 

TP True Positive the number of reviews with both an automatically assigned label (based 

on the score benchmark of 4) and a manual label to be “Positive” 

FP False Positive the number of reviews with an automatically assigned label (based on 

the score benchmark of 4) “Positive” and a manual label “Negative” 

TN True Negative the number of reviews with both an automatically assigned label (based 

on the score benchmark of 4) and a manual label to be “Negative” 

FN False Negative the number of reviews with an automatically assigned label (based on 

the score benchmark of 4) “Negative” and a manual label “Positive” 

 

Finally, we used the following classification metrics Precision, Recall and F1-score to respectively 

evaluate the performance of the weighted sentiment scores, user ratings and normalized VADER 

compound scores:  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 

 

3.5 COMPETITIVE ANALYSIS 

This section summarizes the extracted topics and the weighted sentiment scores from different 

perspectives for revealing competitive intelligence. The summary of review distributions and average 

sentiment scores indicated the overall review counts and user sentiments by topic for each app during 

the period between June 1, 2020 and May 31, 2021, while the sentiment evolution reflected the 

changes of user sentiments over time on a monthly basis. 

3.5.1 Review distributions and average sentiment scores 

To understand the review distribution, we aggregated the number of reviews by topic for each app. The 

mostly discussed topics are usually the main app aspects that the users are more concerned about.  

Using the weighted sentiment scores as the final sentiment scores, we also calculated the average 

sentiment scores by topic for each app. The average score of the topic 𝑡 for the app 𝑎 was calculated 

using the following formula:   

(4) 

(5) 

(6) 
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𝐴𝑣𝑔. 𝑆𝑒𝑛𝑡𝑖𝑆𝑐𝑜𝑟𝑒(𝑡𝑎) =
1

𝑛
∑ 𝑠_𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑(𝑟𝑡𝑎

)𝑖

𝑛

𝑖=1

 

where 𝑛 is the total number of reviews of the topic 𝑡 for the app 𝑎, and the weighted sentiment score of 

each review is denoted by 𝑠_𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑(𝑟𝑡𝑎
)𝑖 where 𝑖 = 1, 2, … , 𝑛. 

3.5.1.1 Visual review distribution 

To better visualize the main app aspect-based topics discussed by users, we created four pie charts 

which respectively show the percentages of reviews regarding each topic for the four messaging apps 

based on the review aggregation by topic for each app.  

3.5.1.2 Visual comparison of average sentiment scores 

We created a bar chart based on the average sentiment scores by topic for each app to visually compare 

the average sentiment scores of the four messaging apps at a topic level. The average sentiment scores 

were assumed to reflect the user satisfaction towards specific app aspect-based topics.  

3.5.2 Sentiment evolution 

We grouped the reviews by month and computed the average sentiment scores by topic for each app on 

a monthly basis. Moreover, to better visualize the monthly changes of user sentiments of the four 

messaging apps from June 2020 to May 2021, we plotted twelve line charts, each for an app aspect-

based topic.  

(7) 
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4 RESULTS AND DISCUSSION 

After multiple steps of data preprocessing, a total number of 21,395 informative reviews remained for 

topic modeling and sentiment analysis, whose results are demonstrated in this section, along with the 

statistical and visual outcomes of competitive analysis. At the end, a discussion regarding the reasonings 

and interpretations behind our findings is presented.  

4.1 RESULTS 

4.1.1 Topic modeling 

This sub-section presents the topics extracted from the topic model and the accuracies of topic 

extraction in the manual evaluation.  

4.1.1.1 Extracted topics 

Figure 7 displays the twelve topics decomposed from the NMF topic model, each with its topic label 

number and topic name based on the fifteen topic-words and their corresponding weight values. Most 

topics have one or two dominating words except for topic 2 - (group) chat | add feature | privacy and 

topic 10 - app/account deletion | download | account/login. These two topics hold a fair number of 

words with moderately decreasing importance, and thus they comprise more aspects regarding app 

features. The rest of the topics, though led by one or two words, are not always merely or intuitively 

represented by their dominating words. The other words in these topics also complete their dominating 

words to represent the aspect more clearly or even give information about additional app-related 

aspects depending on the weight values of the topic words.  

Figure 7 

Topics extracted from the NMF model 
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Figure 7 (Continued) 
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Figure 7 (Continued) 
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Figure 7 (Continued) 
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Figure 7 (Continued) 

       

       

4.1.1.2 Evaluation result of extracted topics 

Table 10 shows the result of the manual evaluation in extracted topics with their accuracy scores sorted 

by topic in descending order. Based on the total number of 215 samples, an overall accuracy of 86.05% 

was achieved across all topics. The accuracy scores of eight topics (1 - app/link opening, 3 - update | ios 

version, 7 - social/functional usage, 5 - (video) call | connection quality, 11 - photo/video/link/message 

sending, 9 - general problems to fix, 0 - message/notification receiving | read receipt and 8 - status | 

search contact) are above the overall score. In detail, both topic 1 - app/link opening and topic 3 - 

update | ios version received a 100% accuracy, while topic 5 - (video) call | connection quality and topic 

11 - photo/video/link/message sending received the same accuracy of 93.75%, topic 7 - social/functional 

usage in between, with 94.74%. Topic 9 - general problems to fix also obtained a score above 90%. In 

addition, the accuracy scores of four topics (0 - message/notification receiving | read receipt, 8 - status | 

search contact, 2 - (group) chat | add feature | privacy and 4 - app crash) fall between 80% and 90%, 
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while topic 10 - app/account deletion | download | account/login received the lowest accuracy 

(68.97%), about 2.5% lower than that of topic 6 - app/feature working issue | apple watch.  

Table 10 

Accuracies of topic extraction 

Topic # of 

samples 

#. of 

incoherence 

Accuracy 

 
OVERALL 215 30 0.8605 

 

1 - app/link opening 16 
 

1.0000 
 

3 - update | ios version 14 
 

1.0000 
 

7 - social/functional usage 19 1 0.9474 
 

5 - (video) call | connection quality 16 1 0.9375 
 

11 - photo/video/link/message sending 16 1 0.9375 
 

9 - general problems to fix 14 1 0.9286 
 

0 - message/notification receiving | read receipt 10 1 0.9000 
 

8 - status | search contact 8 1 0.8750 
 

2 - (group) chat | add feature | privacy 49 9 0.8163 
 

4 - app crash 10 2 0.8000 
 

6 - app/feature working issue | apple watch 14 4 0.7143 
 

10 - app/account deletion | download | account/login 29 9 0.6897 
 

 

4.1.2 Evaluation result of sentiment analysis 

Based on a total number of 214 samples, the confusion matrices (Table 11, Table 12, Table 13) present 

the statistical outcomes of the sentiment evaluation on weighted sentiment scores, user ratings and 

normalized VADER compound scores respectively. According to the manual labels, the majority class is 

Negative in the sample reviews. The numbers of correctly classified labels for weighted sentiment 

scores, user ratings and normalized VADER compound scores are 202, 192 and 182 respectively. As for 

the incorrectly classified labels, the number of false Negative (7) is slightly greater than that of false 

Positive (5) for weighted sentiment scores. On the contrary, the number of false Negative is obviously 

smaller than that of false Positive for user ratings and normalized VADER compound scores. For user 

ratings, the number of false Positive is 20 and of false Negative is only 2. For normalized VADER 

compound scores, the number of false Positive is 22 and of false Negative is 10.  
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Table 11 

Confusion matrix of sentiment evaluation on weighted sentiment scores 

Weighted sentiment scores 

  Negative (< 4) Positive (>= 4) 

Negative (manual) 170 5 

Positive (manual) 7 32 

 

Table 12 

Confusion matrix of sentiment evaluation on user ratings 

User ratings 

  Negative (< 4) Positive (>= 4) 

Negative (manual) 155 20 

Positive (manual) 2 37 

 

Table 13 

Confusion matrix of sentiment evaluation on normalized VADER compound scores 

Normalized VADER compound scores 

  Negative (< 4) Positive (>=4) 

Negative (manual) 153 22 

Positive (manual) 10 29 

 

The calculated Precisions, Recalls and F1-scores for weighted sentiment scores, user ratings and 

normalized VADER compound scores are reported in Table 14. Generally, the weighted sentiment scores 

outperformed the other two scoring methods, with an improvement of at least 7% in F1-score. Although 

the highest Recall (94.87%) was achieved when considering only user ratings as the sentiment scores, 

the Precision was about 30% lower than the Recall, resulting in a reduced F1-score. As for the 

normalized VADER compound scores, the Precision, Recall and F1-score were the lowest.  
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Table 14 

Performance of sentiment analysis 

  Precision Recall F1-score 

Weighted sentiment scores 0.8649 0.8205 0.8421 

User ratings 0.6491 0.9487 0.7708 

Normalized VADER compound scores 0.5686 0.7436 0.6444 

 

4.1.3 Results of competitive analysis 

This sub-section presents the summary of review distributions and average sentiment scores and their 

corresponding visualizations as well as the result of sentiment evolution.  

4.1.3.1 Review distributions and average sentiment scores 

The review distributions presented by percentages based on the review counts for each app (Table 15) 

are demonstrated in Figure 8, Figure 9, Figure 10 and Figure 11.  

The average sentiment scores during the period between June 1, 2020 and May 31, 2021 were mainly 

separated into two score levels, above 3 and below 3 (Table 15). Overall, Signal received the highest 

overall average sentiment score of 3.6500, followed by Telegram with 3.2373. Contrarily, both 

Messenger and WhatsApp obtained overall average sentiment scores below 3, with 2.3108 for 

Messenger and 2.9090 for WhatsApp. As for the average sentiment scores by topic, none of the scores 

exceeded 3 for Messenger, and WhatsApp obtained scores below 3 for most of the topics. Signal and 

Telegram received obviously higher average sentiment scores for all topics. Ten out of twelve topics of 

Signal had average sentiment scores above 3, and average sentiments scores of seven topics for 

Telegram were above 3.  

 

 

 

 

 

 

 

 



 

 33 

Table 15 

Summary of review distributions and average sentiment scores 

 
Messenger 

 
WhatsApp 

Topic Count Avg. score 
 

Count Avg. score 

0 - message/notification receiving | read receipt 643 2.1940 
 

182 2.9704 

1 - app/link opening 1,231 2.2490 
 

245 2.5101 

2 - (group) chat | add feature | privacy 1,687 2.4907 
 

1,955 3.1029 

3 - update | ios version 830 2.2532 
 

406 2.6615 

4 - app crash 644 2.1761 
 

264 2.7212 

5 - (video) call | connection quality 461 2.5468 
 

768 3.0304 

6 - app/feature working issue | apple watch 785 2.2822 
 

400 2.9034 

7 - social/functional usage 690 2.3623 
 

701 3.1048 

8 - status | search contact 136 2.5203 
 

523 2.8720 

9 - general problems to fix 889 2.3479 
 

359 2.6551 

10 - app/account deletion | download | account/login 1,742 2.2118 
 

736 2.5177 

11 - photo/video/link/message sending 924 2.2795 
 

398 2.9780 

ALL TOPICS 10,662 2.3108 
 

6,937 2.9090 
 

Signal 
 

Telegram 

Topic Count Avg. score 
 

Count Avg. score 

0 - message/notification receiving | read receipt 94 3.3207 
 

48 3.3281 

1 - app/link opening 29 2.9649 
 

45 2.7441 

2 - (group) chat | add feature | privacy 790 3.9519 
 

499 3.5239 

3 - update | ios version 62 3.3930 
 

78 3.2011 

4 - app crash 44 3.3079 
 

34 2.9141 

5 - (video) call | connection quality 202 3.4890 
 

131 3.2824 

6 - app/feature working issue | apple watch 155 3.7207 
 

82 3.1065 

7 - social/functional usage 300 3.9133 
 

188 3.3475 

8 - status | search contact 117 3.9722 
 

56 3.8664 

9 - general problems to fix 67 3.4091 
 

82 2.8998 

10 - app/account deletion | download | account/login 205 2.9414 
 

194 2.7296 

11 - photo/video/link/message sending 200 3.1979 
 

94 2.8510 

ALL TOPICS 2,265 3.6500 
 

1,531 3.2373 

 

4.1.3.2 Visual review distribution 

The review distribution of Messenger differed from those of the other apps (Figure 8, Figure 9, Figure 

10, Figure 11).  

For Messenger (Figure 8), reviews of topic 10 - app/account deletion | download | account/login and 

topic 2 - (group) chat | add feature | privacy, with nearly the same proportions, accounted for almost 
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one third of its total reviews, followed by reviews of topic 1 - app/link opening (11.55%). Three topic 

groups, 11 - photo/video/link/message sending and 9 - general problems to fix, 3 - update | ios version 

and 6 - app/feature working issue | apple watch as well as 7 - social/functional usage, 4 - app crash and 

0 - message/notification receiving | read receipt, respectively shared close percentages, around 8%, 7% 

and 6%. The percentage of topic 8 - status | search contact ranked last, with only 1.28%, following that 

of topic 5 - (video) call | connection quality (4.32%).  

As for WhatsApp, Signal and Telegram (Figure 9, Figure 10, Figure 11), their distribution pattern shared a 

few similarities. Around one third of their respective reviews were related to topic 2 - (group) chat | add 

feature | privacy, while reviews of three topics, 5 - (video) call | connection quality, 7 - social/functional 

usage and 10 - app/account deletion | download | account/login, roughly took up another one third, 

although the exact percentages of these three topics varied from app to app. Also, the percentages of 

topic 0 - message/notification receiving | read receipt, topic 1 - app/link opening and topic 4 - app crash 

altogether occupied less than 10% for WhatsApp, Signal and Telegram.  

In addition, reviews of topic 1 - app/link opening constituted 11.55%, which ranked third for Messenger 

(Figure 8). However, these percentages for WhatsApp, Signal and Telegram were about the least, with 

3.53%, 1.28% and 2.94% respectively (Figure 9, Figure 10, Figure 11). Conversely, the percentage of topic 

5 - (video) call | connection quality was 11.07% for WhatsApp (Figure 9), but that for Messenger was 

4.32% (Figure 8), about only half of the corresponding percentage for Signal and Telegram (Figure 10, 

Figure 11).  

Figure 8 

Review distribution by topic of Messenger 
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Figure 9 

Review distribution by topic of WhatsApp 

 

Figure 10 

Review distribution by topic of Signal 
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Figure 11 

Review distribution by topic of Telegram 

 

 

4.1.3.3 Visual comparison of average sentiment scores 

Figure 12 compares the average sentiment scores by topic for Messenger, WhatsApp, Signal and 

Telegram. The average sentiment scores of Signal were leading in nearly all the topics, except for topic 0 

- message/notification receiving | read receipt, whose score was slightly lower than Telegram. 

Contrarily, Messenger obtained the lowest average sentiment scores in every topic. Although the 

average sentiment scores of Telegram generally outnumbered those of WhatsApp, WhatsApp received a 

higher score in topic 11 - photo/video/link/message sending. All apps obtained relatively lower average 

sentiment scores in topic 1 - app/link opening, topic 10 - app/account deletion | download | 

account/login and topic 11 - photo/video/link/message sending compared with other topics. The score 

gaps in topic 2 - (group) chat | add feature | privacy, topic 6 - app/feature working issue | apple watch, 

topic 7 - social/functional usage and topic 8 - status | search contact between Signal and Messenger 

were exceptionally large, with a difference about 1.5 points. Also, both Signal and Telegram received an 

obvious higher average sentiment score than Messenger and WhatsApp in topic 8 - status | search 

contact.  
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Figure 12 

Comparison of average sentiment scores by topic 

 

4.1.3.4 Sentiment evolution 

Figure 13 demonstrates the monthly changes in average sentiment scores of each topic between June 

2020 to May 2021 for Messenger, WhatsApp, Signal and Telegram based on the statistical aggregation 

of average sentiment scores by month, topic and app (Table 16). The sentiment evolution of Messenger 

and WhatsApp in all topics was complete, while Signal and Telegram had some missing records in 

specific topics. Signal had missing records in topic 0 - message/notification receiving | read receipt, topic 

1 - app/link opening, topic 3 - update | ios version, topic 4 - app crash, topic 6 - app/feature working 

issue | apple watch and topic 8 - status | search contact. The average sentiment scores of topic 8 - 

status | search contact, in particular, were missing from July 2020 to November 2020. Telegram had 

missing scores in topic 4 - app crash and topic 8 - status | search contact.  

The average sentiment scores of Messenger remained stable at a low level for all topics during the time. 

A similar sentiment evolution pattern with a slightly higher level of scores was observed for WhatsApp, 

although WhatsApp experienced a temporary fluctuation in topic 0 - message/notification receiving | 

read receipt around August 2020 and in topic 7 - social/functional usage around Jan 2021. By contrast, 

the scores of Signal and Telegram were not so stable as Messenger and WhatsApp in nearly all topics, 

with a dramatic fluctuation especially in topic 1 - app/link opening, topic 3 - update | ios version and 

topic 4 - app crash. Although the average sentiment scores of Signal generally stayed at the highest level 

for all topics in comparison with those of the other apps, lowest scores were recorded for topic 1 - 
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app/link opening in October 2020 and for topic 4 - app crash in July, September and October 2020. As 

for Telegram, the lowest average sentiment score for topic 3 - update | ios version in April 2021 and for 

topic 11 - photo/video/link/message sending during the period between February to April 2021 were 

recorded. Also, the average sentiment scores of topic 0 - message/notification receiving | read receipt, 

topic 5 - (video) call | connection quality and topic 8 - status | search contact suffered a mild downward 

tendency in fluctuation since November 2020. 

Figure 13 

Sentiment evolution by topic 
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Figure 13 (Continued) 
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Figure 13 (Continued) 
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Figure 13 (Continued) 
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Figure 13 (Continued) 
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Table 16 

Statistical aggregation of average sentiment scores by month, topic and app 

  2020       2021     

Topic App Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May 

0 - 

message/notification 

receiving | read receipt 

Messenger 2.3638 2.2865 2.3089 2.2167 2.2289 1.9869 2.0386 2.0885 2.2776 2.1728 2.6446 2.0403 

WhatsApp 2.8857 2.9078 4.2164 2.8947 2.8752 3.2145 3.3961 3.0906 2.7589 2.5521 3.2270 2.8640 

Signal 3.2700 3.4304 3.6107     3.8720 3.4125 3.6586 3.1081 3.2882 2.5848 3.0972 

Telegram 2.8003 3.1956 3.3350 3.5797 3.4320 4.4391 3.5129 3.2835 3.0859 3.1130 3.6943 2.2172 

1 - app/link opening 

Messenger 2.2296 2.1492 2.2384 2.7128 2.5070 2.1520 2.3345 2.2665 1.8650 2.3562 2.1972 1.9824 

WhatsApp 2.4307 2.4722 2.8606 2.9740 2.4108 2.3967 2.3376 2.5232 2.6880 2.3361 2.4067 2.6644 

Signal 2.9305   1.6972 4.9884 1.6426 3.1510 3.4535 3.4291 2.5772 3.9005 2.1907 2.9478 

Telegram 2.5985 2.9528 3.6636 3.0872 2.1297 3.1088 2.3652 1.8427 2.6891 2.6182 3.1803 2.0932 

2 - (group) chat | add 

feature | privacy 

Messenger 3.0310 2.8480 2.7479 2.7368 2.5593 2.3157 2.4096 2.4122 2.6191 2.6502 2.6389 1.9545 

WhatsApp 3.2234 3.9343 3.9550 3.8854 3.5372 3.6712 3.5475 2.4167 3.1884 3.4263 3.3581 2.5006 

Signal 3.7442 3.3481 3.3824 3.8916 3.9520 3.8022 3.9567 4.0685 3.8967 3.7720 3.7532 4.2418 

Telegram 3.5699 3.2739 3.5987 3.6435 3.5134 3.0989 3.1997 3.9236 3.4021 3.3949 3.4053 3.0457 

3 - update | ios version 

Messenger 2.2068 2.4530 2.1444 2.4909 2.5920 2.1493 2.1288 2.2744 2.2140 2.3206 2.1211 2.3013 

WhatsApp 2.4352 3.5214 3.3479 3.0506 2.7390 2.6399 2.8454 2.4424 2.3220 2.6074 2.6744 2.6440 

Signal 3.2008 2.4639   3.9507 2.0728 2.9753 3.4823 4.0063 4.0979 1.8590 3.4727 1.7962 

Telegram 3.0714 3.4381 2.5976 2.9335 3.0537 3.4169 3.5884 3.6723 3.9401 2.5798 1.4411 3.4120 

4 - app crash 

Messenger 2.3294 2.1243 2.1728 2.3938 2.2769 2.0010 2.0616 1.9573 2.1220 2.0324 2.6809 2.0153 

WhatsApp 3.5229 2.7573 2.6936 3.0294 2.5036 2.4253 3.4909 2.7442 2.6264 2.0921 2.5431 2.6759 

Signal 3.3318 1.8848   1.8947 1.6301 3.3765 2.4432 3.5193 4.7975 3.9046 3.3431 2.8587 

Telegram 1.9491 2.8785 3.9922 2.9617 2.0750 3.3103   3.6608 3.6032 1.9837 4.7679 1.8805 

5 - (video) call | 

connection quality 

Messenger 2.5149 2.8097 2.6443 2.8622 2.4097 2.2581 2.5174 2.9462 2.3197 2.4827 2.7789 2.1944 

WhatsApp 3.1105 3.3307 3.1759 3.1883 3.0272 3.2134 3.0063 3.0316 2.8560 2.8901 2.7690 2.7159 

Signal 3.9512 2.4058 4.2402 3.8803 3.4331 2.9188 4.0029 3.8020 3.3223 2.8761 3.0087 3.5840 

Telegram 3.4898 4.0502 3.5206 2.9378 3.4180 3.6611 3.0830 3.0953 2.8802 3.0982 3.3780 2.0426 

6 - app/feature 

working issue | apple 

watch 

Messenger 2.3616 2.5807 2.2183 2.4760 2.5502 2.1760 2.2896 2.4085 2.4399 2.2497 2.1487 1.9844 

WhatsApp 2.9412 3.3373 3.1515 2.9493 2.7282 2.9534 2.9765 2.7456 3.2867 3.2279 3.2983 2.2039 

Signal 3.6491 3.8341   3.0147 3.6614 3.3828 3.7963 3.7119 3.9542 4.3755 3.7583 3.6905 

Telegram 2.9731 3.1284 2.7934 2.8894 3.0254 3.6051 3.3794 3.7166 2.8662 2.3776 2.8964 2.5772 

7 - social/functional 

usage 

Messenger 2.4790 2.7226 2.2743 2.4416 2.6954 2.2755 2.1732 2.1569 2.2573 2.4060 2.3385 2.2482 

WhatsApp 3.2299 3.6690 3.5868 3.6122 3.5031 3.5697 3.4347 2.4441 3.1933 3.2731 3.3438 2.7749 

Signal 3.5961 3.2402 4.6192 3.7990 3.2291 4.1911 3.9825 4.0896 4.1760 4.2620 3.7053 3.4604 

Telegram 3.2884 3.8529 3.4983 3.3414 3.0613 2.4046 3.3098 3.6310 3.5288 3.6539 3.1035 2.9611 

8 - status | search 

contact 

Messenger 2.9390 2.3639 2.4817 2.6576 2.6991 2.5556 2.2944 3.1056 2.3153 2.3309 2.8268 2.1508 

WhatsApp 3.1580 3.0234 3.5846 4.0132 2.9351 2.7939 2.8955 2.5883 3.4636 2.8803 3.4870 2.7182 

Signal 4.3933           2.3244 4.0403 3.2704 3.9059 4.5141 3.7817 

Telegram 2.8694   4.0243 4.5564 4.6439 4.6360 4.3597 3.9469 3.6535 3.8297 2.8916 3.2212 

9 - general problems to 

fix 

Messenger 2.4882 2.3797 2.2799 2.2523 2.3556 2.2618 2.1195 2.3953 2.4116 2.6213 2.4298 2.6768 

WhatsApp 2.5228 2.8119 2.8665 2.5707 2.6262 3.0854 2.7581 2.7761 2.7374 2.5640 2.4026 2.5425 

Signal 2.6883 2.9739 3.0525 3.9976 3.1953 3.2859 2.9759 3.5683 4.1149 3.4264 3.2683 3.0846 

Telegram 2.9512 2.9466 3.6774 3.3128 2.6736 2.7513 2.3777 2.9252 2.2393 3.1167 2.7231 2.2709 

10 - app/account 

deletion | download | 

account/login 

Messenger 2.2822 2.4381 2.2573 2.5419 2.1552 2.1790 2.1359 2.1345 2.1019 2.1207 2.1478 2.0040 

WhatsApp 2.7814 2.8880 2.8320 2.6501 2.6622 2.7375 2.6472 2.1988 2.5763 2.6369 2.8155 2.0763 

Signal 3.0253 2.5741 2.9547 2.9875 2.1958 2.8753 2.4677 2.8672 3.2691 3.4435 3.0024 3.4426 

Telegram 2.8000 2.7102 2.5806 2.7885 2.8444 2.5920 2.8882 2.5882 2.9681 2.7222 2.5535 2.6028 

11 - photo/video/link/ 

message sending 

Messenger 2.3336 2.3289 2.4697 2.3306 2.3327 2.1401 2.3234 2.2309 2.1760 2.2920 2.4548 2.1653 

WhatsApp 2.6894 3.0979 3.2554 3.4077 3.0389 2.8928 3.3946 2.5569 2.7187 2.8015 3.0754 2.7571 

Signal 3.6399 3.0006 4.1891 2.4700 3.0566 3.2743 3.9777 3.0949 3.2191 3.3313 3.0825 3.4782 

Telegram 2.6049 3.2188 2.9884 2.9781 3.0375 2.8413 2.1573 3.5336 1.8173 2.0580 2.1174 3.7092 
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4.2 DISCUSSION 

By text-mining 27,479 user reviews of four messaging apps released on Apple Store, the present work 

combined topic modeling and sentiment analysis to perform competitive analysis. The results show that 

the topic model extracted comprehensible topics with promising accuracies, and that the sentiment 

analysis performed well. Additionally, the competitive analysis based on the extracted topics and the 

weighted sentiment scores revealed meaningful competitive intelligence in terms of several facets.  

4.2.1 Topic modeling 

In the present work, the accuracies ranging from 69.97% to 100% in topic extraction suggest the NMF 

topic model works well with user reviews of messaging apps. The relatively lower accuracies might 

partially result from a fair number of reviews that express protests against a recent attack in Palestine. 

The language expression of political discussion is likely to confuse the topic decomposition of the model. 

Moreover, we followed the approach adopted by Vu et al. (2015) to use nouns and verbs as app features 

and obtained an improvement of 2.94% in overall accuracy compared with their average accuracy of 

83.11% using keyword-based approach to analyze user reviews from Google Play. This improvement 

might due to a different approach to mine the app aspects or a more domain-specific text preprocessing 

for messaging apps. Another possible explanation can be that the expression pattern of user reviews 

from Google Play is different from that from Apple Store. Furthermore, Guzman and Maalej (2014) used 

the LDA approach to extract topics from collocations of nouns, verbs and adjectives in user reviews for 

multiple non-competitive Android and iOS apps including WhatsApp. Their results show that the 

precisions and recalls varied on an app basis, and the highest precision and recall were achieved for 

WhatsApp, with F1-scores of 0.781 and 0.813 respectively for inclusion and exclusion of sentiment 

words in feature words. These F1-scores for WhatsApp in their result, combining the overall accuracy in 

topic extraction in our result, might indicate that topic models are particularly effective to extract app 

features from user reviews of messaging apps but not any type of mobile apps. A possible explanation 

can be that messaging apps usually have homogeneous functionalities, and thus users of such apps 

might tend to express a specific app aspect in similar ways. Also, their exclusion of sentiment words 

provides a feasible way to improve our performance of topic extraction by pruning sentiment words in 

app feature terms. In their study, the sentiment words are usually adjectives (e.g., great, bad) and verbs 

(e.g., hate, love), while in our research, feature terms that bear sentiments are mostly verbs.  

There are some important findings in the extracted topics. Firstly, domain-specific knowledge was 

shown in some of the topic names. The term “app” is not in any of the topic words in topic 1- app/link 

opening, topic 4 - app crash, topic 6 - app/feature working issue | apple watch or topic 10 - app/account 

deletion | download | account/login, but their topic names still relate to app due to the logical context 

of their topic words. In fact, it was impossible to have the term “app” in any list of topic-words since this 

term was expanded to “application” and then removed as a stop word due to its extremely high 

frequency in the corpus. Secondly, topic-words such as “uninstall” and “reinstall” appeared in several 

topics such as topic 1 - app/link opening, topic 4 - app crash and topic 6 - app/feature working issue | 

apple watch. One possible explanation can be the user behavior of uninstalling and reinstalling the app 

for attempting to solve an issue, e.g., app crash, and the users mentioned such behaviors along with 
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other app feature issues in the reviews. Thirdly, a few similarities in topic keywords were found between 

some extracted topics in the present work and some topics in Su et al.’s (2019) study. They applied the 

LDA method to find latent topics from user reviews of four mobile apps on Google Play, and Messenger 

was one of those apps. Their study lists some extracted topics with top five keywords for Messenger. As 

illustrated in Table 17, some of their top five keywords can also be found in the top fifteen keywords of 

three extracted topics in the present work. It is possible that more topic-words could be matched if they 

had shown more keywords of each topic, e.g., top fifteen keywords rather than only top five keywords. 

The app aspects discussed in each pair of the three pairs of topics are very close based on the logical 

connection of the keywords in each topic. One explanation for this could be that nearly half of the total 

user reviews for topic modeling are of Messenger in the present work (Table 15). It is also likely that iOS 

users and Android users tend to discuss similar app aspects or report similar app issues of messaging 

apps in user reviews. Lastly, some of the extracted topics comprise multiple incoherent aspects. For 

instance, in topic 2, the three aspects of (group) chat, add feature and privacy could be three individual 

topics. This topic incoherence might result from a significant number of reviews mentioning the three 

aspects together. Another explanation could be that the number of topics k was defined to be too small, 

and thus the topic model generated excessively broad topics. Similar problem of the number of k might 

also happen to topic 7 - social/functional usage. This topic required a comprehensive consideration of 

other words with smaller weights and a combination with its abstract primary word “use” for 

condensing the main issues discussed in that topic. The words such as “love”, “friend”, “family” and 

“communicate” suggest social aspects, while the words like “iphone”, “datum”, “phone” and 

“messaging” indicate functional features. However, social and functional usage is an overly broad topic, 

which can refer to many app aspects. Overall, the extracted topics suggest that defining the number of k 

is a major challenge, but the NMF topic model is still useful for extracting topics, most of which reflect 

clear and separable app aspects of messaging apps.  

Table 17 

Comparison of keywords in extracted topics 

The present work - NMF 
 

Su et al. (2019) - LDA 

Messenger, WhatsApp, Signal, Telegram 
 

Messenger 

Topic id Top 15 keywords  Topic id Top 5 keywords 

0 
message, notification, show, get, 

see, receive, read, go, request, say, 

check, voice, type, reply, 

marketplace 

 

3 
message, notification, delete, give, 

request 

2 
chat, see, people, feature, add, 

want, love, option, group, need, 

privacy, make, friend, change, go 

  
8 chat, change, feature, add, group 

5 
call, video, voice, phone, make, 

quality, connect, hear, ring, receive, 

audio, drop, issue, play, sound 

  
0 call, screen, turn, voice, connect 
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4.2.2 Sentiment analysis 

Through a comparison of different sentiment scoring methods, we discovered the weighted sentiment 

scores mitigated the bias of user ratings and benefited from the normalized VADER compound scores, 

resulting in a relatively objective sentiment scoring for further competitive analysis.  

Intriguingly, Su et al. (2019) conducted a similar sentiment analysis using average weighted scores for 

two groups of similar apps released on Google Play and obtained on average a precision of 92.29%, a 

recall of 71.41% and a F1-score of 80.24%. Their precision-recall tradeoff is contrary to those of user 

ratings and normalized VADER compound scores in our result, which tended to receive lower precisions 

and higher recalls (Table 14). This might due to the different score benchmarks for separating positive 

and negative reviews, 2.5 in their study but 4 in the present work, producing a majority class of negative 

in our sentiment classification. Comparatively, a score benchmark of 4 seems more appropriate for 

separating the sentiment polarity for user reviews of mobile apps. Our result shows that the weighted 

sentiment scores based on this score benchmark obtained a better F1-score with a balanced precision-

recall tradeoff.  

Furthermore, in the sentiment analysis of the present work, we averaged the weighted sentiment scores 

of user reviews by topic as the topic sentiment score, while in Su et al.’s (2019) study, the sentiment 

score for each topic found by the LDA model takes the number of users’ hitting the like button into 

consideration. However, there are not only users who click the like button but also users who click the 

dislike button. It is possible that the count of user dislikes outnumbers the count of user likes for specific 

reviews. Merely considering the number of user likes might bias the sentiment score of a topic. In spite 

of this possible bias, their study still encourages a more elaborate sentiment analysis, which could take 

both the number of user likes and the number of user dislikes into account when it comes to the 

calculation of the sentiment score of a topic.  

4.2.3 Competitive analysis 

The competitive analysis revealed meaningful insights into user concerns, competitive strengths and 

weaknesses as well as changes of user sentiments over time. According to Porter (1980), the 

components of competitor analysis comprise multi-dimensional objectives of the competitor’s 

managerial personnel, assumptions for the competitor itself and for the industry, competitive strategy 

and the competitor’s resources and capabilities including strengths and weaknesses. Thereinto, the 

objectives and assumptions reveal what drives the competitor, while the strategy, resources and 

capabilities reflect what the competitor is doing or is capable of doing. Based on these components of 

competitor analysis, the user concerns, competitive strengths and weaknesses as well as changes of user 

sentiments over time shown in the present work meet what the competitor is doing or is capable of 

doing. Specifically, user concerns, on the one hand, reflect in a way the capabilities of a competing 

messaging app, and on the other hand, user concerns also provide legitimate ground for conjecturing 

the competitive strategy of the rival. Also, competitive strengths and weaknesses as well as changes of 

user sentiments over time uncover the resources and capabilities of a competitor.  
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The review distributions by topic for the four messaging apps reflects the major user concerns about 

specific app aspects. In general, app users were very concerned about chat features and privacy issues. 

Their attention to chat features conforms to people’s perception mainly because chat features are the 

core functions of all messaging apps. Privacy issues should arouse the attention of practitioners in the 

industry of instant messaging services. Data security and privacy may become a key competitive 

advantage for differentiating one messaging app from the others. Another major user concentration is 

the download and account issues ranging from download, login problem and account deletion. These 

issues are usually not related to the key features of apps but might be the generic problems of many 

mobile apps, which bother the app users very much. Solving these problems by better functional designs 

and technical supports would improve the user satisfaction. For example, after downloading, users 

could choose multiple ways to log in the app without any login failure. Moreover, users of WhatsApp, 

Signal and Telegram had similar focuses on the app aspects particularly regarding voice and video call, 

connection quality, social and functional usage, account and download issues. Aspects such as voice call 

and video call, just like the chat features, are also the crucial features of apps for daily communication. 

Their users might do frequent voice or video call apart from text messages, and thus they attached great 

importance to the quality of calls. An excellent and stable connection quality would be a big attraction 

for users who make lots of voice calls or video calls. Also, these three apps might be very important for 

their users to keep in touch with their family and friends. During the social communication including text 

messages, voice calls and video calls, the functional usage, e.g., mobile data usage, might draw the 

special attention of app users. It is likely that a specific feature of mobile data saving mode in the app 

settings can become a unique competitive advantage in the era of mobile Internet. As for Messenger, in 

addition to the chat features, privacy, download and account issues, the problems regarding app and 

link opening were also mentioned by many users. Nevertheless, this aspect was not highly discussed by 

users of WhatsApp, Signal and Telegram. This contrast might suggest that users of Messenger suffered 

from more failure or inconvenience in opening the app and the links in messages. Regarding the app 

opening, the problem might be no reaction after clicking on the app icon. The problem of app and link 

opening deserves the attention of their research and development personnel, who might further 

investigate the specific issues by retrieving user reviews of that topic. Another interesting finding is that 

users of Messenger did not discuss the aspect of voice call, video call and connection quality as much as 

the users of WhatsApp, Signal and Telegram. One possible explanation can be that the users of 

Messenger did not encounter outstanding issues or frequently express their emotions about this app 

aspect. It could also be that users of Messenger mainly texted messages rather than made voice calls or 

video calls, and thus they did not pay much attention to this app aspect. In the latter situation, the 

reasons can be further examined. The voice and video call of Messenger might be inconvenient to use, 

and the user might need additional clicks to use this app feature. Lastly, aspects of the messaging apps 

such as general problems to fix, app and feature working issues as well as app crash mainly pertain to 

technical issues. Other app aspects such as messaging sending and receiving, read receipt, status, 

contact searching and update were also discussed by users of these messaging apps. These app aspects 

might relate to not only technical issues but also design of the apps. The specific solutions to these 

problems should be determined based on the specific issues mentioned in the user reviews. The app 

aspect-based topics could provide the practitioners of messaging apps with clearer directions for user 

concerns and troubleshooting.  



 

 48 

The comparison of average sentiment scores by app aspect-based topic reveals the competitive 

strengths and weaknesses of the four messaging apps. The higher average sentiment scores in nearly all 

app aspects obtained by Signal and Telegram might suggest that these two apps were leading the new 

trend of messaging apps. Both existing players and new entrants in the market might be able to get 

useful inspirations from their app designs and company philosophy. This speculation based on the 

distinct user sentiments of different messaging apps is not unfounded. The results of Kim and Jeong’s 

(2018) study indicate that the sentiment portrayed by the opinions of users clearly distinguished the 

market leader from the market follower, even though they applied the sentiment analysis to online UGC 

for a different industry, two competing ramen brands in Korea rather than messaging apps. Their study 

provides compelling support for the validity of user sentiments in revealing competitive intelligence. In 

our research, market leaders and market followers were not necessarily differentiated from user 

sentiments because a market leader usually suggests a player with the highest market share in the 

industry. For messaging apps, varying release dates of the apps resulted in disparate user bases. 

Messenger received the most user reviews among the four messaging apps during the period between 

June 1, 2020 and May 31, 2021, and it probably owns the largest user bases compared with the other 

three messaging apps. However, Messenger received the lowest average sentiment scores in every app 

aspect-based topic. Hence, in our research, user sentiments tend to reveal the performance of specific 

app aspects and the user preference towards specific app aspects. From this point of view, our 

speculation about the new trend of messaging apps is reasonable to a certain extent. Based on this 

speculation, it is worth noting that WhatsApp, although generally behind Signal and Telegram, was still 

competent in the app aspect of messaging sending, including the sending of photos, videos, links and 

text messages. WhatsApp might have a user-friendly design of this app feature, which possibly 

facilitated its users to send messages in various forms. Also, with generally positive user sentiments in 

almost every app aspect, Signal and Telegram far outperformed Messenger and WhatsApp in the status 

feature and the contact searching. The design of the online and last seen status as well as the contact 

searching of these two apps might be very different but probably cater for many users in varying 

degrees. The configuration of the online and last seen status might be very flexible, or this feature might 

not even exist in consideration of privacy. The design of the contacts might be very user-friendly with 

easy searching feature without contact loss when users log in to the app account on another phone. 

Furthermore, all of the four messaging apps obtained relatively lower average sentiment scores in app 

aspects regarding message sending, app and link opening, download and account issues. The former two 

app aspects are of the most important features of messaging apps, and thus app users might emphasize 

their negative emotions when they encounter problems in sending messages of any forms and opening 

the apps or links. As for the download and account issues which were previously discussed in the review 

distribution by topic, these issues might not only draw the extra attention of app users, but also 

negatively impact user satisfaction. Overall, user sentiments of Signal were the most positive in almost 

every app aspect, while those of Messenger were the most negative in all app aspects. Particularly, the 

disparity of user sentiments focused on the app aspects regarding chat features, privacy, general 

working issues of app and features, apple watch issues, social and functional usage, status as well as 

contact searching. It is likely that the app design related to these aspects of Signal embodies significant 

advancement based on the corresponding app aspects of Messenger. Practitioners of messaging apps 
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might be able to get some valuable insights by further investigating the differences of the corresponding 

app aspects between these two apps.  

The sentiment evolution indicates the changes of user sentiments over time of the four messaging apps 

in each app aspect-based topic. From the sentiment evolution, the user sentiments of Messenger and 

WhatsApp retained generally stable during the year. On the contrary, dramatic fluctuations were seen in 

the sentiment evolution of most app aspects for Signal and Telegram, particularly the app aspects 

related to app and link opening, version update as well as app crash. The sentiment evolution of Signal 

generally maintained at the highest level in all app aspects. However, Signal received lowest average 

sentiment scores in the app aspects of app and link opening as well as app crash in specific months. The 

similar situation also happened to Telegram, with lowest average sentiment scores in the app aspects of 

version update and message sending during some months. A possible explanation can be that they are 

newly released apps developed by smaller companies compared with Messenger and WhatsApp, which 

were developed by technology giants, and thus these two apps might suffer from more instabilities in 

technical support and maintenance. Additionally, the app aspects regarding app and link opening, 

version update as well as app crash with dramatic fluctuations in sentiment evolution might suggest that 

users of Signal and Telegram were more concerned about those app aspects. As a result, any issues 

regarding those aspects were more likely to trigger the emotional reactions of users. Moreover, user 

sentiments of Telegram in the aspects concerning message and notification receiving, read receipt, voice 

call and video call, connection quality, status as well as contact searching experienced moderate 

declines since November 2020. Telegram might make some modifications of these app features, which 

its app users probably did not prefer. Another interpretation could be that the users of Telegram had 

been suffering from constant technical issues such as bugs and crashes in these app aspects. Finally, 

both Signal and Telegram had some missing average sentiment scores of specific app aspects such as 

app crash, status and contact searching during the sentiment evolution. This might not be a bad 

circumstance probably because their users did not bring up any noteworthy problems regarding those 

app aspects during some months.   

In general, the major user concerns of messaging apps might suggest the frequent issues highlighted by 

their users. To tackle these issues, these players of messaging apps may come up with relevant 

countermeasures. It would be advantageous for practitioners in the industry to have an anticipation of 

the potential competitive strategies of their rivals. Also, competitive strengths and weaknesses as well 

as changes of user sentiments over time of the competing apps enable practitioners in the same market 

to better understand the capability gaps and resource allocation of their competitors from the 

perspective of app users. To sum up, the competitive insights into these aspects may help existing 

players and new entrants in the market of messaging apps to enhance the comprehension of their 

position in the competitive landscape and grasp the development direction of the industry based on 

user needs.  
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5 CONCLUSION 

To succeed in progressively fierce competition, practitioners of messaging apps need to possess a 

thorough knowledge of both their user needs and those of competitors. UGC has become a valuable 

source for understanding the real demands of users. Unlike industries such as hospitality and retail 

business, mobile apps have been rarely studied for the purpose of gaining competitive intelligence from 

user feedback.  

We are thus motivated to perform a competitive analysis by combining topic modeling and sentiment 

analysis on user reviews of messaging apps. This work aims to examine the usefulness of topic modeling 

and sentiment analysis for revealing meaningful competitive intelligence from user reviews. With this 

objective, we employed the NMF topic model to find the latent topics regarding app aspects from user 

reviews and leveraged the VADER sentiment analysis tool as well as user ratings to adjust the sentiment 

score for each review after a domain-specific text preprocessing on user reviews of four messaging apps 

released on Apple Store. Thereafter, we conducted a competitive analysis using the extracted topics and 

the adjusted sentiment scores. The results show that the topic model properly found app aspect-based 

topics, and that the adjusted sentiment scores better represented the real user sentiments. Based on 

the outcome of the competitive analysis, it can be concluded that a combination of the NMF topic 

model and the adapted sentiment analysis is effective and useful for uncovering significant competitive 

insights into user concerns, competitive advantages and disadvantages as well as the development of 

user sentiments over time.  

Compared with the extant studies regarding comparative analysis for mobile apps, the present work 

made full use of all informative user reviews rather than only reviews with comparative expressions and 

adopted a topic model to automatically extract app aspect-based topics across multiple competitive 

apps without any manual filter or additional topic matching. More importantly, we aggregated the 

extracted topics and the weighted sentiment scores to perform a competitive analysis, which was not 

further explored in most studies. We argued that this competitive analysis is highly critical to 

demonstrate the usefulness of the topic modeling and sentiment analysis that were implemented 

anteriorly. The insights revealed by the competitive analysis can help existing players and new entrants 

in the market of messaging apps at three levels: (1) understanding the principal concerns of users, (2) 

knowing the competitive gap based on strengths and weaknesses, and (3) detecting possible 

circumstances of competitors from the variation of their user sentiments. The knowledge of these three 

levels is expected to form the basis of corresponding strategies not only for prioritizing resource 

allocation but also for leading the development trend of the industry.  
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6 LIMITATIONS AND RECOMMENDATIONS FOR FUTURE WORKS 

This work has several limitations. Firstly, evaluations were performed manually by the author who is not 

working in the industry of instant messaging services. To alleviate the potential bias, we plan to invite 

practitioners in the industry to collectively evaluate the performance of topic modeling and sentiment 

analysis and interpret the results of competitive analysis. Secondly, the number of twelve topics to be 

extracted was defined based on an estimation of the possible number of topics, but different numbers 

can lead to distinct results in topic modeling. Extracted topics will be too general if the number of topics 

k is too small. In contrast, number of topics k being too large will generate many analogous or even 

overlapped topics. In the future, we will consider Greene et al.’s (2014) stability-based method for 

selecting the appropriate number of topics for topic modeling. Thirdly, only user reviews on the Apple 

App Store were analyzed. One important future direction is to adapt the present approach to user 

reviews on the Google Play. Lastly, we only text-mined reviews of users from the United States. 

However, users of messaging apps are spread all over the world, and thus user feedback might vary 

from region to region. To reveal more integrated competitive intelligence in instant messaging market, 

we plan to analyze more reviews of users from populous countries in Asia, Europe, South America and 

Africa. These reviews involve different languages and multilanguage text analytics will be the key 

challenge for future researchers.  
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Appendix A 

Sampled reviews with wrong topics assigned by the NMF topic model 

Review Topic 

It’s still tell you that you got mail when you don’t 10 - app/account deletion | download | account/login 

My game is frozen katy60 help 2 - (group) chat | add feature | privacy 

I got my statues saying showing that I’m online when I had it 
change to offline but still shows me being active online I don’t like 
that I’m appearing offline for a reason to not be contact           

10 - app/account deletion | download | account/login 

I can’t understand is that a censorship or just stop responding 
period??? 

6 - app/feature working issue | apple watch 

The past two weeks it’s been kicking me out and taking me right 
back into my home screen on my phone Facebook has not 
responded to my report of this happening I’m missing my 
messages! 

10 - app/account deletion | download | account/login 

It’s now going to be my third tome installing this app and it keeps 
telling me that I don’t have Internet connection when I want to 
login please help as to what I should do ? 

4 - app crash 

Yeah very disgusted Messenger right now wouldn’t let me into my 
Messenger so I had to uninstall it now I can’t reinstall it keeps 
asking for payment information which I don’t  no what it has to do 
with it 

4 - app crash 

No longer have edit button option to update profile pic in 
messenger.  When I search online for help, suggestions indicate to 
go through FB app.  I do not use FB therefore do not have that 
app. 

8 - status | search contact 

Well I tried updating my messenger but it’s been an hour and my 
internet is awesome I just got it fixed and it’s still loading idk if it’s 
just my phone or what but u don’t think it is just saying 

10 - app/account deletion | download | account/login 

Why does Facecrook need another app on your phone or 
anything. So Mark can get paid. That’s why ., oh and he can collect 
information about you. 

10 - app/account deletion | download | account/login 

Hi I logged into messenger with my Instagram account and I can’t 
get logged into it. Plz help me. You guys should have told people 
who use messenger  with a Instagram account and tell them we 
can’t use the Instagram login account anymore or at least you 
guys should give me my account or something 

7 - social/functional usage 

All facebook messenger user 
Please be aware  
Armenian employers of Facebook used facebook for ban 
Azerbaijani users. 
They are taking advantage of working for Facebook to make 
censorship. 
Its intolerant and shoud be stopped 

6 - app/feature working issue | apple watch 

Since whatever update came through a few weeks ago, Messenger 
will no longer let me open links. Period. Doesn’t matter if they’re 
external or link back to FB. 
One star until you guys fix this crap. Multi-billion dollar company, 
and your app is trash. 

9 - general problems to fix 
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Appendix A (Continued) 

I have used messenger for years, and out of no where I no longer 
receive notifications. It’s infuriating as this is my main messaging 
app. I have tried everything from toggling settings to resetting my 
phone. Nothing works. 

6 - app/feature working issue | apple watch 

free Palestine destroy Israel. 
free Palestine destroy Israel. 
free Palestine destroy Israel. 

2 - (group) chat | add feature | privacy 

Very bad Bad because of his racist policy against the Palestinians 2 - (group) chat | add feature | privacy 

Facebook support ethnic cleansing against minorities worldwide 
by banning people, shutting, deleting, limiting audience for posts 
about oppressed people in Palestine and other areas in the world. 

2 - (group) chat | add feature | privacy 

#GazaUnderAttack 
#PalestineUnderAttack 
#Save_Sheikh_Jarrah 

2 - (group) chat | add feature | privacy 

Because this is facebook’s then I give 1 star and also free Palestine 2 - (group) chat | add feature | privacy 

The developers pretend to promote privacy, but sell sensitive data 
about your calls and texts to corporations. This is not shocking, as 
the app is owned by facebook. 

5 - (video) call | connection quality 

I am no longer getting notifications and sound when I receive text. 
I’ve reset to factory on phone and whatapp and still nothing. 

10 - app/account deletion | download | account/login 

Merey phone mein chalna hai to warna achi tarha chal nahi to esa 
sabaq sikhaonga k munh dikhane k laik nai rahoge. Ye meri privacy 
hai aur meri privacy mein koi bhi entress nhi karna. Hukaayyy!! 

2 - (group) chat | add feature | privacy 

Terrible application. It sends your information to companies you 
don’t want or to have. 

11 - photo/video/link/message sending 

WhatsApp says it is end to end encrypted and no one can read or 
hear not even WhatsApp.  
Well not true. I had someone hack my WhatsApp and get ahold of 
all my messages. So sad that you are advertising this. It’s not true 
people clear your messages . 

0 - message/notification receiving | read receipt 

I already getting scammed and harassed on it 10 - app/account deletion | download | account/login 

# تنتفض_القدس  
# خيانه_التطبيع  
# جراح _الشيخ_ح    
# القدس _لتهويد_لا  
# جراح _الشيخ_ح  _أنقذوا  
# نرحل_لن  
 # جراح _الشيخ_ح  _انقذوا  
#savesheikhjarrah  
#ŞeyhJarrahmahallesinkurtarın 
#SalvailquartierediSheikhJarrah 
#RettedasViertelSheikhJarrah 
#sauvezlequartierdesheikhjarrah 

10 - app/account deletion | download | account/login 

#gaza 
#save_palestine 

2 - (group) chat | add feature | privacy 

tracking my phone 10 - app/account deletion | download | account/login 

None compare 2 - (group) chat | add feature | privacy 

Awful app. I can’t deactivate it. And they don’t want you too. Stay 
away from this app. I tried to deactivate it. Impossible. Impossible 
to work, too. 

6 - app/feature working issue | apple watch 
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Appendix B 

Sampled reviews with inconsistent labels of sentiment polarity on weighted sentiment scores 

Review autoAssigned_label Manual_label Remark 

Trying to cancel a irder that was ordired incorrectly, please 

help me cancel the order I have tried everything. Order is 

from Linda vickers in amount of $29 . Please help 

Positive Negative  

Recently my messages won’t go through, it’ll just say sending 

but will take roughly 10-20 mins to finally send. My internet 

works perfectly fine and so does my data so I think the app 

may need another fix/update asap! 

Positive Negative  

Great app. Since the update the Bluetooth no longer works 

with my tesla speakers when video is on (fine- - video 

probably shouldnt be on anyways). Fix it please 

Positive Negative Positive at first, 

then shift to 

app problems 

I need this app for calling Negative Positive  

Support animated stickers Negative Positive Advice 

This is an app that doesnt disappoint. love it! Negative Positive  

Very helpful for communication across the world or just 

iPhone to android when relying on WiFi in dead zones 
Negative Positive  

it connect s me with my favorite people. thank you.  Lolinche Negative Positive  

I’ll start by saying the app is pretty awesome. I only have a 

couple things that bug me persistently. The first is a lack of 

timestamps. The recent messages read “10 hours ago” for 

example. I’d like to see an actual time so I don’t have to do 

math for the messages sent / received within 24 hours. Also, 

messages show as sent and received on my end, but the 

recipient actually doesn’t get them for hours. And sometimes 

the same thing happens with me on the receiving end. 

Positive Negative Positive at first, 

then shift to 

app problems 

Love the app. Use it daily. Access to photos not available in 

IOS 14. Goes to “recent” folder to find photo album. No 

pictures in this folder. 

Positive Negative Positive at first, 

then shift to 

app problems 

I switched from WeChat and WhatsApp to Signal. Negative Positive  

Could be better if you guys give options of status or history. 

Also the profile picture option needs to be improved. 
Negative Positive Advice 
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