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Abstract 

 

In recent years, artificial intelligence (AI) has been applied in many fields to address complex 

and critical real-world tasks. Deep learning rises as a subfield of AI, where artificial neural networks 

(ANN) are used to map complicated functions, which can be challenging even for experienced users. 

One of the ANN variants is called convolutional neural network (CNN), which has shown great 

potential in image processing by providing state-of-the-art results for many significant image 

processing challenges. The medical field can significantly benefit from AI usage, especially in the 

medical image classification domain. In this doctoral dissertation, we applied different AI techniques 

to analyze medical images and to give the physicians a second opinion or reduce the time and effort 

needed for the image classification. Initially, we reviewed several studies that were published to 

discuss the transfer learning of CNNs. Afterward, we studied different hyperparameters that need to 

be optimized for CNNs to be trained accurately. Lastly, we proposed a novel CNN architecture to 

help in the classification of histopathology images. 
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Chapter 1 - Introduction 

1.1. Research Background and Motivation  

Since 1895, with the invention of the X-ray cathode tube by Wilhelm Rontgen, medical images play 

a crucial role in inpatient treatment. However, the shortage of workforce, the time required to reach 

a decision, and the need for a second opinion are factors that significantly impact the process. In 1956, 

artificial intelligence was formally introduced, and since then, many attempts were made to make use 

of artificial intelligence in the medical field. One of the earliest attempts to incorporate AI in the 

medical field was proposed in the late 1960s (Clancey & Shortliffe, 1984). One of the first devices to 

use AI was proposed in the 1990s (Lindsay et al., 1993).  

A recent breakthrough in the artificial intelligence field is machine learning. In machine learning, an 

algorithm can be developed to extract image features automatically. When the algorithm used is a 

neural network with more than one hidden layer, it is referred to as deep learning. Deep learning can 

be implemented in the image classification domain. In particular, a feed-forward convolutional neural 

network (CNN) can be used to classify images automatically. Making the CNN able to classify images 

is called the training phase; in the training phase, CNN's weights are adjusted to suit the image dataset 

under study. The main point of CNN is that it can map important features of images that can be used 

to classify those images without CNN being explicitly programmed to do so.  

Image classification, which is defined as grouping images into successive predefined labels, plays a 

vital role in many areas, like the medical field. Deep learning algorithms can detect important features 

of images without any manual feature engineering, which can be thought of as using autonomous 

algorithms that can learn by themselves how to differentiate between distinct image classes. One of 

the earliest attempts to construct an automatic image classifier that could learn how to distinguish 

between classes using CNN was introduced by LeCun (1989), who was inspired by the work of 

Fukushima et al. (1980) and Hubel and Wiesel (1977) and was named convolutional neural networks 

(CNN). Still, this attempt was limited because of the size of datasets and the computational power 

available at that time. In 2012, Krizhevsky et al. (2012) introduced their CNN architecture named 

AlexNet and won first place in the ILSVRC competition, with an error rate of 16% compared to the 

second-place winner's 25%. Since then, CNN has become a state-of-the-art image classifier.  

Training the deep network weights from scratch requires a substantial amount of time and massive 

datasets (hundreds of thousands of images). These requirements make deep learning algorithms very 

challenging in medical images where, typically, only a limited number of images are available. A lot 

of time and experience are required to annotate medical images. To get over the dataset's size, many 

studies were introduced to help solve this problem. The primary technique used is transfer learning 

(Shin et al., 2016; Kandel & Castelli, 2020). 

In the context of deep learning, transfer learning is a technique that exploits the usage of features that 

were learned by a network over a given problem to solve a different challenge in the same domain. 
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Transfer learning has many advantages. First, it saves computational time because it uses the already 

available information from the last training process instead of training a new model from scratch. 

Second, it extends the knowledge it acquired from previous models, and third, transfer learning is 

beneficial when the size of the new training dataset is small. Transfer learning promises valuable 

contributions to the fields of computer vision, audio classification, and natural language processing. 

There have been many attempts to automatize the image classification task to facilitate the process of 

image classification or make it more accurate. 

1.2. Research Goals 

This thesis aims to investigate the usage of deep learning techniques in the medical field, 

specifically in medical image classification. The implementation of deep learning in the medical 

domain can help the physicians: 

• Either in giving a second opinion or giving assistance to the physicians in classifying 

medical images. 

• To facilitate the process of image classification and to make it more accurate. 

1.3. Research Contributions 

To achieve the research goals, we considered three different approaches for two medical fields. 

The first approach was to review the latest papers published to investigate the usage of transfer 

learning techniques for DR. The second approach was to investigate the role of four essential 

hyperparameters that need to be tuned to train a CNN correctly. The third approach was to introduce 

a novel CNN architecture to classify the histopathology dataset.  Our contributions are: 

1.3.1. Reviewing transfer learning techniques for diabetic retinopathy image classification.  

The third chapter of this thesis reviews research papers that focus on DR classification by using 

transfer learning to present the best existing methods to address this problem. This review can help 

future researchers to find out existing transfer learning methods to address the DR classification task 

and to show their differences in terms of performance. 

1.3.2. Studying the effect of using transfer learning. 

In the fourth chapter of this thesis, we investigated the effect of using transfer learning compared 

to training the CNN from scratch. We used a large X-Ray images dataset for our experiments. 

1.3.3. Proposing a new CNN model to classify histopathology images. 

In the fifth chapter of this thesis, we propose a novel CNN architecture to classify histopathology 

images. The proposed model consists of 15 convolution layers and two fully connected layers. A 

comparison between different activation functions was performed to detect the most efficient one, 

considering two different optimizers.  

1.3.4. Studying the effect of batch size on CNN performance.  
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In the sixth chapter of this thesis, the effect of batch size on the performance of convolutional 

neural networks and the impact of learning rates were studied for image classification. 

1.3.5. Studying the effect of fine-tuning each block to determine the optimum depth.   

In the seventh chapter of this thesis, we studied the effect of block-wise fine-tuning of CNNs on 

a histopathology dataset to determine how deep to fine-tune a CNN to obtain the best results. 

1.3.6. The impact of different optimizers on the performance of CNNs. 

In the eighth chapter of this thesis, we assessed the performance of six different optimizers with 

three different learning rates. We used a large histopathology dataset to conduct our experiments.  
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Chapter 2 - Image Classification Using Convolutional Neural Networks 

2.1. Convolution Neural Networks 

After CNN's success in the ILSVRC challenge, it becomes the de-facto algorithm for image 

classification. The difference between CNN and any other neural network is the presence of the 

convolution layer. The importance of the convolution layer is that it decreases the number of 

connections required. Also, it takes into consideration the spatial and temporal information of images. 

The convolution layer works by applying a window size called kernel that convolves the image to 

detect essential features that can be used to classify the image. Equation (1) shows the convolution 

operation for colored images: 

𝑂[𝑖, 𝑗] = 𝐹(𝑢, 𝑣) ∗ 𝐼(𝑖, 𝑗) = ∑ ∑ ∑ 𝐹𝑐(𝑢, 𝑣)  ⊙  𝐼𝑐(𝑖 + 𝑢, 𝑗 + 𝑣)
𝑐∈{𝑅,𝐺,𝐵}

 

𝑣

 

𝑢
           (1) 

where 𝐼(. ) is the input image, 𝑐 is the color channels, 𝐹(. ) is the kernel, and 𝑂(𝑖, 𝑗) is the output pixel 

in the (𝑖, 𝑗) position.  

A CNN consists of two main types of layers: primary layers and secondary layers, where the 

primary layers are the mandatory layers that constitute the CNN, like Convolution layers, pooling 

layers, and fully connected layers. The secondary layers are the layers used to increase CNN's 

performance, like dropout layers and normalization layers.  

2.2. Activation Functions 

Activation functions are essential for neural networks because they will make the network learn 

nonlinear relationships. The earliest activation functions used were sigmoid and Tanh functions. 

These saturated activation functions were prevalent due to their computational simplicity, and they 

indeed achieved outstanding results. Nevertheless, there was a need for non-saturated activation 

functions that can make the neural networks more robust. According to Xu et al. (B. Xu, Wang, Chen, 

& Li, 2015), the non-saturated activation functions can help make the neural networks more robust 

by reducing the vanishing gradient problem that is happening to feed-forward neural networks 

because of the use of the backpropagation. Nair et al. (Nair & E. Hinton, 2010) introduced one of the 

first non-saturated activation functions, called the ReLU function. Since then, many non-saturated 

activation functions have been introduced. Below is a brief description of the different activation 

functions used in this paper. Different activation functions and their derivatives are shown in Figure 

1. 

2.2.1. Sigmoid Activation Function 

One of the earliest activation functions used. As shown in equation (3), the sigmoid function's 

output ranges between [0,1]. The sigmoid function is considered a saturated function because of its 

bounds. The equation of the sigmoid function is shown in equation (2). The gradient of the sigmoid 

function that is used in backpropagation is shown in equation (4).  
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𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1 + 𝑒−𝑥
           (2) 

0 ≤ 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) ≤ 1             (3) 

𝑑(𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥))

𝑑𝑥
= 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥)(1 − 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥)) =

𝑒−𝑥

(1 + 𝑒−𝑥)−2
           (4) 

where 𝑥 is the input to the activation function.  

2.2.2. Tanh Activation Function 

Tanh functions are commonly used in neural networks. As shown in equation (6), the Tanh 

activation function ranges between [-1,+1]. The equation of the Tanh function is shown in equation 

(5). The gradient of the Tanh function that is used in backpropagation is shown in equation (7). 

𝑇𝑎𝑛ℎ(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
                           (5) 

−1 ≤ 𝑇𝑎𝑛ℎ(𝑥) ≤ 1                             (6) 

𝑑(𝑡𝑎𝑛ℎ (𝑥))

𝑑𝑥
= 1 − 𝑇𝑎𝑛ℎ2(𝑥) = 1 −

(𝑒𝑥 − 𝑒−𝑥)2

(𝑒𝑥 + 𝑒−𝑥)2
    (7) 

2.2.3. ReLU Activation Function 

Rectified linear unit (ReLU) was introduced by Nair et al. (2010) to make the neural networks 

more robust by learning highly complicated nonlinear functions. It saturates for negative values. 

ReLU form is shown in equation (8), and its gradient is shown in equation (10). Equation (9) shows 

the ReLU range. 

𝑅𝑒𝐿𝑈(𝑥) = {
𝑥 𝑖𝑓 𝑥 > 0

0 𝑖𝑓 𝑥 < 0
          (8) 

0 ≤ 𝑅𝑒𝐿𝑈(𝑥) ≤ ∞                (9) 

𝑑(𝑅𝑒𝐿𝑈(𝑥))

𝑑𝑥
= {

1 𝑖𝑓 𝑥 > 0

0 𝑖𝑓 𝑥 < 0
         (10) 

2.2.4. LeakyReLU Activation Function 

Leaky Rectified Linear Unit (LeakyReLU) was introduced by Maas et al. (Maas, Hannun, & Ng, 

2013) to add a new hyperparameter 𝛼 to the ReLU activation function which will allow a small 

negative slope. The point of adding the negative slope is to fix the dying neuron problem caused by 

using the ReLU activation function (B. Xu et al., 2015). The default 𝛼 value is 0.01. LeakyReLU 

form is shown in equation (11), and its gradient is shown in equation (13). Equation (12) shows the 

LeakyReLU range.   

𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑥) = {
𝑥 𝑖𝑓 𝑥 > 0

𝛼𝑥 𝑖𝑓 𝑥 < 0
           (11) 

−∞ ≤ 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑥) ≤ ∞               (12) 

𝑑(𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈(𝑥))

𝑑𝑥
= {

1 𝑖𝑓 𝑥 > 0

𝛼 𝑖𝑓 𝑥 < 0
         (13) 
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2.2.5. ELU Activation Function 

The exponential linear unit was introduced by Clevert et al. (2016). It is similar to the ReLU 

activation function on the positive side but different on the negative side, which is not constant as 

LeakyReLU but is instead a logarithmic curve. The 𝛼 hyperparameter controls the network saturation 

on the negative side. The high negative values introduced by the ELU activation function can help in 

normalizing the activations. The default 𝛼 value is 1. ELU form is shown in equation (14), and its 

gradient is shown in equation (16). Equation (15) shows the LeakyReLU range. 

𝑒𝑙𝑢(𝑥) = {
𝑥 𝑖𝑓 𝑥 > 0

𝛼(𝑒𝑥 − 1) 𝑖𝑓 𝑥 ≤ 0
           (14) 

−𝛼 ≤ 𝑒𝑙𝑢(𝑥) ≤ ∞                      (15) 

𝑑(𝑒𝑙𝑢(𝑥))

𝑑𝑥
= {

1 𝑖𝑓 𝑥 > 0

𝛼(𝑒𝑥 − 1) + 𝛼 𝑖𝑓 𝑥 ≤ 0
     (16) 

2.2.6. SELU Activation Function 

Scaled exponential linear units were introduced by Klambauer et al. (2017). The SELU is a 

modified version of the ELU activation function, where a new constant 𝜆 is introduced. SELU 

normalizes both the positive and negative sides. As being proposed by Klambauer et al. (2017), the 

default values are 𝛼 =  1.67326 and 𝜆 = 1.0507. SELU form is shown in equation (17) and its 

gradient is shown in equation (19). Equation (18) shows the SELU range.  

𝑆𝐸𝐿𝑈(𝑥) = {
𝜆𝑥 𝑖𝑓 𝑥 ≥ 0

𝜆𝛼(𝑒𝑥 − 1) 𝑖𝑓 𝑥 < 0
           (17) 

−𝜆𝛼 ≤ 𝑆𝐸𝐿𝑈(𝑥) ≤ ∞                      (18) 

𝑑(𝑆𝐸𝐿𝑈(𝑥))

𝑑𝑥
= {

𝜆 𝑖𝑓 𝑥 ≥ 0

𝜆𝛼(𝑒𝑥 − 1) + 𝜆𝛼 𝑖𝑓 𝑥 < 0
    (19) 

 

2.3. Optimization  

Given a 𝐷𝑎𝑡𝑎𝑠𝑒𝑡 = {(𝑥𝑖, 𝑦𝑖)}𝑖=1
𝑁 , where (𝑥𝑖, 𝑦𝑖) are set of pairs, 𝑥𝑖 is the 𝑖 − 𝑡ℎ example, and 𝑦𝑖 

is its label, and with a finite cardinality 𝑁. The optimization process is to find the optimal model 

parameters 𝜃 that will yield the lowest error possible for the loss function. The loss function 𝐿 can be 

formally defined as equation (20):   

𝐿(𝜃) = argmin
𝜃

1

𝑁
∑ 𝑙𝑖(𝑓(𝑥𝑖 ; 𝜃), 𝑦𝑖)

𝑁

𝑖=1

           (20) 

In binary classification problems, the loss function used is the binary cross-entropy, which can 

be formally defined as equation (21): 

𝐿𝐵𝐶𝐸(𝑦̂𝑖 , 𝑦𝑖) = −
1

𝑁
∑ [𝑦𝑖 log 𝑦̂𝑖 + (1 − 𝑦𝑖) log(1 − 𝑦̂𝑖)]

𝑁

𝑖=1
       (21) 

where 𝑦̂𝑖 is the predicted label.  
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An optimization algorithm is needed to achieve the minimum of the loss function. A generic 

optimization algorithm is shown in equation (22): 

𝜃𝑡+1 = 𝜃𝑡 − 𝜂∇𝜃𝐿(𝜃)           (22) 

 

 

 

 

 

 

 

(a)        (b) 

 

 

             

 

 

     (c)           (d) 

 

            

  

            

 

 

    (e)                                                  (f)   

Figure 1. A plot of the activation functions and their derivatives: (a) Sigmoid activation function; (b) Tanh 

activation function; (c) ReLU activation function; (d) LeakyReLU activation function; (e) ELU activation 

functions; (f) SELU activation function. 

2.3.1. RMSProp Optimizer 

RMSProp optimizer was introduced by Hinton (Hinton, 2012) to address the problem of the 

monotonically decreasing learning rate of the Adagrad optimizer. The network parameters are 

updated based on the following equations:  
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𝐺 = ∇𝜃𝐿(𝜃)                        (23) 

𝐸[𝐺2]𝑡 = 𝜆𝐸[𝐺2]𝑡−1 + (1 − 𝜆)𝐺𝑡
2      (24) 

𝜃𝑡
𝑖 = 𝜃𝑡−1

𝑖 −
𝜂

√𝐸[𝐺2]𝑡 + 𝜖
∙  ∇𝜃𝐿(𝜃𝑡

𝑖)    (25) 

where 𝜆 is used to select the amount of information needed from the previous update. 𝐸[𝐺2]𝑡 

The running average of the squared gradients has been used to avoid the monotonically decreasing 

gradients of the AdaGrad optimizer. Furthermore, 𝜂 is the learning rate.  

2.3.2. Adam Optimizer 

Adam optimizer was introduced by Kingma et al. (2014) to combine the benefits of using both 

the momentum method and the RMSProp method. The network parameters are updated based on the 

following equations: 

𝜃𝑡
𝑖 = 𝜃𝑡−1

𝑖 −
𝜂

√𝑣̂𝑡 + 𝜖
∙ 𝑚̂𝑡    (26) 

𝑚̂𝑡 =
𝑚𝑡

1 − 𝛽1
𝑡                (27) 

𝑣̂𝑡 =
𝑣𝑡

1 − 𝛽2
𝑡                 (28) 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 + 𝛽1)𝐺    (29) 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 + 𝛽2)[𝐺]2   (30) 

𝐺 = ∇𝜃𝐿(𝜃)                 (31) 

Where 𝜂 is the learning rate and the hyperparameter 𝛽𝑖 is used to select the amount of information 

needed from the previous update, where 𝛽𝑖 ∈ [0,1]. 𝑚𝑡 is the first moment and 𝑣𝑡 is the second 

moment. The authors noticed that by initializing 𝑚𝑡 and 𝑣𝑡 from zero, will lead to a zero-biased 

problem, and so the authors suggested using the corrected moments: 𝑚̂𝑡 and 𝑣𝑡. 
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Chapter 3. Transfer Learning with Convolutional Neural Networks for 

Diabetic Retinopathy Image Classification. A Review1 

Abstract: Diabetic retinopathy (DR) is a dangerous eye condition that affects diabetic patients. Without early 

detection, it can affect the retina and may eventually cause permanent blindness. The initial diagnosis of DR 

is crucial for its treatment. However, the determination of DR is a challenging process that requires an 

experienced ophthalmologist. A breakthrough in artificial intelligence called deep learning can give the 

ophthalmologist a second opinion regarding DR's classification using an autonomous classifier. To accurately 

train a deep learning model to classify DR, an enormous number of images are required, which is a significant 

limitation in the DR domain. Transfer learning is a technique that can help in overcoming the scarcity of 

images. The main idea exploited by transfer learning is that a deep learning architecture, previously trained 

on non-medical images, can be fine-tuned to suit the DR dataset. This paper reviews research papers that focus 

on DR classification by using transfer learning to present the best existing methods to address this problem. 

This review can help future researchers find out existing transfer learning methods to address the DR 

classification task and show their performance differences.  

Keywords: Diabetic retinopathy; deep learning; convolutional neural networks; transfer learning 

 

3.1. Introduction 

Diabetes mellitus (DM) is a chronic, metabolic, clinically heterogeneous disorder in which 

prevalence has been increasing steadily worldwide (Chen et al., 2012). It is estimated that 366 million 

people had DM in 2011; by 2030, this will have risen to 552 million (Cho et al., 2018). DM is 

characterized by persistent hyperglycemia, which may be due to impaired insulin secretion, resistance 

to insulin's peripheral actions, or both, which eventually leads to pancreatic beta-cell failure (Okur et 

al., 2017). People living with DM are more vulnerable to various forms of both short- and long-term 

complications due to metabolic aberrations that can cause damage to various organ systems, leading 

to the development of disabling and life-threatening health complications, the most prominent of 

which are microvascular (retinopathy, nephropathy, and neuropathy) and macrovascular 

complications (Lotfy et al., 2015). 

Diabetic retinopathy (DR) is one of the most common microvascular complications caused by 

DM. It happens when the retina's blood vessels are affected by high blood levels (Gupta & Chhikara, 

2018). DR can create some irreversible complications that can lead to blindness in many cases. The 

number of patients that suffer from DR was estimated at 126.6 million in 2010, and this number is 

expected to grow to 191 million by 2030 (Zheng et al., 2012). More than 2.6% of blindness worldwide 

happens because of DR (Bourne et al., 2013). This percentage corresponds to a significant number of 

persons whose quality of life is severely affected. Though the early diagnosis of DR can help prevent 

blindness (Vashist et al., 2011), this is challenging. More in detail, the main challenge of early-

 
1 This chapter has been published in MDPI journal as Kandel, I.; Castelli, M. Transfer Learning with Convolutional 

Neural Networks for Diabetic Retinopathy Image Classification. A Review. Applied Sciences 2020, 10, 2021. 

https://doi.org/10.3390/app10062021 

https://doi.org/10.3390/app10062021
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detected DR is the workforce that is needed to examine the retina images to detect DR (Abramoff et 

al., 2010) because diabetic patients must be assessed by an ophthalmologist at least once a year to 

detect the early signs of DR. Therefore, a reliable detection technology is needed to assist health care 

personnel in analyzing DR. According to Wilkinson et al. (Wilkinson et al., 2003), DR can be 

classified into five grades: grade 0 is normal with no sign of DR, grade 1 means the presence of mild 

DR, grade 2 means moderate, grade 3 means severe, and, finally, grade 4 is defined by new vessel 

proliferation, where risks of vision loss include bleeding into the vitreous and tractional retinal 

detachment. Figure 2 shows the different grades of DR. 

     
(a) (b) (c) (d) (e) 

     

Figure 2. Random samples of different grades of diabetic retinopathy. (a) grade 0, (b) grade 1, (c) grade 2, 

(d) grade 3, and (e) grade 4. 

Deep learning belongs to the broad family of machine learning methods (Mitchell, 1997). Unlike 

traditional neural networks-based classifiers, deep learning builds classifiers with many hidden layers, 

aiming to identify the salient low-level features of an image (Goodfellow et al., 2016). In the context 

of deep learning, transfer learning is a technique that exploits the usage of features that were learned 

by a network over a given problem to solve a different challenge in the same domain. Transfer 

learning has many advantages. First, it saves computational time because, instead of training a new 

model from scratch, it uses the already available information from the last training process. Second, 

it extends the knowledge it acquired from previous models, and third, transfer learning is beneficial 

when the size of the new training dataset is small. Transfer learning promises valuable contributions 

to the fields of computer vision, audio classification, and natural language processing.  

There have been many attempts to automatize the image classification task to facilitate the 

process or make it more accurate. One of the earliest attempts was the convolutional neural network 

(CNN), which LeCun et al. (1989) introduced for the image classification task.  

In 2012, thanks to Krizhevsky et al. (2012), CNN became the most popular technique for 

addressing the image classification problem. The authors achieved state-of-the-art performance in the 

ImageNet Large Scale Visual Recognition Challenge (ILSVRC) competition (Russakovsky et al., 

2015), outperforming other commonly used machine learning techniques. CNN can be used in image 

classification and natural language processing (Collobert & Weston, 2008; Dos Santos & Gatti de 

Bayser, 2014; Kalchbrenner et al., 2014) and time series analysis (Wang et al., 2017; Zhao et al., 

2017). In all of these cases, training the deep network weights from scratch requires a substantial 

amount of time and massive datasets (hundreds of thousands of images). These requirements make 
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deep learning algorithms very challenging in the context of medical images where, typically, only a 

limited number of images are available. A lot of time and experience are required to annotate medical 

images. That is where transfer learning can play a significant role: It allows for the use of a pre-trained 

architecture that was previously fitted to images of the same domain. 

Thus, transfer learning is particularly suitable for addressing the DR classification domain, where 

there is a lack of images to accurately train a CNN from scratch. 

Several studies have been done to classify DR by using CNN, either by using transfer learning 

or by introducing novel architectures (Amin et al., 2016; Ishtiaq et al., 2018; Nørgaard & Grauslund, 

2018; Padhy et al., 2019; Paranjpe, 2014), but to the best of our knowledge, there have not been any 

reviews that survey the existing transfer learning techniques to classify DR images. To answer this 

call, in this paper, we discuss state-of-the-art DR image classification models that use the transfer 

learning of deep CNNs. Moreover, we discuss some essential open questions to apply transfer 

learning in the DR domain better. 

More in detail, we discuss state-of-the-art models and techniques that were published from 2015 

to mid-2019. We used the following descriptors: “diabetic retinopathy,” “convolutional neural 

networks,” “transfer learning,” and “image classification” to cover the primary studies that address 

the classification of DR images by using transfer learning. These keywords were entered into the most 

popular academic databases, namely Scopus and PubMed.  

Two filters were used to produce the results: The first filter excluded any paper that was not 

about DR, which reduced the results from 172 papers to 31 papers; the second filter excluded any 

paper that was not about transfer learning, which resulted in 18 papers that were about transfer 

learning applied to DR. 

This paper is organized as follows: Section II gives an overview of a CNN structure. Section III 

discusses various CNN architectures that are commonly used in transfer learning. Section IV provides 

a brief description of the primary DR datasets that are available for public use. Section V provides a 

review of papers on the usage of transfer learning in classifying DR. Section VI presents the 

discussion, while Section VII presents open research questions. Finally, Section VIII concludes the 

paper.  

3.2. Convolutional Neural Networks and Transfer Learning 

CNN layers can be classified into two categories: primary layers and secondary layers. The 

primary layers are the main layers used in the CNN and consist of convolution layers, activation 

layers, pooling layers, flatten layers, and dense layers. Secondary layers are optional layers that can 

be added to make CNN more robust against overfitting and increase its generalizability. They include 

dropout layers, batch normalization layers, and regularization layers. Figure 3 shows a CNN structure. 
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Figure 3. Convolutional neural network (CNN) structure. 

3.2.1. Convolution Layers 

The first and most important layer in CNN is the convolution layer, which can automatically 

extract the image features without defining these features manually. The convolution layer can be 

described mathematically by: 

𝑓(𝑔(𝑡)) ≝ ∫ 𝑓(𝒯)𝑔(𝑡 − 𝒯) 𝑑𝒯
∞

−∞

 (1) 

The convolution is integral to the pointwise multiplication of two functions after one of them has been 

reversed and shifted (Dumoulin & Visin, 2016). From Equation (1), the 𝑔(. ) function is the filter that 

is used. It is then reversed and slides along to the 𝑓(. ) function, where 𝑓(. ) is the input function. The 

area of the intersection between the two functions, 𝑔(. ) and 𝑓(. ), is the convolution value. In a CNN, 

the filters are not reversed but instead used as-is. The filter used, 𝑔(. ), can be expressed as a grid of 

order 𝑛. Usually, the numbers inside the filter are initialized randomly, and then these numbers are 

learned during the network's training process. The result of the pointwise multiplication between the 

filter 𝑔(. ) and the input function 𝑓(. ) is saved in a new matrix called the output feature map. Figure 

4 represents the differences between the convolution, the filter, and the output feature map. 

 
Figure 4. Convolution, filter, and feature map 

The steps that are performed by the filter function over the input function define the stride 

parameter. The stride can be formally defined as the amount by which the filter function 𝑔(. ) moves 

at each step over the input function 𝑓(. ). Usually, after the convolution operation, the output feature 
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map will have smaller dimensions than the input function. One can rely on padding, a technique that 

adds zeroes around the input signal to maintain the original size, maintain the output map's 

dimensions, and prevent it from shrinking. Padding can be defined as the number of zeros added to 

the input function to control the output feature map's spatial size throughout a network, especially 

deep networks. Figure 5 represents an input function with zero-padding. The convolution operation 

output depends on the input size, the used filter size, the used stride, and the padding. The output 

feature map size is calculated as follows:  

 

𝑂𝑢𝑡𝑝𝑢𝑡 𝐻𝑒𝑖𝑔ℎ𝑡 =
𝐻 − 𝐾 + 𝑆 + 𝑃

𝑆
 , 𝑂𝑢𝑡𝑝𝑢𝑡 𝑊𝑖𝑑𝑡ℎ =

𝑊 − 𝐾 + 𝑆 + 𝑃

𝑆
 

Where filter size is 𝐾 × 𝐾, input dimension is 𝐻 × 𝑊, the stride is 𝑆, and padding is 𝑃. 

 

Figure 5. Zero padding input. 

3.2.2. Activation Layers 

Activation layers, nonlinear layers that usually follow the convolution layers, play an essential 

role as a selection criterion that decides whether a selected neuron will fire. The input of the activation 

layer is a real number that is transferred by applying a nonlinear function. The activation layer is vital 

because it allows the network to learn nonlinear mappings to make it more robust against complex 

functions. The most common activation layers used in CNNs are sigmoid, Tanh, ReLU, LeakyReLU, 

and softmax. The activation layers can be classified into saturated activation layers and non-saturated 

activation layers. If the output of the activation layer ranges between finite boundaries, it is classified 

as saturated; otherwise, it is considered a non-saturated activation function if it tends to infinite. The 

non-saturated activation functions have many advantages compared to saturated activation layers. For 

instance, the non-saturated layers can significantly help in the exploding/vanishing gradient problem 

of the backpropagation algorithm (Xu et al., 2015), one of the main issues when training a CNN. 

Different activation functions are shown in Figure 6. 

 

3.2.2.1. Sigmoid Function  

A saturated activation layer, which is a different form of a logistic function where the input is a 

real number and the output is a number in the range of [0,1], can be defined by 
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𝑓(𝑥) =
1

1 + 𝑒−𝑥
 

𝑓(𝑥) ∈ (0,1) 

(2) 

3.2.2.2. Tanh Activation Function 

The hyperbolic tangent function is a saturated activation layer commonly used when a negative 

gradient is essential. It outputs a number in the range of [-1, +1]. The following formula defines it: 

𝑓(𝑥) =
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
 

𝑓(𝑥) ∈ (−1,1) 

(3) 

3.2.2.3. ReLU Activation Function 

The rectified linear activation layer (Nair & Hinton, 2010) is considered one of CNN's most 

important activation layers. It is a non-saturated activation function that is mainly used to remove any 

negative values. It is advantageous in CNN because it eliminates any negative gradients when the 

threshold is at zero. 

𝑓(𝑥) = max (0, 𝑥) (4) 

3.2.2.4. LeakyReLU Activation Function  

A leaky rectified linear activation layer (Maas et al., 2013) is a non-saturated activation function 

that allows some negative gradients to pass. It is used to reduce the effect of the negative gradients 

by factor 𝛼. 

𝑓(𝑥) = {
𝑥 , 𝑥 > 0

𝛼𝑥 , 𝑥 < 0
 (5) 

3.2.2.5. Softmax Activation Function  

Softmax is an activation layer usually at the end of a network, and it produces a discrete 

probability distribution vector. 

𝑃(𝑦 = 𝑗|𝑋) =
𝑒𝑥𝑇𝑤𝑗

∑ 𝑒𝑋𝑇
𝑤𝑘

𝐾
𝑘=1

 (6) 

where X is the input vector and 𝑤𝑖 is the predicted probability of 𝑦 = 𝑗. 
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Figure 6. Plot of different activation functions: (a) Sigmoid activation function; (b) Tanh activation function; 

(c) ReLU activation function; and (d) LeakyReLU activation function. The x-axis represents the input x and 

the y-axis represents the output function. 

3.2.3. Pooling Layers 

Pooling layers are usually between consecutive convolution layers to progressively reduce the 

representation's spatial size to reduce the number of parameters and computation in a network. A 

pooling layer reduces the convolution layer's output feature map by extracting necessary pixels and 

removing noise. In this work, we assumed that the measurements were not noisy, and if this were not 

the case, a de-noising procedure would be necessary (Ouahabi, 2013). Additionally, a pooling layer 

is used to strengthen network spatial invariance (Scherer et al., 2010). The two main parameters of 

the pooling layers are the filter size and stride. The two main types of pooling layers are the maximum 

pooling layer and the average pooling layer. 

3.2.3.1. Maximum Pooling 

The pooling layer slides the filter over the previous convolution layer's output feature map and 

keeps each grid's maximum value. 

𝑓𝑀𝑃(𝑋) = 𝑚𝑎𝑥𝑖,𝑗(𝑖, 𝑗) (7) 

3.2.3.2. Average Pooling 

The pooling layer slides the filter over the previous convolution layer's output feature map and 

takes the grid's average. 
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𝑓𝐴𝑃(𝑋) =  
1

𝑛 + 𝑚
∑ ∑ 𝑋(𝑖, 𝑗)

𝑚

𝑗=1

𝑛

𝑖=1

 (8) 

 

3.2.4. Flattening Layers 

The output of the pooling layer is flattened to a 1𝐷 vector because the subsequent dense layers 

can only receive 1𝐷 vectors. A flattening layer can be seen in Figure 7. The dimensionality of the 

resulting vector is given by: 

𝐷𝑖𝑚𝐹𝑙𝑎𝑡 = 𝐷𝑖𝑚𝑖𝑚𝑔 ∗ 𝐷𝑖𝑚𝑖𝑚𝑔 ∗ 𝑛𝑢𝑚𝑐𝑜𝑙𝑜𝑟  

 
Figure 7. Flattening 2D feature maps to 1D vector. 

3.2.5. Dense Layers 

Dense layers, also known as fully connected layers, are usually placed at the end of a network, and 

they receive the output of the feature extraction layers as the input. The dense layer's main purpose is to 

consider all the features extracted from the previous layers and use them to classify the original image. 

At the end of the network, a softmax or sigmoid function is applied to output the target probability.  

3.2.6. Dropout Layer 

A dropout layer is a regularization layer that was first introduced by (Srivastava et al., 2014). It can 

be applied to any layer in the network. During network training, some neurons are disabled with a 

predefined dropout-rate probability 𝑃. It can be thought of as bagging for neural networks. 

3.2.7. Regularization Layers 

Complex models with large weights usually have low generalizability since they can learn noise 

instead of learning the true model patterns (Chollet, 2017a). Under the assumption that models with 

small weights have better generalizability than those with large weights, regularization functions are 

commonly used to limit overfitting. Regularization works by adding a penalty term to the loss function 

to avoid large weights being used by the model (James et al., 2014). The main idea of regularization is 

to eliminate the weights that do not contribute to the model accuracy by shrinking them to zero. Three 

types of regularization have been introduced in the literature: L1, L2, and elastic nets. The main 

differences between these regularizations lie in the penalty terms. 
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3.2.7.1. 𝐿1 regularization 

𝐿1 regularization constrains the weights to zero by adding the sum of the absolute values of the 

weights to the loss function. It can push some weights to be exactly zero and so can be thought of as 

a feature extractor. The magnitude of the penalty is determined by 𝛼, so the larger the value of 𝛼, the 

higher the constraint to the weights, usually 0 ≤ 𝛼 ≤ 1. 𝐿1 regularization can be formally defined as:  

𝑓(𝑤) = ∑ (𝑦𝑖 − ∑ 𝑥𝑖𝑗𝑤𝑗

𝑚

𝑗=1
)2

𝑛

𝑖=1
+ 𝛼 ∑ |𝑤𝑗|

𝑚

𝑗=1
 (9) 

where 𝑛 is the number of training examples, 𝑚 denotes the number of weights, 𝑤𝑗 is the weight at 𝑗 

neuron, 𝑦𝑖 is the label, and 𝛼 is the regularization factor. 

3.2.7.2. 𝐿2 regularization 

𝐿2 regularization decreases large weights by adding the sum of the squares of the weights to the 

loss function. The magnitude of the penalty is determined by 𝛼, so the larger the value of 𝛼, the higher 

the constraint to the weights, usually 0 ≤ 𝛼 ≤ 1. 𝐿2 regularization can be formally defined as: 

𝑓(𝑤) = ∑ (𝑦𝑖 − ∑ 𝑥𝑖𝑗𝑤𝑗

𝑚

𝑗=1
)2

𝑛

𝑖=1
+ 𝛼 ∑ 𝑤𝑗

2
𝑚

𝑗=1
 (10) 

where 𝑛 is the number of training examples, 𝑚 denotes the number of weights, 𝑤𝑗 is the weight at 𝑗 

neuron, 𝑦𝑖 is the label, and 𝛼 is the regularization factor. 

3.2.7.3. Elastic Net regularization 

To overcome both techniques' shortcomings, an elastic net was introduced, as it linearly 

combines both regularization techniques to benefit from both techniques at once. Elastic net can be 

defined as: 

𝑓(𝑤) =
∑ (𝑦𝑖 − ∑ 𝑥𝑖𝑗𝑤𝑗

𝑚
𝑗=1 )2𝑛

𝑖=1

2𝑛
+ 𝛼(

1 − 𝛾

2
∑ 𝑤𝑗

2
𝑚

𝑗=1
+ 𝛾 ∑ |𝑤𝑗|

𝑚

𝑗=1
) (11) 

where 𝑛 is the number of training examples, 𝑚 denotes the number of weights, 𝑤𝑗 is the weight at 𝑗 

neuron, 𝑦𝑖 is the label, 𝛼 is the regularization factor, and 𝛾 is the mixing parameter between the ridge 

(𝛾  = 0) and the lasso (𝛾  = 1). By combining both 𝐿1 and 𝐿2, the strength of each term can be tuned 

by 𝛼. 

3.2.8. Batch Normalization Layers 

Batch normalization can speed up the network's training and increase its robustness against 

overfitting (Ioffe & Szegedy, 2015). It reduces the network covariance shift (Santurkar et al., 2018). 

Additionally, batch normalization adds noise to each layer to increase its robustness. It works by 

normalizing each layer's inputs by subtracting the batch mean and dividing by the batch standard 

deviation. 
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𝜇𝐵 =
1

𝑛𝐵

∑ 𝑥(𝑖)
𝑛𝐵

𝑖=1
 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑖𝑛𝑖 − 𝑏𝑎𝑡𝑐ℎ 𝑚𝑒𝑎𝑛 (12) 

𝜎𝐵
2 =

1

𝑛𝐵

∑ (𝑥(𝑖) − 𝜇𝐵)2
𝑛𝐵

𝑖=1
 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑖𝑛𝑖 − 𝑏𝑎𝑡𝑐ℎ 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (13) 

𝑥̂(𝑖) =
𝑥(𝑖) − 𝜇𝐵

√𝜎𝐵
2 + 𝜖

 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑎𝑚𝑝𝑙𝑒 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 (14) 

𝑍(𝑖) = 𝛾 ∗ 𝑥̂(𝑖) + 𝛽 𝑖𝑠 𝑡ℎ𝑒 𝑏𝑎𝑡𝑐ℎ 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 (15) 

where 𝜇𝐵 is the mini-batch 𝐵 mean, 𝜎𝐵
  is the mini-batch 𝐵 standard deviation, 𝑛𝐵 is the number of 

instances in the mini-batch, 𝑥(𝑖) is the zero-centered and normalized input, for instance, 𝑖, 𝛾 is the 

scaling parameter for the layer, 𝛽 is the shifting parameter (offset) for the layer, 𝜖 is a tiny number to 

avoid division by zero (typically 10−5; it is called a smoothing term), and 𝑍(𝑖) is the output of the 𝐵𝑁 

operations ( it is a scaled and shifted version of the inputs). Thus, in total, four parameters must be 

learned for each batch-normalized layer: 

𝛾 (𝑠𝑐𝑎𝑙𝑒), 𝛽 (𝑜𝑓𝑓𝑠𝑒𝑡), 𝜇 (𝑚𝑒𝑎𝑛) and 𝜎 (𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛). 

3.2.9. Transfer learning 

Transfer learning is a deep learning technique that is used to rapidly and accurately train a CNN in 

which its weights are not initialized from scratch. Instead, they are imported from another CNN that 

was trained on a larger dataset. The most popular set of weights used for transfer learning is from the 

ImageNet dataset (Deng et al., 2009). Several CNN architectures have been trained on the ImageNet 

dataset and have achieved high accuracy. These weights can be used to classify another completely 

different dataset instead of randomly initializing the weights from scratch. There are four strategies in 

transfer learning. The first strategy is to remove the original fully connected layers that act as classifiers, 

freeze the entire network weights, use the CNN pre-trained layers as feature extraction, and then add a 

classifier layer such as a fully connected layer or another machine learning classifier, like a support 

vector machine. The second strategy is to remove the original fully connected layers, fine-tune the entire 

network weights by using a minimal learning rate (LR), and add a new classifier layer that suits the new 

task. The third strategy is to remove the fully connected layers, fine-tune only the top layers while 

keeping the bottom layers frozen, and then add a new classifier layer that suits the new task. Many 

researchers have suggested that the bottom layers only detect generic features such as edges and circles, 

while the top layers detect more dataset-specific features. 

For this reason, many authors recommend only fine-tuning the top layers (Kornblith et al., 2018; 

Shin et al., 2016; Yosinski et al., 2014). The fourth strategy is to use a state-of-the-art architecture and 

start training it from scratch by using only the architecture proven to work on different challenging 

datasets. A generic CNN model architecture can be seen in Figure 8. 
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Figure 8. Convolutional neural network architecture. 

3.3. CNN Architectures 

In this section, the main CNN architectures used in transfer learning are reviewed. According to 

(Alom et al., 2018), the rise of deep learning in image classification started in 2012 with the introduction 

of AlexNet (Krizhevsky et al., 2012), which introduced the ReLU activation layer as well. The usage of 

a CNN in image classification increased its accuracy and eliminated each image's need to feature-

engineer. After AlexNet, many architectures—namely VGG16, VGG19, ResNet, GoogLeNet, 

DenseNet, and Xception—were introduced with more features to classify images efficaciously. 

3.3.1. VGG Network Architecture  

In 2014, researchers at Oxford’s Visual Geometry Group introduced two novel architectures named 

VGG16 (Simonyan & Zisserman, 2014) and VGG19 (Simonyan & Zisserman, 2014). VGG16 achieved 

a top-five accuracy rate of 91.90% in the ImageNet competition in 2014. The VGG16 architecture has 

138,355,752 parameters, five convolution blocks, and three dense layers. Each block contains some 

convolutional layers and then a max pool layer to decrease the block output size and remove the noise. 

The first two blocks have two convolutional layers each, and the last three blocks have three 

convolutional layers each. The size of the kernel that is used throughout this network has a stride of 1. 

After the five blocks, a flatten layer was added to convert the 3D vector of the blocks to a 1D vector to 

be inserted into the fully connected layers. The first two fully connected layers have 4096 neurons, and 

the last fully connected layer has 1000 neurons. After the fully connected layers, a softmax layer is 

inserted, and this is used to ensure that the probability summation of the output is one. The main 

difference between VGG16 and VGG19 is that VGG19 has 19 convolution layers instead of 16 

convolution layers. The number of parameters increases from 138,357,544 to 143,667,240 because of 

additional layers. The authors argued that these additional layers make the architecture more robust and 

can learn more complex architectures.  

This network's main benefit is its sequential blocks, where the sequential convolutional layers that 

are inserted after each other allow for a reduction of the amount of spatial information needed. This 

network's main drawback is that the authors specify more weights for the classifier portion and not for 
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the feature extraction portion. This considerably increases the number of parameters. The network's 

ImageNet weights are available in the Keras package. 

3.3.2. ResNet Network Architecture  

ResNet, which stands for residual network, was introduced by He et al. (2016) in 2015 and 

achieved first place in the 2015 ImageNet competition with a top-five accuracy rate of 94.29%. It has a 

total of 25,000,000 parameters. Compared to other architectures, ResNet is a very deep network that 

can reach up to 152 layers. It has a unique connection called the residual connection, which is a 

connection that is applied between the convolutional layers and then passed to the ReLU activation 

layer. The residual connection makes sure that during backpropagation, the weights learned from the 

previous layers do not vanish. Three versions (which differ in the number of layers) of this network 

have been introduced, namely ResNet50, ResNet101, and ResNet152. The main benefit of this network 

is the use of residual connections, making it possible to use many layers. 

Moreover, increasing the network's depth (instead of widening it) results in fewer extra parameters. 

This network's main drawbacks are the summation in each residual block, which makes the filter size 

the same. Additionally, this network requires large datasets to be properly trained, thus resulting in a 

computationally expensive training phase. The network's ImageNet weights are available in the Keras 

package.  

3.3.3. GoogLeNet Network Architecture  

In 2014, Google researchers introduced a novel architecture called the GoogLeNet network 

(Szegedy et al., 2015), which is also known as IncpetionV1 architecture. The authors won the ImageNet 

competition (Russakovsky et al., 2015) with a top 5 accuracy rate of 92.2%. After the success of 

InceptionV1, the authors introduced other versions like InceptionV2 and InceptionV3. The main idea 

of GoogLeNet architecture is to use multiple convolution layers in the same block to go not only deeper 

but wider and to capture different features of the images; these blocks are referred to as Inception blocks. 

The most popular GoogLeNet architectures are the InceptionV1 and InceptionV3 architectures. In the 

InceptionV1 inception blocks, six convolution layers are used, while in the InceptionV3 inception 

blocks, seven convolution layers are used. In the remainder of the paper, just like in the literature, the 

InceptionV1 architecture is referred to as the GoogLeNet architecture. The main benefit of this network 

is the presence of an inception module, which allows the network to capture different aspect ratios of 

the same image by using the convolution layers in parallel. The main drawback of this network is the 

computational effort that is needed to train it because the layers are deep and wide. The InceptionV3's 

ImageNet weights are available in the Keras package. An InceptionV1 block and InceptionV3 block are 

shown in Figure 9. 
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(a) (b) 

 

Figure 9. Inception blocks. (a) InceptionV1. (b) InceptionV3. 

3.3.4. AlexNet Network Architecture  

AlexNet architecture (Krizhevsky et al., 2012) was the first CNN network to participate in the 

ImageNet challenge in 2012. It achieved an accuracy rate of 84.6%, which outperformed all the 

previous shallow algorithms used in image classification. Since then, CNNs have become the state-

of-the-art algorithm in image classification. The AlexNet architecture has 60,000,000 parameters, 

five convolution layers, and three dense layers. The two novel introductions in AlexNet were using 

the ReLU activation function (instead of the sigmoid activation function) and the usage of dropout to 

overcome the overfitting that this deep architecture can cause. This network's main advantage relies 

on the fact that the training process is computationally efficient compared with the other networks 

that have been taken into account. On the other hand, the network is not deep enough to capture 

complicated features from images. 

3.3.5. DenseNet Network Architecture 

DenseNet architecture (Huang et al., 2017) stands for densely connected convolutional networks. 

It was inspired by ResNet, but instead of the residual connections, the authors proposed the use of 

dense blocks. The dense block consists of sequentially placed convolution layers, like VGG, but each 

layer has a connection to all the subsequent layers. The main idea is for each convolution layer to 

receive the information from all the previous layers. DenseNet has 8,062,504 parameters and achieved 

a 93.34% top 5 accuracy rate on the ILSVCR challenge. This network's main advantage is the 

presence of connections between all layers, which reduces the information loss between layers 

(especially the deep layers). The main drawbacks are the following: The training phase is 

computationally expensive, and it requires very large datasets to achieve satisfactory performance. 

The network's ImageNet weights are available in the Keras package. 

3.3.6. Xception Network Architecture 
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The Xception (which stands for extreme inception) network was introduced by Chollet (2017), 

and it was inspired by the InceptionV3 architecture. The main idea exploited by the Xception 

architecture is to replace the inception module with depthwise separable convolution, followed by a 

pointwise separable convolution. This network is 71 layers deep, and it has 22.9 million parameters. 

The Xception network achieved a 94.50% top 5 accuracy rate on the ILSVCR challenge. This 

network's main advantage is that it has a deep architecture but with a small number of parameters, 

thus making it computationally efficient compared to other deep networks. The main drawback is that 

this network requires very large datasets to be able to train all its parameters.  

 

Table 1. shows a summary of the proposed networks with their number of parameters and their 

accuracy over the ImageNet dataset. The accuracy is calculated by dividing the correctly classified 

observations over the total number of observations. The 𝑡𝑜𝑝 − 𝑘 accuracy is the accuracy of the 

architecture over predicted labels 𝑦̂, where the top 5 accuracy represents the accuracy over 5 classes 

accuracy, and the top 1 accuracy represents the accuracy for a single-class classification. When 𝑘 =

5, the accuracy is measured by taking into account if the label 𝑦 is present in the top 5 predicted labels 

𝑦̂, while if 𝑘 = 1, 𝑡𝑜𝑝 − 𝑘 is the de-facto accuracy measure. The 𝑡𝑜𝑝 − 𝑘 accuracy measure was used 

here because the ILSVRC challenge had 1000 classes.  

Table 1. Top 5 accuracy, top 1 accuracy, and the number of parameters of AlexNet, VGG, Inception, and 

ResNet in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) challenge. 

Architecture Number of Parameters Top 5 Accuracy Top 1 Accuracy 

AlexNet 62,378,344 84.60% 63.30% 

VGG16 138,357,544 91.90% 74.40% 

GoogLeNet 23,000,000 92.2% 74.80% 

ResNet-152 25,000,000 94.29% 78.57% 

DenseNet 8,062,504 93.34% 76.39% 

Xception 22,910,480 94.50% 79.00% 

3.4. DR Datasets 

Several DR datasets were made publicly available to allow researchers to develop algorithms 

that can classify DR. A brief description of these datasets is given in this section. DR Datasets 

descriptions are shown in Table 2. 

Table 2. Diabetic retinopathy (DR) datasets description. 

Dataset Size Grades 

Kaggle 88,000 5 

Messidor 1200 4 

DR1 1014 2 

E-ophtha 463 2 

STARE 397 14 
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3.4.1. Kaggle Dataset 

The Kaggle DR (Cuadros & Bresnick, 2009) dataset is considered one of the most important 

datasets for DR because it includes more than 88,000 publicly available images captured using 

different cameras at different angle dimensions. This dataset is divided into 40% for training and 60% 

for testing, and various cameras took the images. Therefore, different levels of quality appear in this 

dataset. The annotation of this dataset is a five-class annotation, as proposed by Wilkinson et al. 

(2003). The dataset suffers from imbalance, as the rare DR levels (3 and 4) cover less than 5% of the 

dataset. 

3.4.2. Messidor Dataset 

Messidor (Abramoff et al., 2013; Decencière et al., 2014) is a publicly available dataset that 

consists of 1200 DR images. This dataset, like the Kaggle dataset, was acquired by using different 

cameras and settings, and it was built by collecting images from three different hospitals in France. 

This dataset is more balanced than Kaggle’s because each class is distributed uniformly. The DR 

grades are divided into four grades.  

3.4.3. DR1 Dataset 

DR1 (Pires et al., 2014) is a publicly available dataset that was provided by the Federal 

University of Sao Paulo, Brazil. The dataset contains 1014 images with 68% normal images and 32% 

DR images. All the images were captured by using the same camera. 

3.4.4. E-ophtha Dataset  

The E-ophtha dataset (Decencière et al., 2013) is a publicly available dataset that contains two 

main subsets of images. The E-ophtha_Ex dataset has the objective of detecting exudates in fundus 

images. This dataset has 82 images split into 47 fundus images with exudates and 35 images without 

exudates. The other dataset is the E-ophtha_MA, and the objective is to detect microaneurysms in 

fundus images. This dataset contains 381 images divided into 148 images with aneurysms and 233 

without arterial swelling.  

3.4.5. STARE Dataset 

The STARE dataset (Goldbaum et al., 1990) is a publicly available dataset that contains 400 

images that were captured by using the same camera. It has 397 fundus images divided into 14 retina-

related diseases.  

 

3.5. Paper review 

This section discusses the selected papers based on different aspects like the architecture used, 

the target dataset used, the optimizer used, and the LR used, the performance of the architecture after 
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transfer learning, the fine-tuning process employed, and, finally, the validation process whenever 

applicable. 

In transfer learning, a set of weights that were learned from an image dataset can be used to 

classify another image dataset. The deep layers are generic and can be used to extract salient features 

that are suitable for classifying any image. This aspect is why many authors have tried to use transfer 

learning in detecting DR. For instance, Gulshan et al. (2016) used InceptionV3 architecture to classify 

DR into two grades: DR or No DR. The dataset that the authors considered contained 128,175 images. 

The reported results on two test datasets, with sizes 9963 and 1748, had sensitivities of 97.5% and 

96.1%, respectively. Masood et al. (2017) used the Kaggle dataset to assess the performance of the 

InceptionV3 model to classify DR into five grades. The authors chose 4000 images and cropped them 

to 500 pixels. The authors used accuracy to assess the model's performance, which was reported as 

48.8%.  

Li et al. (2017) discussed using transfer learning for detecting DR by comparing different 

network architectures, including AlexNet, VGG-S, VGG16, and VGG19, to two datasets: the 

Messidor and DR1 datasets. Three transfer learning techniques were analyzed: fine-tuning the entire 

networks, fine-tuning the networks layer-wise, and, finally, freezing the entire network's weights and 

applying SVM as a classification layer. The authors used a stochastic gradient descent for the 

optimizer, and the images were pre-classified as either DR or No DR to pose a binary classification 

problem. The accuracy measure used was the AUC of the ROC curve. The highest AUC achieved 

was obtained by fine-tuning the entire network, while the second-best performance was achieved by 

fine-tuning layer-wise. The VGG-S architecture obtained the highest AUC that was achieved for the 

Messidor dataset with an AUC of 98.34%. For the DR1 dataset, an AUC of 97.86% was obtained by 

using the same network. 

Mohammadian et al. (2017) compared the InceptionV3 and Xception architectures to classify 

DR into two grades, DR or No DR, by using the Kaggle dataset. The authors used the whole dataset 

of 35126 images, with 20% of the images being used to test the algorithm’s performance over unseen 

data. The authors fine-tuned the two architectures' last two blocks and compared two optimizers with 

different LRs: stochastic gradient descent and Adam. The authors augmented the images by 

horizontally and vertically flipping the images or by shifting and rotating the images to increase the 

model's robustness. The authors used the accuracy measure to assess the performance of the 

architectures. The reported results were 87.12% for the InceptionV3 architecture and 74.49% for 

Xception.  

Takahashi et al. (2017) trained a modified GoogLeNet architecture by using a private dataset. 

They used 9443 images to train the model and 496 to test it. They cropped the images to 1272 × 1272 

pixels, and they considered a four-class classification scheme. The reported accuracy was 81%, and 

the kappa score was equal to 0.74. Choi et al. (2017) investigated the impact of transfer learning on 
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the STARE dataset (Goldbaum et al., 1990). They used image augmentation techniques to increase 

the dataset's size to 10,000 images, with ten retina disorder categories, including DR. The authors 

opted for the pre-trained VGG19 and AlexNet architectures. An ensemble was created to increase the 

network accuracy, and K-fold validation with k = 5 was used to validate the results. The authors 

obtained the highest accuracy by using VGG19 architecture with random forest (RF) as a classifier.  

Wang et al. (2018) investigated transfer learning techniques by using three network architectures: 

AlexNet, VGG16, and InceptionNetV3. The authors used 166 images from the Kaggle dataset to tune 

the algorithms. The authors opted for the five-stage classification approach instead of the binary 

classification approach that other authors have used for this specific dataset. Additionally, they 

employed a stochastic gradient descent optimizer with Nesterov momentum to accelerate the 

convergence to the minimum. The authors cropped the images for each architecture to 227 × 227 for 

AlexNet, 224 × 224 for VGG16, and 299 × 299 for InceptionV3. They used the network's accuracy 

as the evaluation metric, and they used 𝐾 − 𝑓𝑜𝑙𝑑 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 with 𝐾 = 5 to cross-validate the results. 

The best-reported accuracy was 63.2% for the InceptionV3 architecture. Hazim et al. (2018) used 580 

images from the Messidor dataset to test the transfer learning of AlexNet. They opted for a two-class 

classification, and they cropped the images to 227 × 227. They achieved an 88.3% accuracy on the 

test set, which consisted of 290 images.  

Lam et al. (2018) considered the sliding windows algorithm, where small patches from the 

original images are used to train the CNN. These patches contain the important features of each image, 

such as the presence of exudates or microaneurysms. The authors used the Kaggle dataset to extract 

these patches. They extracted 1324 patches from 243 images and split these patches into training and 

testing datasets. They tested the proposed algorithm by using the E-Optha dataset, which contained 

195 images. They used GoogLeNet architecture to train the model with an input size of 128 × 128. 

The authors considered a multi-class classification task with five DR grades. They resized the test 

images to 2048 × 2048 and normalized the pixels to test the model. Subsequently, the trained model 

crossed over the test image to produce a heat map with a probability score for every one of the five 

grades. The authors compared five pre-trained architectures (AlexNet, VGG16, GoogLeNet, ResNet, 

and InceptionV3) for binary classification and multi-class classification. The best performing 

architecture was InceptionV3, with a multi-class accuracy of 96% and a binary-class accuracy of 

98%. 

Lam et al. (2018) trained a CNN by using transfer learning of the AlexNet, VGG16, and 

GoogLeNet models, and they utilized Kaggle two-class output. The authors reported that GoogLeNet 

achieved the highest sensitivity of 95% and specificity of 96%. The authors tried to utilize the multi-

class Kaggle dataset, but they stated that a CNN could not learn mild class sensitivity. The authors 

achieved decent results for detecting mild grades when using the Messidor dataset. Wan et al. (2018) 

compared the difference between transfer learning and learning from scratch. The authors used four 
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CNN architectures, namely AlexNet, ResNet, GoogLeNet, and VGG. The authors performed their 

experiments on the full Kaggle dataset, and they used the AUC of the ROC curve, accuracy, 

sensitivity, and specificity as evaluation criteria. The authors reported that transfer learning did 

significantly increase CNN's performance, with VGG-S producing the highest AUC.  

Xu et al. (2018) studied the difference between the performance of DenseNet with and without 

fine-tuning. The authors examined their method on a private dataset with 10,000 images and five 

grades. The authors used image augmentation to increase the dataset's size and balance the dataset 

between different classes. The final dataset contained 20,000 images that were distributed 

equivalently between the five classes. The authors used a stochastic gradient descent (SGD) as an 

optimizer with an LR of 0.1 for training from scratch and an LR of 0.01 for fine-tuning the network. 

The authors reported that transfer learning increased the accuracy of the model used.  

Tsighe et al. (2019) investigated the usage of the InceptionV3 architecture to detect DR in the 

Kaggle dataset. The authors chose 2500 images and cropped them to 300 × 300 to train the model, 

and 5000 images were used to test the model. The authors pre-classified the images as either DR or 

No DR to make it a binary classification task. They employed a stochastic gradient descent as an 

optimizer, with an LR of 0.0005, to fine-tune the neural network. The reported result was a 90.9% 

accuracy and a 3.94% loss. Chen et al. (2019) considered the pre-trained InceptionV3 architecture to 

classify DR on 7023 images of the Kaggle dataset. The authors adopted a five-stage classification 

approach with the quadratic weighted kappa as an accuracy measure. The images were cropped to 

229 × 229, and a stochastic gradient descent was used as an optimizer. Image augmentation was used 

with an early stop for 15 iterations to overcome the overfitting of the network. The reported Kappa 

score was 0.64, with an accuracy of 80%. 

Zeng et al. (2019) proposed a novel Siamese-like architecture where the left and right fundus 

images were classified together. Siamese neural networks are networks with two parallel neural 

networks, and each of these networks takes different inputs. The authors used the Kaggle dataset with 

28,104 training images split between right and left eyes and 7024 to test the architecture. They used 

the pre-trained InceptionV3 network on the ImageNet dataset. The authors examined the five-stage 

classification, as proposed by Wilkinson et al. (2003), and opted to use a binary class classification. 

They used Adam as an optimizer, quadratic weighted kappa as the accuracy measure for the multiclass 

classification, and the AUC of the ROC for the binary classification. All the layers of InceptionV3 

were fine-tuned, and the images were cropped to 229 × 229. The authors augmented images by 

randomly flipping them horizontally and randomly applying a geometric transformation to increase 

the dataset’s size and control overfitting. They normalized all images from [0,255] to [-1,+1]. They 

reported the kappa result as 0.829 for the multiclass classification and an AUC of 95.1% for the binary 

classification.  
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Zhang et al. (2019) used a private dataset with 13,767 images to propose a model called DeepDR, 

which uses deep learning based on transfer learning models to detect DR. The model consists of three 

stages: identification, grading, and reporting. The identification stage is a binary classification model 

to predict the presence of DR. If DR exists, then the image is graded by using the grading stage of the 

four stages of DR; the last stage reports the result of the model. The authors used InceptionV3, 

Xception, and InceptionResNetV2 for feature extraction in the identification system. Moreover, they 

added a global average pooling layer to normalize the feature extractor's output, and they 

subsequently added four dense layers with sizes 1024, 512, 256, and 128, respectively. A dropout 

layer between the dense layers, with a probability of 50%, was employed to limit overfitting. Due to 

its speed of convergence, the authors opted for the LeakyReLU activation function with a 𝛽 of 0.2 

and, in the end, a softmax layer to sum up the probabilities to 100%. The authors used ResNet50, 

DenseNet169, and DenseNet201 for feature extraction in the grading system. They then added a 

global average pooling layer and four dense layers with sizes 2048, 1024, 512, and 256, respectively. 

They employed a dropout layer between the dense layers with a probability of 50%, LeakyReLU, as 

the activation function for all the dense layers with 𝛽 of 0.2 and, in the end, the softmax layer. The 

authors averaged the outputs of the three models' softmax layer to decrease the variance of the model 

output. The identification model achieved a sensitivity of 97.5% and a specificity of 97.7%, while the 

grading model reached 98.1% for sensitivity and 98.9% for specificity. 

Yip et al. (2019) explored three CNN architectures, namely VGG, ResNet, and an ensemble of 

both architectures. The authors experimented with using a private dataset with three DR classes and 

with 148,266 images divided into 51.5% to train and 48.5% to validate the model. Three measures 

were used to assess the model's quality, namely AUC, sensitivity, and specificity. The authors 

reported that transfer learning increased model accuracy. Gao et al. (2019) used a private dataset with 

4476 images with four classes. The authors cut the original images into four 300 ∗ 300 partitions that 

were the input of four InceptionV3 networks, and then they concatenated the results to a single layer. 

The original fully connected layers were removed, and only a softmax layer was used. The Adam 

optimizer was employed to fine-tune the InceptionV3 networks. The authors compared their method 

against ResNet18, ResNet101, VGG19, and InceptionV3. The reported results showed that their 

model achieved higher accuracy than the other models. Table 3 shows the list of the reviewed papers 

that applied transfer learning to classify DR. 

Table 3. Studies applying transfer learning. 

Study 
Architecture Number of 

Classes 

Dataset Dataset 

Size 

Performance 

Measure 

Results 

Gulshan et al. 

(2016) 

InceptionV3 2 classes Private 128,175 Sensitivity 97.5% 

Masood et al. 

(2017) 

InceptionV3 5 classes Kaggle  4000 Accuracy 48.8% 
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Li et al. (2017) 

AlexNet 

VGG-S 

VGG16 

VGG19 

2 classes 

- 

- 

- 

Messidor 

DR1 

- 

- 

1200 

1014 

- 

- 

AUC 

- 

- 

- 

77.27%* 

98.34%* 

74.37%* 

68.69%* 

Mohammadian et 

al. (2017) 

InceptionV3 

Xception 
2 classes Kaggle 35,126 Accuracy 

87.12% 

74.49% 

Takahashi et al. 

(2017) 
GoogLeNet 4 classes Private 9443 

Accuracy 

Kappa 

81% 

0.74 

Choi et al. (2017) 
VGG19 

AlexNet 10 classes STARE 10,000 AUC 
90.3%* 

81.6% 

Wang et al. (2018) 

AlexNet 

VGG16 

InceptionV3 

5 classes Kaggle 166 Accuracy 

37.43% 

50.03% 

63.23% 

Hazim et al. (2018) AlexNet 2 classes Messidor 580 Accuracy 88.3% 

Lam et al. (2018a) 

AlexNet 

VGG16 

GoogLeNet 

ResNet 

InceptionV3 

- 

- 

2 classes 

- 

- 

Kaggle 

e-ophtha 

- 

- 

- 

1050 

274 

- 

- 

- 

Accuracy 

- 

- 

- 

- 

79% 

90% 

98% 

95% 

98% 

Lam et al. (2018b) 

AlexNet 

GoogleNet 

VGG16 

2 classes 

- 

- 

Kaggle 

Messidor 

- 

35,000 

1200 

- 

Sensitivity 

Specificity 

- 

95%* 

96%* 

- 

Wan et al. (2018) 

AlexNet 

VGG-S 

VGG16 

VGG19 

GoogLeNet 

ResNet 

5 classes Kaggle 35,126 AUC 

93.42% 

97.86% 

96.16% 

96.84% 

92.72% 

93.65% 

Xu et al. (2018) DenseNet 5 classes Private 20,000 Error rate 17.48%* 

Tsighe et al. (2019) InceptionV3 2 classes Kaggle 2500 
Accuracy 

Loss 

90.9% 

3.94% 

Chen et al. (2019) InceptionV3 5 classes Kaggle 7023 
Kappa 

Accuracy 

0.64 

80% 

Zeng et al. (2019a) InceptionV3 
2 classes 

5 classes 
Kaggle 28,104 

Kappa 

AUC 

0.829 

95.1% 

Zhang et al. (2019) 
ResNet 

DenseNet 
4 classes Private 13,767 

Sensitivity 

Specificity 

98.1%* 

98.9%* 

Yip et al. (2019) 
VGG16 

ResNet 
3 classes Private 148,266 AUC 

95.8%* 

99.4%* 

Gao et al. (2019) 

Inception@4 

InceptionV3 

ResNet18 

ResNet101 

VGG19 

4 classes Private 4476 Accuracy 

88.72% 

88.35% 

87.61% 

87.26% 

85.50% 

*The results from Li et al. (2017) are the results of fine-tuning the entire networks by using the 

Messidor dataset. The results from Zhang et al. (2019) are the results of the grading model. The results 

of Lam et al. (2018) are GoogLeNet architecture results for the two-class Kaggle dataset. The results 

from Yip et al. (2019) are the results of the vision-threatening DR. The results shown from Xu et al. 
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(2018) are the results of using transfer learning with 24 kernels. The VGG19 results shown from Choi 

et al. (2017a) are the VGG19 with transfer learning and RF as a classifier. 

3.6. Discussion 

This study reviewed recent studies that implemented transfer learning in classifying diabetic 

retinopathy images. These studies were extracted from two databases (PubMed and Scopus), and after 

applying two filters, 18 studies were selected. The selected papers were analyzed based on six aspects: 

the architecture used, the target dataset used, the optimizer used, the LR used, the performance of the 

architecture after transfer learning, the fine-tuning process used, and, finally, the validation process 

that was applied. In this section, we discuss the main findings of this analysis. 

3.6.1. Architectures used 

In the reviewed articles, many state-of-the-art architectures were used to classify DR. Among 

them, InceptionV3 was the most commonly used, followed by the AlexNet and VGG16 architectures. 

The choice of the architectures did not depend on the size of the dataset. In studies (Choi et al., 2017a; 

Gao et al., 2019; Lam et al., 2018a; Lam et al., 2018b; Li et al., 2017; Mohammadian et al., 2017; 

Wan et al., 2018; Wang et al., 2018; Yip et al., 2019; Zhang et al., 2019), the authors compared 

different architectures to determine the best performing one. In studies (Gao et al., 2019; Lam et al., 

2018; Mohammadian et al., 2017; Wan et al., 2018; Wang et al., 2018), the authors compared 

InceptionV3 architecture to other networks, and InceptionV3 achieved the best performance in all the 

studies except for (Wan et al., 2018). The AlexNet architecture achieved the lowest performance in 

the following studies: (Choi et al., 2017a; Lam et al., 2018a; Lam et al., 2018b; Wan et al., 2018; 

Wang et al., 2018). The high performance of InceptionV3 may be attributed to the inception module 

used. This module can capture different aspect ratios in the same image, which was shown to be very 

useful in DR images. The low performance of AlexNet could have been caused by the fact that it only 

uses five convolution layers. This number is not sufficient to accurately classify challenging images, 

like DR. A summary of the architectures used is shown in Table 4.  

Table 4. Architectures analysis. 

Architecture Count 

InceptionV3 9 

AlexNet 7 

VGG16 6 

VGG19 3 

VGG-S 2 

Xception 2 

DenseNet 2 

ResNet 5 

GoogleNet 4 
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3.6.2. The datasets used 

In the reviewed papers, the most commonly used public datasets were the Kaggle dataset due to 

its availability and its size, followed by the Messidor dataset. Many private datasets were used as well 

in studies (Gulshan et al., 2016; Takahashi et al., 2017; Xu et al., 2018; Yip et al., 2019; Zhang et al., 

2019). Many researchers like Tsighe et al. (2019), Li et al. (2017), Mohammadian et al. (2017), Hazim 

et al. (2018), Lam et al. (2018a), and Lam et al. (2018b) considered a binary classification task due 

to the lack of a sufficient number of images for some of the classes. In particular, the lack of severe 

cases images plays a vital role because too few images are available for training the network. An 

important factor that affected the performance of the classifier was the size of the datasets. It played 

a significant role in classification performance, especially when using an algorithm like CNN. The 

second important factor was the number of classes of each dataset, with the binary classification 

outperforming the multiclass classification. This can be attributed to the unbalance of the datasets and 

to the difficulty (for some of the models used) in distinguishing among more than two classes. This 

difficulty was caused by the low number of examples of a given class, as well as by the quality of the 

images. A summary of the datasets used is shown in Table 5.  

 

Table 5. Datasets analysis. 

Dataset Count 

Kaggle 9 

Messidor 3 

Private 6 

e-ophtha 1 

DR1 1 

STARE 1 

3.6.3. The optimizers used 

The optimizer's main task during network training is to update the weights to reduce the value 

of the loss function. The optimizer can significantly impact the convergence of the training process, 

especially for transfer learning, as pointed out by Mohammadian et al. (2017) and Lam et al. (2018). 

Four optimizers were mainly reported by the authors, namely SGD for studies (Choi et al., 2017b; 

Gulshan et al., 2016; Hazim et al., 2018; Lam et al., 2018a; Lam et al., 2018b; Li et al., 2017; Masood 

et al., 2017; Mohammadian et al., 2017; Takahashi et al., 2017; Tsighe, 2019; Wan et al., 2018; Wang 

et al., 2018; Xu et al., 2018). SGD with momentum for studies (Choi et al., 2017b; Mohammadian et 

al., 2017; Wang et al., 2018), Adam for studies (Gao et al., 2019; Mohammadian et al., 2017; Zeng 

et al., 2019b) and RMSProp in (Zhang et al., 2019). The stochastic gradient descent optimizer (SGD) 

allows for a faster training process than the traditional gradient descent because it only considers, at 

each iteration, a subset of the training set. Thus, it generally achieves faster iterations in trade for a 

(slightly) lower convergence rate. SGD with momentum (SGDM) can be used instead of SGD. 
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Adding the momentum and thus determining the next update of the weights based on a linear 

combination of the gradient and the previous update prevents the training process from showing 

oscillatory behavior. This should result in faster and accurate convergence. The RMSProp optimizer, 

a member of the adaptive gradient group, was introduced to overcome the problem of determining 

the learning rate's initial value, which is now learned during the training process. The Adam optimizer 

was introduced to combine the benefits from both the SGDM and the RMSProp optimizer. 

The LR chosen by the authors was very low to avoid losing the original weights of the layers, 

and it ranged from 1 × 10−2 to 1 × 10−5. Wang et al. (2018) used LR = 1 × 10−4 for AlexNet and 

VGG16, as well as LR=1 × 10−3 for InceptionV3. Tsighe et al. (2019) used LR = 5 × 10−4. 

Mohammadian et al. (2017) used LR = 1 × 10−4. Zhang et al. (W. Zhang et al., 2019) used LR = 

2 × 10−4. Lam et al. (2018) used LR = 2 × 10−3. Xu et al. (2018) used LR = 0.01. Choi et al. (2017a) 

used LR = 1 × 10−6. Wan et al. (2018) used LR = [0.1-0.0001]. Gao et al. (2019) used LR = 

1 × 10−5. Not all the authors reported the optimizer that they used, or the LR used.  

The optimizer choice and the learning rate can play a vital role in network performance and 

convergence time, especially when using transfer learning. Optimizers like SGD and SGDM can take 

a longer time to reach convergence, while the RMSProp optimizer can take a shorter time but might 

not reach the same performance as SGD and SGDM. The Adam optimizer can reach the performance 

of SGD and SGDM while taking a shorter time, like RMSProp. The learning rate is significant 

because the choice of a high learning rate can completely change the pre-trained weights, thus 

deteriorating the network's performance. On the other hand, with a low learning rate value, the 

network weights will be adjusted to the new dataset without completely change the original weights. 

A summary of the optimizers that were found in the reviewed papers is shown in Table 6. 

Table 6. Optimizer analysis. 

Optimizer Count 

Stochastic gradient descent optimizer (SGD) 5 

Stochastic gradient descent optimizer with momentum (SGDM) 3 

Adaptive Moment Estimation (Adam) 3 

Root Mean Square Propagation (RMSProp) 1 

 

3.6.4. The performance difference by applying transfer learning  

The suitability of transfer learning for DR image classification can only be assessed by 

comparing the architecture that was trained from scratch to its fine-tuned version. Masood et al. 

(2017) reported that the network accuracy increased from 37.6% to 48.8% by using transfer learning 

on the InceptionV3 architecture that was trained on the Kaggle dataset. Wan et al. (2018) confirmed 

the effect of transfer learning on six state-of-the-art architectures that use a full-size Kaggle dataset. 
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The authors reported that the accuracy increased significantly by using transfer learning, and they 

also observed that using transfer learning significantly decreased overfitting. Xu et al. (2018) reported 

that DenseNet architecture's accuracy significantly increased by using transfer learning with a private 

dataset.  

From the results obtained by the previously mentioned studies, we can conclude that transfer 

learning can significantly contribute to the classification of DR. The DR images are very challenging 

to classify, and, usually, the DR datasets only have a limited number of images. For this reason, the 

use of transfer learning is particularly suitable for achieving high accuracies instead of training the 

networks from scratch. 

3.6.5. The fine-tuning technique 

Fine-tuning the entire network was the most commonly used method for transfer learning in the 

reviewed papers. Some novel approaches were introduced, like the Siamese network presented by 

Zeng et al. (2019), where two networks were used in parallel. Li et al. (2017) compared three different 

transfer learning techniques: fine-tuning the networks, fine-tuning networks layer-wise, and feature 

extraction. The highest AUC was achieved by fine-tuning the entire networks. Zeng et al. (2019) 

reported that they fine-tuned the entire InceptionV3 to suit the Kaggle dataset. Mohammadian et al. 

(2017) compared the fine-tuning of the last two layers against fine-tuning the last four layers and 

feature extraction. They confirmed that fine-tuning the last two layers achieved the highest 

performance for InceptionV3. Lam et al. (2018) froze the weights of AlexNet and GoogLeNet 

architectures and employed feature extraction. Not all the authors reported the method that they used 

to fine-tune their architecture, while others stated that they fine-tuned the network without explicitly 

stating how. 

3.6.6. Performance validation 

Two main methods are commonly used to validate model performance, namely k-fold validation 

and splitting the dataset into training and test sets. Depending on the dataset's size, some authors opted 

to use the test split method (usually with an 80%/20% split). In contrast, other authors used k-fold 

validation, mainly if the target dataset was small in size. Wang et al. (2018) used k-fold with 𝑘 = 5 

to validate their results, taking into account that they only had 166 images in their dataset. Li et al. 

(2017) used k-fold with 𝑘 = 5, and the sizes of the datasets used were 1200 and 1014. Zeng et al. 

(2019a) and Mohammadian et al. (2017) used 20% of their dataset to validate their dataset results, 

which was a full-size Kaggle dataset with a size of 35,128 images. Lam et al. (2018) validated their 

results by using different test datasets.  

3.7. Open questions 
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This section discusses various challenges that the researchers have not addressed in the previous 

literature about using transfer learning for DR classification. Further research is needed to improve 

the performance of the networks and to explore other powerful techniques. Some challenges that 

deserve further investigation are listed below. 

3.7.1. The effect of layer-wise fine-tuning instead of full fine-tuning on DR image classification 

One of the main questions of applying transfer learning to DR is how deep to fine-tune the 

network, considering the size of the DR dataset and the architecture used. This question still needs 

further studies to understand each layer's effect on the network's performance and determine how 

deep to fine-tune a CNN. Full fine-tuning can be very computationally expensive, as it requires much 

time, and it may not always guarantee to converge better than top-layer fine-tuning.  

3.7.2. The effect of the optimizer used and the learning rate used in DR image classification 

For DR datasets, the optimizer that is used can have a significant impact on the performance of 

the network and the time needed for convergence. The choice of initial LR is still a very debatable 

area, especially in fine-tuning. Two questions to be answered are the following: does it depend on the 

DR dataset's size or not? Do we need different LR for full fine-tuning, for top-layer fine-tuning, and 

feature extraction?  

3.7.3. The effect of the batch size used in DR image classification 

The impact of batch size on the fine-tuning process still needs to be investigated in detail because 

this can have a huge impact on the network’s performance. Additionally, its relationship with the size 

of the DR dataset and the architecture used deserves further analysis.  

3.7.4. The effect of choosing another dataset than ImageNet 

ImageNet is the de-facto database for transfer learning because it is trained on millions of images 

with thousands of classes. What is the effect if the ImageNet was substituted with another large dataset 

to perform transfer learning for DR datasets? Currently, there is no medical image dataset that can 

play the same role as the ImageNet dataset. Thus, the medical community's effort would be 

fundamental to build a vast dataset that can be used to train different architectures designed to address 

the DR classification task.  

3.7.5. The effect of image augmentation  

Is image augmentation needed in DR classification? The geometric transformation of DR 

images, like rotation and transformation, can distort them and mask essential features that the 

algorithm can use to output the predicted grade. Additionally, the usage of image augmentation with 

transfer learning for DR needs further investigation because image augmentation was mainly 
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introduced to mitigate the effect of small datasets. However, transfer learning is used for the same 

reason.  

3.8. Conclusion 

The computer-assisted detection of medical images is a recently emerging artificial intelligence 

application that can save time, money, and the workforce. The main challenge of using CNN in 

medical image classification is the size of the training dataset, which is typically limited since an 

experienced doctor must annotate each image and, sometimes, even resort to a second opinion to 

classify some difficult images. Transfer learning can be a viable option considering its suitability 

when a limited number of training observations are available to address the image classification task. 

Thus, transfer learning can play an essential role in the medical field. Complex and deep architectures 

are being developed to solve tasks related to computer vision. These architectures can be successfully 

applied to solve the challenges in the field of medical images.  

This paper reviewed CNN-based techniques for classifying DR images. Though many novel 

architectures have been proposed to solve DR classification, the current paper only focused on transfer 

learning-based methods and how transfer learning can be applied to classify DR images.  
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Chapter 4. Musculoskeletal Images Classification for Detection of 

Fractures Using Transfer Learning2 

Abstract: The classification of musculoskeletal images can be very challenging, mainly when it is being done 

in the emergency room, where a decision must be made rapidly. The computer vision domain has gained 

increasing attention in recent years due to its achievements in image classification. The convolutional neural 

network (CNN) is one of the latest computer vision algorithms that achieved state-of-the-art results. A CNN 

requires an enormous number of images to be adequately trained, and these are always scarce in the medical 

field. Transfer learning is a technique that is being used to train the CNN by using fewer images. In this paper, 

we study the appropriate method to classify musculoskeletal images by transfer learning and by training from 

scratch. We applied six state-of-the-art architectures and compared their performance with transfer learning 

and with a network trained from scratch. From our results, transfer learning did increase the model 

performance significantly, and, additionally, it made the model less prone to overfitting.  

4.1. Introduction 

Bone fractures are among the most common conditions that are treated in emergency rooms 

(CDC, 2017). Bone fractures represent a severe condition that could result from an accident or a 

disease like osteoporosis. The fractures can lead to permanent damage or even death in severe cases. 

The most common way of detecting bone fractures is by investigating an X-ray image of the suspected 

organ. Reading an X-ray is a complex task, especially in emergency rooms, where the patient is 

usually in severe pain, and the fractures are not always visible to doctors. Musculoskeletal images are 

a subspecialty of radiology, which includes several techniques like X-ray, Computed Tomography 

(CT), and Magnetic Resonance Imaging (MRI), among others. For detecting fractures, the most 

commonly used method is the musculoskeletal X-ray image (Tanzi et al., 2020). This process involves 

the radiologists, who are the doctors responsible for classifying the musculoskeletal images. The 

emergency physicians, who are the doctors present in the emergency room where any patient with a 

sudden injury is admitted once arrived at the hospital. Emergency physicians are not very experienced 

in reading X-ray images like radiologists, and they are prone to errors and misclassifications (Hallas 

& Ellingsen, 2006; Moonen et al., 2017). Image-classification software can help emergency 

physicians accurately and rapidly diagnose a fracture (Lindsey et al., 2018), especially in emergency 

rooms. A second opinion is much needed and, usually, is not available. 

Deep learning is a recent breakthrough in the field of artificial intelligence, and it has 

demonstrated its potential in learning and prioritizing essential features of a given dataset without 

being explicitly programmed to do so. The autonomous behavior of deep learning makes it 

particularly suitable in the field of computer vision. The area of computer vision includes several 

tasks, like image segmentation, image detection, and image classification. Deep learning was 

successfully applied in many computer vision tasks, like in retinal image segmentation (Almubarak 

 
2 This chapter has been published in MDPI journal as: Kandel, I.; Castelli, M.; Popovič, A. Musculoskeletal 

Images Classification for Detection of Fractures Using Transfer Learning. J. Imaging 2020, 6, 127. 

https://doi.org/10.3390/jimaging6110127 
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et al., 2020), histopathology image classification (Kandel & Castelli, 2020), and MRI image 

classification (Farooq et al., 2017), among others.  

Focusing on image classification, in 2012, Krizhevsky et al. (2012) proposed a convolutional 

neural network CNN-based model, and they won a very popular image classification challenge called 

ILSVRC. Afterward, CNNs gained popularity in the area of computer vision, and it is nowadays 

considered the state-of-the-art technique for image classification. The process of training a classifier 

is time-consuming and requires large datasets to be correctly trained. In the medical field, there is 

always a scarcity of images that can be used to train a classifier, mainly due to the regulations 

implemented in the medical field. Transfer learning is a technique that is usually used to train CNNs, 

when there are not enough images available or when obtaining new images is particularly difficult. 

Transfer learning is about training a CNN to classify large non-medical datasets and then use the 

weights of such a CNN as a starting point for classifying other target images, in our case, X-ray 

images.  

Several studies addressed the classification of musculoskeletal images using deep learning 

techniques. Rajpurkar et al. (2017) introduced a novel dataset called MURA dataset that contains 

40,005 musculoskeletal images. The authors used DenseNet169 CNN to compare the performance of 

the CNN against three radiologists. The model achieved an acceptable performance compared to the 

predictions of the radiologists. Chada (2019) investigated the performance of three state-of-the-art 

CNNs, namely DenseNet169, DenseNet201, and InceptionResNetV2, on the MURA dataset. The 

author fine-tuned the three architectures using Adam optimizer with a learning rate of 0.0001. Fifty 

epochs were used with a batch size of eight images to train the model. The author reported that 

DenseNet201 achieved the best performance for the humerus images, with a Kappa score of 0.764, 

and InceptionResNetV2 achieved the best performance for the finger images, with a Kappa score of 

0.555.  

To demonstrate the importance of deep learning in the emergency room for fracture detections, 

Lindsey et al. (2018) investigated the usage of CNNs to detect wrist fractures. Subsequently, they 

measured the radiologists' performance of detecting fractures with and without the help of CNN. The 

authors reported that, by using a CNN, the performance of the radiologists increased significantly. 

Kitamura et al. (2019) studied the possibility of detecting ankle fractures with CNNs, using 

InceptionV3, ResNet, and Xception networks for their experiments. The authors trained a CNN from 

scratch without any transfer learning, and they used a private dataset and an ensemble of the three 

architectures and reported an accuracy of 81%. 

In this paper, we are extending the work of Rajpurkar et al. (2017) and Chada (2019) by 

investigating the usage of transfer learning of a CNN to classify X-ray images to detect bone fractures. 

To do so, we used six state-of-the-art CNN architectures that were previously trained on the ImageNet 

dataset (an extensive non-medical dataset). To the best of our knowledge, this is the first paper that 
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performs a rigorous investigation on the use of transfer learning in the context of musculoskeletal 

image classification. More in detail, we investigate the following: 

1. The effect of transfer learning on image classification performance. To do that, we 

compare the performance of six CNN architectures that were trained on ImageNet to 

classify fracture images. Then, we train the same datasets with the same networks but 

without the ImageNet weights.  

2. The best classifier that achieves the best results on the musculoskeletal images.  

3. The effect of the fully connected layers on the performance of the network. To do that, 

two fully connected layers were added after each network, and then we recorded their 

performance. Subsequently, the layers are removed, and the performance of the 

networks is recorded as well.  

The paper is organized as follows: In Section 2, we present the methodology used. In Section 3, 

we present the results achieved by training the MURA dataset on the considered CNNs. In Section 4, 

we present a discussion about the results obtained, and we compare them to other state-of-the-art 

results. In Section 5, we conclude the paper by summarizing the main findings of this work. 

4.2. Methodology 

In this section, we briefly describe the main methods used in this paper.  

4.2.1. Convolutional Neural Networks and Transfer Learning 

A convolutional neural network is a feed-forward neural network with at least one convolution 

layer. A convolution layer is a hidden neural network layer with a convolution operation, where the 

convolution operation is a mathematical operation used to make use of the spatial information 

presented in images. Training a CNN requires a significant amount of images, which is one of the 

most severe limitations in deep learning. In particular, deep learning has an extreme dependence on 

massive training data compared to traditional machine learning methods. It needs a large amount of 

data to understand the latent patterns of data. Unfortunately, there are problems in which insufficient 

training data are an inescapable issue. This may happen in domains in which obtaining new 

observations are either expensive, time-consuming, or impossible. In these situations, transfer 

learning provides a suitable way for training a CNN. More in detail, transfer learning is a technique 

used in the deep learning field to make use of knowledge that different domains can share. According 

to Pan and Yang (2010), transfer learning can be defined as improving the predictive function, 𝑓𝑇(. ) 

by using the knowledge acquired from the source domain, 𝐷𝑆, into the target domain, 𝐷𝑇. Transfer 

learning relaxes the hypothesis that the training data must be independent and identically distributed 

with the test data. This allows us to use transfer learning for training CNNs in a given domain and to 

use them to subsequently address a problem in which data scarcity is a significant limitation. For 
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more details on transfer learning, the interested reader is referred to Pan and Yang (Pan & Yang, 

2010). 

4.2.2. State-of-the-Art Architectures 

Many CNNs were introduced to participate in the ILSVRC challenge. In this section, we present 

different CNNs that are considered in this study. 

4.2.2.1. VGG 

Simonyan et al. (2014) introduced the VGG network in 2014. The VGG was implemented in 

many variations like VGG16 and VGG19, which only differ in the number of convolution layers used 

in each. In this paper, we use VGG19 because it is the largest one, and it usually produces better 

performance than VGG16. VGG19 consists of 19 convolution layers and one dense layer with 4096 

neurons to classify the ImageNet images. For more information, the reader is referred to the 

corresponding paper (Simonyan & Zisserman, 2014).  

4.2.2.2. Xception 

Chollet (2017b) introduced a novel architecture called Xception (extreme inception), where the 

author replaced the conventional convolutional layers with depthwise separable convolutional layers. 

These modified layers decreased the network parameters without decreasing their capacity, which 

yielded a robust network with fewer parameters and fewer computational resources needed for 

training. For more information, the reader is referred to the corresponding paper (Francois Chollet, 

2017b). 

4.2.2.3. ResNet 

ResNet architecture was introduced by He et al. (2015) in 2015. ResNet was developed by 

exploiting the concept of residual connections. The authors introduced the concept of a residual 

connection to minimize the effect of the vanishing gradient. The ResNet architecture comes in many 

variants. In this paper, we use the ResNet50 network, which contains 50 layers. For more information, 

the reader is referred to the corresponding paper (He et al., 2015).  

4.2.2.4. GoogLeNet 

GoogLeNet architecture was introduced by Szegedy et al. (2015) in 2015. The authors proposed 

a novel idea called the inception module, which takes the aspect ratio of each image into account. 

There are many variants for GoogLeNet architecture, and we use the InceptionV3 network. For more 

information, the reader is referred to the corresponding paper (Szegedy et al., 2015).  

4.2.2.5. InceptionResNet 
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Längkvist et al. (2014) created a novel architecture called InceptionResNet, where the authors 

combined the inception module idea from GoogLeNet architecture (Szegedy et al., 2015) with the 

residual idea from ResNet architecture (He et al., 2015). InceptionResNet is more computationally 

efficient than both ResNet and Inception architectures and achieved higher results than both on the 

ImageNet dataset. For more information, the reader is referred to the corresponding paper (Längkvist 

et al., 2014).  

4.2.2.6. DenseNet 

Huang et al. (2017) introduced a novel architecture called DenseNet. In this architecture, the 

convolution blocks are densely connected to each other, and the convolution blocks are concatenated 

to each other instead of being added like in the ResNet network. For more information, the reader is 

referred to the corresponding paper (Huang et al., 2017). 

4.2.3. Evaluation Metrics 

Two evaluation metrics are being used to assess the performance of each network. Accuracy and 

Kappa. Below, we briefly summarize each metric: 

4.2.3.1. Accuracy 

This metric quantifies how accurate the classifier is. It is calculated as the number of correctly 

classified data points divided by the total number of data points. The formula is shown in Equation 

(1). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

where TP stands for true positive, TN stands for true negative, FP stands for false positive, and 

FN stands for false negative. In the context of this study, images without fractures belong to the 

negative class, whereas images with a bone fracture belong to the positive class.  

4.2.3.2. Kappa 

This is an evaluation metric that is usually used to consider the probability of selecting by chance, 

especially in cases of unbalanced datasets, and it was introduced by Cohen (1960). The upper limit 

of the Kappa metric is 1, which means that the classifier classified everything correctly. At the same 

time, the lower bound can go below zero, which indicates the classifier is just classifying by luck. 

The Kappa formula is presented in Equation (2). 

𝐾𝑎𝑝𝑝𝑎 =
𝐴𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝐴𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑

1 −  𝐴𝑔𝑟𝑒𝑒𝑚𝑒𝑛𝑡𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑

 (2) 

4.2.4. Statistical Analysis 
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Statistical analysis was performed to assess the statistical significance of the results. We 

considered a confidence interval with a 95% error rate (95% CI) and a hypothesis test. Two hypothesis 

tests can be used: ANOVA or Kruskal–Wallis test. The choice of the test mainly depends on the 

normality of the data under observation. The ANOVA test is a parametric test that assumes that the 

data have a normal distribution. The null hypothesis of the ANOVA test is that the considered samples 

have the same mean, and the alternative hypothesis is that the samples have a different mean.  

The non-parametric test is the Kruskal–Wallis hypothesis test (Kruskal & Wallis, 1952). This 

test does not make any assumption on the normality of the data, and it compares the medians of 

different samples. The null and alternative hypotheses tested are the following: 

𝐻0: 𝑇ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠 𝑚𝑒𝑑𝑖𝑎𝑛𝑠 𝑎𝑟𝑒 𝑎𝑙𝑙 𝑒𝑞𝑢𝑎𝑙 

𝐻1: 𝑇ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠 𝑚𝑒𝑑𝑖𝑎𝑛𝑠 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑎𝑙𝑙 𝑒𝑞𝑢𝑎𝑙 

In this paper, we first tested the normality assumption by using the Shapiro–Wilk test. 

Considering that the test does not allow to reject the alternative hypothesis (i.e., data not normally 

distributed), the Kruskal–Wallis test was used to test the significance of the results obtained. To make 

the hypothesis test and to report means and significance errors, each setting was repeated 30 times 

using different seeds and different validation split. In this way, each approach's stability can be 

assessed by also mitigating the effect of lucky seeds (Schmidt et al., 2020). 

4.2.5. Dataset 

The dataset used in this paper is the publicly available MURA dataset (Rajpurkar et al., 2017). 

The dataset consists of seven different skeletal bones: elbow, finger, forearm, hand, humerus, 

shoulder, and wrist. Each category has a binary label, indicating if the image presents a broken bone 

or not. The dataset contains a total of 40,005 images. The authors of the dataset split it into training 

and test sets. The train set included 21,935 images without fractures (54.83% of the dataset) and 

14,873 images with fractures (37.17% of the dataset), and the test set contained 1667 images without 

fractures (4.16% of the dataset) and 1530 images with fractures (3.84% of the dataset). 

All in all, 92% of the dataset is used for training, and 8% of the dataset is used for testing the 

results. The summary of the dataset is presented in Table 7. A sample of the MURA dataset is 

presented in Figure 10. 

Table 7. MURA dataset summary. 

Category 
Training dataset Test dataset 

Normal Fractured Normal  Fractured 

Elbow 2925 2006 235 230 

Finger 3138 1968 214 247 

Hand 4059 1484 271 189 
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Humerus 673 599 148 140 

Forearm 1164 661 150 151 

Shoulder 4211 4168 285 278 

Wrist 5765 3987 364 295 

Total 21,935 14,873 1667 1530 

 

    
Broken Forearm Normal Forearm Broken Wrist Normal Wrist 

Figure 10. A sample of the MURA dataset. 

4.3. Results 

Throughout the experiments, all the hyperparameters were fixed. All the networks were either 

fine-tuned completely or trained from scratch. Adam optimizer (Kingma & Ba, 2014) was used in all 

the experiments. As noted by studies (Kingma & Ba, 2014; Schmidt et al., 2020), the learning rate 

should be low to avoid dramatically changing the original weights, so we set the learning rate to be 

0.0001. All the images were resized to 96 × 96 pixels. Binary cross-entropy was used as the loss 

function because the images are binary classified. An early stopping criterion of 50 epochs would be 

used to stop the algorithms if no updates happened to the validation score. The batch size was selected 

to be 64, and the training dataset was split into 80% to train and 20% to validate the results during 

training. Four image augmentation techniques were used to increase the training dataset's size and 

make the network more robust against overfitting; the augmentation techniques used are horizontal 

and vertical flips, 180 rotations, and zooming. 

Additionally, image augmentation is performed to balancing the number of images in the two 

target classes, thus achieving 50% of images without fractures and 50% of images with fractures in 

the training set. After the training, each network's performance was tested using the dataset that was 

supplied by the owner and creator of the dataset. The test dataset was not used during the training 

phase but only in the final testing phase. The hyperparameters used are presented in Table 8. In the 

following sections, Kappa is the metric considered for comparing the performance of the different 

architectures. 

Table 8. The hyperparameters were used for all the experiments. 

Framework Keras with Python 
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Optimizer Adam 

Learning Rate 0.0001 

Loss Function Binary Cross-entropy 

Early Stopping 50 epochs  

Batch Size 64 

Validation Split 20% 

Image Augmentation 

Horizontal flips 

Vertical flips 

180 rotations 

Zooming 

4.3.1. Wrist Images Classification Results  

Two main sets of experiments were performed: the first consists of adding two fully connected 

layers after each architecture to act as a classifier block. The second consists of adding only a sigmoid 

layer after the network. Both the results of the first set and the second set are presented in Table 9.  

In the first set of experiments, the fine-tuned VGG19 network had a Kappa score of 0.5989, 

while the network that was trained from scratch had a score of 0.5476. For the Xception network, the 

transfer learning score was higher than the one trained from scratch by a large margin. The ResNet50 

network performance improved significantly by using transfer learning rather than training it from 

scratch. This indicates that transfer learning is fundamental for this network, that it could not learn 

the features of the images from scratch. Both the fine-tuned InceptionV3, InceptionResNetV2, and 

DenseNet121 networks have a higher score than training them from scratch. Overall, fine-tuning the 

networks did yield better results than training the networks from scratch. The best performance for 

the first set of experiments was achieved by fine-tuning the DenseNet121 network.  

In the second set of experiments, all the networks' performance increased by fine-tuning than by 

training from scratch. The ResNet network was the network with the highest difference between fine-

tuning and training from scratch. Overall, the best performance for the second set of experiments was 

achieved by fine-tuning the Xception network. Comparing the first set of experiments to the second 

set, we see that the best performance for classifying wrist images was the fine-tuned DenseNet121 

network with fully connected layers. The presence of fully connected layers did not have any 

noticeable increase in performance; however, it is worth noting that the ResNet network with fully 

connected layers did not converge when trained from scratch.  

Table 9.  Accuracy and Kappa scores of classifying wrist images with and without fully connected layers 

(±95% CI). 

  With FC Without FC 
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Network Method Mean Accuracy Mean Kappa Mean Accuracy Mean Kappa 

VGG19 
TL 80.45% ± 1.26% 0.5989 ± 2.39% 80.63% ± 1.64% 0.6035 ± 3.33% 

Scratch 78.07% ± 0.94% 0.5476 ± 2.11% 79.89% ± 1.84% 0.5846 ± 3.74% 

InceptionV3 
TL 79.92% ± 2.07% 0.5886 ± 3.61% 79.94% ± 1.46% 0.5876 ± 2.77% 

Scratch 77.01% ± 2.98% 0.5241 ± 6.49% 77.59% ± 1.51% 0.5389 ± 3.03% 

ResNet 
TL 78.76% ± 0.88% 0.5647 ± 2.04% 80.85% ± 1.70% 0.6046 ± 3.63% 

Scratch 58.65% ± 8.70% 0.0836 ± 21.31% 70.99% ± 4.20% 0.4018 ± 8.27% 

Xception 
TL 80.93% ± 0.88% 0.6098 ± 1.69% 81.18% ± 0.47% 0.6133 ± 0.94% 

Scratch 77.44% ± 1.99% 0.5333 ± 4.41% 77.14% ± 1.86% 0.5318 ± 3.32% 

DenseNet 
TL 81.71% ± 0.94% 0.6245 ± 1.98% 78.76% ± 2.27% 0.5663 ± 4.29% 

Scratch 76.40% ± 2.30% 0.5083 ± 5.17% 76.68% ± 3.62% 0.5214 ± 7.25% 

InceptionResNet 
TL 80.1% ± 1.66% 0.5917 ± 3.32% 80.55% ± 1.06% 0.6010 ± 2.25% 

Scratch 77.77% ± 1.59% 0.5450 ± 2.85% 78.55% ± 1.70% 0.5580 ± 3.48% 

4.3.2. Hand Images Classification Results  

As done with the wrist images, two sets of experiments were performed. Both the results of the 

first set and the second set are presented in Table 10. 

In the first set of experiments, for the VGG19 and the ResNet networks, fine-tuning the networks 

resulted in significantly higher performance than training the networks from scratch. The networks 

trained from scratch did not converge to an acceptable result. This fact highlights the importance of 

transfer learning for these networks that cannot learn the images’ features from scratch. For the 

remaining networks, fine-tuning achieved significantly better performance than training the networks 

from scratch. Overall, all the fine-tuned networks achieved better results than by training from scratch. 

The best performance of the first set of experiments was obtained with the fine-tuned Xception 

network. 

In the second set of experiments, the performance of all the networks increased by fine-tuning 

than by training from scratch. The ResNet network was the network with the highest difference 

between fine-tuning and training from scratch. Overall, the best network was the VGG19 network. 

Comparing the first set of experiments to the second set, we see that the best performance for 

classifying hand images was the fine-tuned Xception network with fully connected layers. The 

presence of fully connected layers did not significantly increase the performance; however, it is 

essential to point out that the VGG19 network with fully connected layers did not converge when it 

was trained from scratch. 

Table 10. Accuracy and Kappa scores of classifying hand images with and without fully connected layers 

(±95% CI). 
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  With FC Without FC 

Network Method Mean Accuracy Mean Kappa Mean Accuracy Mean Kappa 

VGG19 
TL 70.11% ± 9.23% 0.3089 ± 25.42%  73.04% ± 1.27% 0.3960 ± 3.23% 

Scratch 58.91% ± 0% 0 ± 0% 63.22% ± 5.90% 0.1312 ± 15.90% 

InceptionV3 
TL 70.25% ± 1.34% 0.3261 ± 3.57% 72.10% ± 0.79% 0.3829 ± 2.15% 

Scratch 66.38% ± 3.80%  0.2382 ± 9.76% 66.56% ± 2.48% 0.2361 ± 6.07% 

ResNet 
TL 72.25% ± 1.25% 0.3754 ± 3.55% 71.12% ± 1.94% 0.3503 ± 5.44% 

Scratch 59.28% ± 0.93% 0.0103 ± 2.65% 62.10% ± 1.21% 0.0971 ± 3.26% 

Xception 
TL 75.36% ± 2.56% 0.4621 ± 6.27% 72.50% ± 2.0% 0.3778 ± 5.41% 

Scratch 66.74% ± 2.58% 0.2277 ± 7.20% 66.81% ± 3.60% 0.2334 ± 10.05% 

DenseNet 
TL 72.21% ± 1.69% 0.3746 ± 4.33% 70.22% ± 3.28% 0.3243 ± 9.03% 

Scratch 63.33% ± 1.16% 0.1308 ± 3.47% 62.79% ± 1.50% 0.1231 ± 4.39% 

InceptionResNet 
TL 71.96% ± 1.80% 0.3709 ± 4.33% 71.81% ± 1.91% 0.3670 ± 4.65% 

Scratch 68.48% ± 1.53% 0.2788 ± 4.36% 69.09% ± 1.04% 0.3071 ± 2.43% 

4.3.3. Humerus Images Classification Results  

For the humerus images, the results of both the first and second sets of experiments are presented 

in Table 11. In the first set of experiments, fine-tuning VGG19 architecture did not converge to any 

acceptable results, while training the VGG19 from scratch did yield higher performance. For the rest 

of the networks, fine-tuning did achieve better results than training the networks from scratch. The 

highest difference was between fine-tuning the ResNet network and training it from scratch. Overall, 

the best network in the first sets of experiments was the fine-tuned DenseNet network, with a Kappa 

score of 0.6260.  

In the second set of experiments, fine-tuning did achieve better results for all the networks than 

training the networks from scratch. The best-achieved network was the VGG19 network, with a 

Kappa score of 0.6333. Comparing the first set of experiments to the second set, we see that the best 

performance for classifying humerus images was the fine-tuned VGG19 network without fully 

connected layers. Just as in the previous experiments, the fully connected layers' presence did not 

provide any significant performance improvement; however, fine-tuning the VGG19 with fully 

connected layers did not converge compared to fine-tuning the same network without any fully 

connected layers.  

Table 11. Accuracy and Kappa scores of classifying humerus images with and without fully connected 

layers (±95% CI). 

  With FC Without FC 
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Network Method Mean Accuracy Mean Kappa Mean Accuracy Mean Kappa 

VGG19 
TL 51.39% ± 0% 0 ± 0% 81.66% ± 2.74% 0.6333 ± 5.43% 

Scratch 62.04% ± 3.67% 0.239 ± 8.01% 69.44% ± 8.28% 0.3893 ± 16.77% 

InceptionV3 
TL 80.32% ± 2.74% 0.6070 ± 5.51% 80.56% ± 1.48% 0.6114 ± 2.94% 

Scratch 67.77% ± 3.12% 0.3603 ± 6.08% 64.06% ± 3.51% 0.2879 ± 6.81% 

ResNet 
TL 80.38% ± 2.55% 0.6084 ± 5.03% 78.18% ± 2.20% 0.5647 ± 4.31% 

Scratch 54.28% ± 7.46% 0.0849 ± 14.97% 65.63% ± 5.19% 0.3171 ± 10.26% 

Xception 
TL 80.03% ± 1.92% 0.6010 ± 3.81% 79.75% ± 1.67% 0.5942 ± 3.40% 

Scratch 66.55% ± 2.84% 0.3386 ± 5.46% 66.32% ± 4.72% 0.3334 ± 9.11% 

DenseNet 
TL 81.31% ± 1.88% 0.6260 ± 3.81% 77.84% ± 1.52% 0.5563 ± 3.16% 

Scratch 70.54% ± 5.85% 0.4134 ± 11.37% 71.93% ± 2.74% 0.4406 ± 5.35% 

InceptionResNet 
TL 78.41% ± 1.84% 0.5697 ± 3.61% 78.76% ± 2.56% 0.5761 ± 5.07% 

Scratch 65.34% ± 3.89% 0.3135 ± 7.61% 65.34% ± 4.37% 0.3139 ± 8.47% 

4.3.4. Elbow Images Classification Results 

For the elbow images, we performed the same two sets of experiments performed with the 

previously analyzed datasets. Both the results of the first set and the second set are presented in Table 

12. In the first set of experiments, the fine-tuned VGG19 score was less than training the same 

network from scratch. For the rest of the networks, fine-tuning did achieve higher performance than 

training the networks from scratch. The ResNet network achieved the highest difference between 

fine-tuning and training from scratch. Overall, the best network was the fine-tuned DenseNet121, 

with a Kappa score of 0.6510. 

In the second set of experiments, no fully connected layers were added. For all the networks, 

fine-tuning did achieve higher results than training from scratch. Overall, the best network was the 

fine-tuned Xception network, with a Kappa score of 0.6711. Comparing the first set of experiments 

to the second set, we see that the best performance for classifying elbow images was the fine-tuned 

Xception network without fully connected layers. 

Table 12. Accuracy and Kappa scores of classifying elbow images with and without fully connected layers 

(±95% CI). 

  With FC Without FC 

Network Method Mean Accuracy Mean Kappa Mean Accuracy Mean Kappa 

VGG19 
TL 71.36% ± 16.95% 0.4232 ± 13.01% 81.61% ± 1.56% 0.6316 ± 3.12% 

Scratch 75.81% ± 34.45% 0.5136 ± 26.45% 76.52% ± 13.45% 0.5279 ± 27.33% 

InceptionV3 TL 81.72% ± 0.91% 0.6339 ± 1.84% 80.93% ± 2.3% 0.6180 ± 4.6% 
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Scratch 77.96% ± 2.92% 0.5583 ± 5.84% 76.09% ± 4.29% 0.5208 ± 8.6% 

ResNet 
TL 81.79% ± 3.28% 0.6351 ± 6.61% 81.9% ± 2.22% 0.6374 ± 4.44% 

Scratch 56.20% ± 9.60% 0.1161 ± 19.68% 71.04% ± 4.02% 0.4191 ± 8.09% 

Xception 
TL 82.15% ± 1.21% 0.6425 ± 2.42% 83.58% ± 1.64% 0.6711 ± 3.31% 

Scratch 78.21% ± 2.83% 0.5631 ± 5.70% 78.49% ± 1.88% 0.5690 ± 3.75% 

DenseNet 
TL 82.58% ± 1.97% 0.6510 ± 3.92% 81.08% ± 2.23% 0.6208 ± 4.47% 

Scratch 75.38% ± 3.36% 0.5060 ± 6.82% 73.84% ± 4.70% 0.4754 ± 9.49% 

InceptionResNet 
TL 80.82% ± 0.61% 0.6159 ± 1.21% 80.47% ± 1.68% 0.6087 ± 3.37% 

Scratch 79.82% ± 1.45% 0.5955 ± 2.91% 78.49% ± 1.28% 0.5694 ± 2.58% 

4.3.5. Finger Images Classification Results 

As with the previous datasets, two main sets of experiments were performed. Both the results of 

the first set and the second set are presented in Table 13. In the first set of experiments, fine-tuning 

achieved better results than training the networks from scratch for all the networks. The best-achieved 

network was the fine-tuned VGG19, with a Kappa score of 0.4379. In the second set of experiments, 

fine-tuning produced better results than training from scratch for all the six networks. The best 

network was the fine-tuned InceptionResNet network, with a Kappa score of 0.4455. Comparing the 

first set of experiments to the second set, we see that the best performance for classifying finger 

images was the fine-tuned InceptionResNet network without fully connected layers. Moreover, in this 

case, the presence of the fully connected layers did not provide any significant advantage in terms of 

performance. 

Table 13. Accuracy and Kappa scores of classifying finger images with and without fully connected layers 

(±95% CI). 

  With FC Without FC 

Network Method Mean Accuracy Mean Kappa Mean Accuracy Mean Kappa 

VGG19 
TL 71.4% ± 1.84% 0.4379 ± 3.59% 68.44% ± 2.76% 0.3847 ± 5.10% 

Scratch 66.78% ± 2.83% 0.3505 ± 5.22% 66.16% ± 3.10% 0.3413 ± 5.26% 

InceptionV3 
TL 67.68% ± 2.15% 0.3686 ± 3.87% 68.55% ± 3.19% 0.3834 ± 5.97% 

Scratch 63.52% ± 2.66% 0.2911 ± 4.82% 63.88% ± 2.15% 0.2916 ± 4.09% 

ResNet 
TL 70.17% ± 1.16% 0.4129 ± 2.17% 69.02% ± 2.52% 0.3900 ± 4.44% 

Scratch 60.34% ± 8.07% 0.2341 ±13.90% 66.41% ± 2.98% 0.3431 ± 5.68% 

Xception 
TL 71.37% ± 2.43% 0.4369 ± 4.42% 70.64% ± 2.27% 0.4234 ± 4.28% 

Scratch 64.75% ± 2.79% 0.3109 ± 5.33% 64.57% ± 2.72% 0.3055 ± 5.31% 

DenseNet TL 66.78% ± 2.64% 0.3552 ± 4.66% 66.81% ± 1.92% 0.3512 ± 3.61% 
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Scratch 62.18% ± 2.10% 0.2692 ± 3.60% 64.32% ± 3.16% 0.3051 ± 5.64% 

InceptionResNet 
TL 70.97% ± 2.05% 0.4294 ± 3.80% 71.8% ± 1.49% 0.4455 ± 2.88% 

Scratch 64.64% ± 3.07% 0.3112 ± 5.70% 65.29% ± 3.09% 0.3204 ± 5.72% 

4.3.6. Forearm Images Classification Results 

As with the previous datasets, two sets of experiments were performed on the forearm images 

dataset. Both the results of the first set and the second set are presented in Table 14. In the first set of 

experiments, fine-tuning all the networks produced better results than training from scratch. Training 

of the ResNet network from scratch did not yield any satisfactory results, which can imply that fine-

tuning this network was crucial for obtaining a good result. The best network was the DenseNet121 

network, with a Kappa score of 0.5851. 

Moreover, in the second set of experiments, fine-tuning achieved better results than training from 

scratch. The best network was the fine-tuned ResNet network, with a Kappa score of 0.5673. 

Comparing the first set of experiments to the second set, we see that the best performance for 

classifying forearm images was the fine-tuned DenseNet network with fully connected layers. As 

observed in other datasets, the presence of the fully connected layers did not have any significant 

advantage in terms of performance. 

Table 14. Accuracy and Kappa scores of classifying forearm images with and without fully connected layers 

(± 95% CI). 

  With FC Without FC 

Network Method Mean Accuracy Mean Kappa Mean Accuracy Mean Kappa 

VGG19 
TL 77.02% ± 1.27% 0.5408 ± 2.54% 76.3% ± 2.16% 0.5264 ± 4.31% 

Scratch 64.29% ± 9.50% 0.2870 ± 18.91% 71.15% ± 6.41% 0.4237 ± 12.75% 

InceptionV3 
TL 76.52% ± 1.46% 0.5308 ± 2.91% 77.46% ± 1% 0.5496 ± 1.99% 

Scratch 64.84% ± 5.50% 0.2973 ± 11.01% 65.84% ± 4.95% 0.3171 ± 9.89% 

ResNet 
TL 74.7% ± 1.20% 0.4943 ± 2.38% 78.35% ± 3.46% 0.5673 ± 6.92% 

Scratch 50.11% ± 0.56% 0.0055 ± 1.11% 63.79% ± 3.58% 0.2764 ± 7.12% 

Xception 
TL 75.08% ± 1.84% 0.5022 ± 3.69% 76.08% ± 1.66% 0.5222 ± 3.32% 

Scratch 66.00% ± 2.54% 0.3204 ± 5.08% 65.73% ± 5.31% 0.3148 ± 10.64% 

DenseNet 
TL 79.24% ± 0.53% 0.5851 ± 1.05% 76.14% ± 2.32% 0.5232 ± 4.63% 

Scratch 68.77% ± 3.75% 0.3755 ± 7.51% 69.66% ± 3.12% 0.3935 ± 6.25% 

InceptionResNet 
TL 74.7% ± 2.64% 0.4945 ± 5.27% 74.86% ± 1.98% 0.4977 ± 3.95% 

Scratch 65.45% ± 3.36% 0.3096 ± 6.69% 69.1% ± 6.07% 0.3824 ± 12.12% 

4.3.7. Shoulder Images Classification Results 
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In the first set of experiments, the VGG19 network did not converge to an acceptable result by 

using both methods. For the rest of the networks, fine-tuning the networks achieved better results than 

training the networks from scratch. The best network was the fine-tuned Xception network, with a 

Kappa score of 0.4543. Both the results of the first set and the second set are presented in Table 15. 

In the second set of experiments, training the ResNet network from scratch achieved slightly better 

results than fine-tuning. For the rest of the networks, fine-tuning achieved better results. The best 

network was the fine-tuned VGG19, with a Kappa score of 0.4502. Comparing the first set of 

experiments to the second set, we see that the best performance for classifying shoulder images was 

the fine-tuned Xception network with fully connected layers. The presence of the fully connected 

layers did not show any significant advantage in terms of performance. Anyhow, the VGG19 network 

with fully connected layers did not converge to any satisfactory result compared to the same network 

without any fully connected layers.  

4.3.8. Kruskal–Wallis Results 

We applied the Kruskal–Wallis test to assess the statistical significance of different settings. The 

Kruskal–Wallis test yielded a p-value < 0.05 for all the results, which indicates to reject the null 

hypothesis that the settings have the same median and to accept the alternative hypothesis that there 

is a statistically significant difference between different settings (transfer learning “with and without 

fully connected layers” vs. training from scratch “with and without fully connected layers”).  

Table 15. Accuracy and Kappa scores of classifying shoulder images with and without fully connected 

layers (±95% CI). 

  With FC Without FC 

Network Method Mean Accuracy Mean Kappa Mean Accuracy Mean Kappa 

VGG19 
TL 50.62% ± 0% 0 ± 0% 72.53% ± 1.75% 0.4502 ± 3.45% 

Scratch 50.62% ± 0% 0 ± 0% 54.80% ± 10.73% 0.0855 ± 21.98% 

InceptionV3 
TL 69.60% ± 2.20% 0.3936 ± 4.37% 68.65% ± 2.32% 0.3748 ± 4.52% 

Scratch 66.46% ± 2.44 0.3306 ± 4.80% 65.28% ± 3.53% 0.3077 ± 6.86% 

ResNet 
TL 68.92% ± 1.48% 0.3801 ± 2.93% 67.29% ± 4.06% 0.3477 ± 8.03% 

Scratch 52.16% ± 4.30% 0.0330 ± 9.11% 67.91% ± 3.40% 0.3585 ± 6.72% 

Xception 
TL 72.68% ± 1.17% 0.4543 ± 2.33% 72.14% ± 1.78% 0.4440 ± 3.53% 

Scratch 67.67% ± 1.65% 0.3543 ± 3.23% 66.22% ± 3.82% 0.3258 ± 7.51% 

DenseNet 
TL 70.60% ± 1.79% 0.4130 ± 3.51% 70.37% ± 2.54% 0.4085 ± 5.04% 

Scratch 68.92% ± 1.61% 0.3768 ± 3.20% 65.45% ± 3.47% 0.3093 ± 6.74% 

InceptionResNet 
TL 70.57% ± 1.91% 0.4125 ± 3.77% 71.43% ± 2.18% 0.4295 ± 4.32% 

Scratch 66.79% ± 2.87% 0.3372 ± 5.63% 67.02% ± 3.86% 0.3419 ± 7.59% 
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4.4. Discussion 

In this paper, we compared the performance of fine-tuning on six state-of-the-art CNNs to 

classify musculoskeletal images. Training a CNN network from scratch can be very challenging, 

especially in the case of data scarcity. Transfer learning can help solve this problem by initiating the 

weights with values learned from a large dataset instead of initializing the weights from scratch. 

Musculoskeletal images play a fundamental role in classifying fractures. However, these images are 

always challenging to be analyzed, and a second opinion is often required, which will not always be 

available, especially in the emergency room. As pointed out by Lindsey et al. (Lindsey et al., 2018), 

the presence of an image classifier in the emergency room can significantly increase physicians' 

performance in classifying fractures.  

For the first research question about the effect of transfer learning, we noted that transfer learning 

produced better results than training the networks from scratch. For our second research question, the 

classifier that achieved the best result for wrist images was the fine-tuned DenseNet121 with fully 

connected layers; the classifier that achieved the best performance for elbow images was the fine-

tuned Xception network without fully connected layers; for finger images, the best classifier was the 

fine-tuned InceptionResNetV2 network without fully connected layers; for forearm images, the best 

classifier was the fine-tuned DenseNet network with fully connected layers; for hand images, the best 

classifier was a fine-tuned Xception network with fully connected layers; the best classifier for 

humerus images was the fine-tuned VGG19 network without fully connected layers; finally, the best 

classifier for classifying the shoulder images was the fine-tuned Xception network with fully 

connected layers. A summary of the best CNNs is presented in Table 16. Concerning the third 

research question, the fully connected layers had a negative effect on the performance of the 

considered CNNs. In particular, in many cases, it decreased the performance of the network. Further 

research is needed to study, in more detail, the impact of fully connected layers, especially in the case 

of transfer learning.  

Table 16. The best convolutional neural network (CNN) for each image category. 

Fracture CNN 

Wrist DenseNet 

Elbow Xception 

Finger InceptionResNetV2 

Forearm DenseNet121 

Hand Xception  

Humerus VGG19 

Shoulder Xception  
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The authors of the MURA dataset (Rajpurkar et al., 2017) assessed the performance of three 

radiologists on the dataset and compared their performance against the one of a CNN. In Table 17, 

we present their results, along with our best scores.  

The first radiologist achieved the best score for classifying elbow images, and our score was 

comparable to other radiologists (Rajpurkar et al., 2017). For finger images, our score was higher 

than the three radiologists. For forearm images, our score was lower than the radiologists. For hand 

images, our score was the lowest. For humerus images, shoulder images, and wrist images, our score 

was lower than the radiologists. We still believe that the scores achieved in this paper are promising, 

keeping in mind that these scores came from off-the-shelf models that were not designed for medical 

images in the first place and that the images were resized to be 96 × 96 pixels due to hardware 

limitations. Nevertheless, additional efforts are needed to outperform the performance of experienced 

radiologists. 

Table 17. Kappa scores of three radiologists reported in Reference (Rajpurkar et al., 2017) compared to our 

results. 

Fracture 1st Radiologist 2nd Radiologist 3rd Radiologist Our Score 

Elbow 0.850 0.710 0.719 0.671 

Finger 0.304 0.403 0.410 0.445 

Forearm 0.796 0.802 0.798 0.585 

Hand 0.661 0.927 0.789 0.462 

Humerus 0.867 0.733 0.933 0.633 

Shoulder 0.864 0.791 0.864 0.454 

Wrist 0.791 0.931 0.931 0.625 

 

On the other side of the spectrum, there is the study of Raghu et al. (2019), where the authors 

argued that transfer learning is not good enough for medical images and will be less accurate 

compared to training from scratch or compared to novel networks explicitly designed for the problem 

at hand. The authors studied the effect of transfer learning on two medical datasets, namely, retina 

images and chest X-ray images. The authors stated that designing a lightweight CNN can be more 

accurate than using transfer learning. In our study, we did not consider “small” CNN's trained from 

scratch. Thus, it is not possible to directly compare the results obtained to the ones presented in Raghu 

et al. (2019). Anyway, more studies are needed to better understand the effect of transfer learning on 

medical image classification.  
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4.5. Conclusion 

In this paper, we investigated the effect of transfer learning on classifying musculoskeletal 

images. We find that out of the 168 results obtained that were performed by using six different CNN 

architectures and seven different bone types, transfer learning achieved better results than training a 

CNN from scratch. Only in 3 out of the 168 results did training from scratch achieve slightly better 

results than transfer learning. The weaker performance of the training-from-scratch approach could 

be related to the number of images in the considered dataset, as well as to the choice of the 

hyperparameters. In particular, the CNN's taken into account are characterized by the presence of a 

large number of trainable parameters (i.e., weights), and the number of images used to train these 

networks is too small to build a robust model. Concerning the hyperparameters, we highlight the 

importance of the learning rate. While we used a small value of the learning rate in the fine-tuning 

approach to avoid changing the architectures' original weights dramatically, the training-from-scratch 

approach could require a higher value of the learning rate. A complete study on the hyperparameters' 

effect will be considered in future work, aiming to fully understand the best approach to be used when 

dealing with fracture images. Focusing on this study's results, it is possible to state that transfer 

learning is recommended in the context of fracture images. In our future work, we plan to introduce 

a novel CNN to classify musculoskeletal images, aiming at outperforming fine-tuned CNNs. This 

would be the first step towards the design of a CNN-based system, which classifies the image and 

provides the probable position of the fracture if the fracture is present in the image. 
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Chapter 5. A Novel Architecture to Classify Histopathology Images Using 

Convolutional Neural Networks 3 

Abstract: Histopathology is the study of tissue structure under the microscope to determine if the cells 

are normal or abnormal. Histopathology is a very important exam that is used to determine the patients’ 

treatment plan. The classification of histopathology images is challenging to even an experienced pathologist, 

and a second opinion is often needed. Convolutional neural network (CNN), a particular type of deep learning 

architecture, obtained outstanding results in computer vision tasks like image classification. In this paper, we 

propose a novel CNN architecture to classify histopathology images. The proposed model consists of 15 

convolution layers and two fully connected layers. A comparison between different activation functions was 

performed to detect the most efficient one, taking into account two different optimizers. To train and evaluate 

the proposed model, the publicly available PatchCamelyon dataset was used. The dataset consists of 220,000 

annotated images for training and 57,000 unannotated images for testing. The proposed model achieved higher 

performance compared to the state-of-the-art architectures with an AUC of 95.46%. 

5.1. Introduction 

Cancer, also called malignancy and neoplasms, is an abnormal growth of cells in a multistage 

process that generally progresses from a pre-cancerous lesion to a malignant tumor, which can then 

invade adjoining parts of the body and spread to other organs. It is considered the second leading 

cause of death globally, and it is responsible for an estimated 9.6 million deaths in 2018 (“Cancer,” 

2018; Siegel et al., 2020). There are more than 100 types of cancer, including breast cancer, skin 

cancer, lung cancer, colon cancer, prostate cancer, and lymphoma (Siegel et al., 2020). Through the 

blood and the lymph systems of the body, cancer can spread across the entire body affecting different 

organs. It is perceived to be the result of the interaction between a person’s genetic factors and 

exposure to specific environmental external agents, known as carcinogens. Usually, the definitive 

cancer diagnosis is through histopathology, the study of the tissue structure. Histopathology is done 

by studying the tissues under a microscope to detect any cell alterations. It is one of the essential steps 

in the treatment plan because it can help in the early detection of cancer (He et al., 2012). 

Histopathology study is a very time-consuming process and requires a very experienced pathologist. 

Due to its difficulty, a second opinion from another pathologist is often needed, especially for certain 

kinds of tumors. Even very experienced pathologists can disagree with each other in the classification 

of the histopathology images (Robbins et al., 1995). Moreover, the number of active pathologists 

decreased dramatically in the last decade. For example, in the US, the number of pathologists 

decreased by 17.5%, which led to an increase in the workload by more than 40% (Metter et al., 2019). 

Currently, the used microscopes are digital, meaning that they can produce a digital image that can 

be viewed and stored on computers. These digital images can be used to make an automatic classifier. 

 
3 This chapter has been published in MDPI Journal as Kandel, I.; Castelli, M. A Novel Architecture to 

Classify Histopathology Images Using Convolutional Neural Networks. Appl. Sci. 2020, 10, 2929. 

https://doi.org/10.3390/app10082929 
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The automatic classification of histopathology will save a lot of time and can give a second opinion 

to the pathologists. 

Deep learning architectures have demonstrated their suitability to successfully address 

optimization problems over different domains. A convolutional neural network (CNN) corresponds 

to a particular type of deep learning model, and it was proposed by LeCun et al. (1989) to address 

problems in the computer vision domain. The real advancement happened in 2012 when Krizhevsky 

et al. (2012) won the ILSVRC challenge (Russakovsky et al., 2015) with an accuracy of 84.6%. Since 

then, CNNs are considered state-of-the-art models for image classification. CNNs have been 

successfully applied in different fields like traffic sign classification (Luo et al., 2018; Sermanet & 

LeCun, 2011), text classification (Kim, 2014; Zhang et al., 2015), speech recognition (Abdel-Hamid 

et al., 2014; Abdel-Hamid et al., 2012), and machine translation (Gehring et al., 2017; Gehring et al., 

2017). 

In this work, we present a novel CNN architecture to classify lymph node stained histopathology 

images. The publicly available PatchCamelyon dataset (Bejnordi et al., 2017; Veeling et al., 2018) 

was used to train and test the proposed architecture. The main contributions of this paper are as 

follows: 

• We propose a novel CNN architecture that can classify histopathology images with high 

accuracy. 

• We investigate the impact of dropout layers and the impact of the location of the normalization 

layer. 

• We test six activation functions to study their impact on the proposed architecture, rather than 

choosing the de-facto ReLU activation function. 

• We study the impact of two different optimizers on CNN performance. 

• We consider four popular state-of-the-art CNNs to compare the performance of our model. These 

CNNs were trained on the PatchCamelyon dataset. These results can be used by researchers 

instead of training these models again from scratch, which can take hours (if not days), especially 

in the lack of computational power. 

The rest of this paper is organized as follows: In Section 2, we review the previous studies that 

introduced novel CNN architectures. The proposed methodology is stated in Section 3. The obtained 

results are shown in Section 4. The discussion and conclusion are presented in Section 5 and Section 

6, respectively. 

5.2. Literature Review 

In recent years, many algorithms were introduced to help in classifying histopathology images. 

Nowadays, CNNs are considered as the state-of-the-art algorithm for classifying images. In 1989, 

Lecun et al. (1998) presented the first CNN with 5 convolution layers. Before Lecun’s work, CNN 
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was not a popular choice for image classification because of the computational cost and the (small) 

size of the available datasets. In 2012, Krizhevsky et al. (2012) re-introduced CNNs by winning the 

ImageNet challenge with their AlexNet CNN that obtained a 16% classification error rate compared 

to 25% of the second-place model. Since then, CNN became the de-facto algorithm for image 

classification, and many CNNs were subsequently defined. 

To address an image classification task by using CNNs, it is possible to rely on two different 

approaches: use a pre-existing architecture that was developed to classify natural images or, as done 

in this paper, develop a novel architecture. This section focuses on novel architectures that were 

introduced mainly to classify histopathology images. We summarize the recent contributions in the 

area of histopathology images in Table 18, while Table 19 reports the important information 

associated with the architectures presented in the papers of Table 18. For a complete description of 

the architectures considered in Tables 7 and 8, the reader is referred to their respective paper. 

Table 18. Recent studies in the area of histopathological image classification. 

Authors Main Contribution 
Number 

of Classes 
Metric 

Test Set 

Performance 

Nguyen et al. 

(2019) 

• A CNN is used to classify breast cancer 

images belonging to 8 classes (four benign 

subclasses and four malignant subclasses). 

• This was the first attempt to classify breast 

cancer images in eight subclasses. 

8 Accuracy 73.68% 

Bayramoglu 

et al. (2016) 

• A single task CNN is used to predict 

malignancy from breast cancer images. 

• A multi-task CNN is used to predict both 

malignancy and image magnification levels 

simultaneously (for a total of eight classes). 

• Efficient method that allows to use new 

data with the same or different 

magnification levels than previous data. 

2 for the 

malignant/

not 

malignant 

task                

______ 

8 for the 

magnificat

ion task 

Accuracy 

83.25% 

 

 

 

 

 

80.10% 

Arjmand et 

al. (2019) 

• Fully automated diagnostic tool for non-

alcoholic fatty liver disease classification, 

based on an optimized CNN architecture. 

2 Accuracy 95% 

Sirinukunwat

tana et al. 

(2016) 

• Deep learning model for nucleus detection 

and classification from histology images of 

colorectal adenocarcinomas. 

• Novel Neighbouring Ensemble Predictor 

(NEP) coupled with CNN to more 

accurately predict the class label of detected 

cell nuclei. 

4 F1 Score 

0.692 (This is 

the combined 

performance 

on nucleus 

detection and 

classification) 

Lai et al. 

(2018) 

• Deep learning model that integrates Coding 

Network with Multilayer Perceptron 

(CNMP). 

2 Accuracy 
90.1% and 

90.2% on two 

benchmark 
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• Combination of high-level features that are 

extracted from a deep convolutional neural 

network with traditional features of an 

image that can be extracted using simple 

image analysis concepts. 

medical 

image 

datasets 

Basha et al. 

(2018) 

• Definition of a CNN architecture for the 

classification of histological routine colon 

cancer nuclei. 

• Significant reduction of the number of 

learnable parameters compared to the 

popular CNN models such as AlexNet, and 

GoogLeNet. 

4 F1 Score 0.7887 

 

Table 19. Information related to the architectures defined in the papers identified in Table 18. 

 Conv 

Layers 

FC 

layers 

Dropout 

Layers 

Normalization 

Layers 

Activation 

Function 

Pooling 

Layers 

Nguyen et al. 

(2019) 
5 1 3 6 LeakyReLU 

 

3 

Bayramoglu et al. 

(2016) 
3 2 2 2 ReLU 

 

3 

Arjmand et al. 

(2019) 
3 1 2 3 ReLU 

 

2 

Sirinukunwattana 

et al. (2016) 
2 2 0 0 ReLU 

 

2 

Lai et al. (2018) 6 0 0 0 ReLU 
 

2 

Basha et al. (2018) 4 2 2 6 ReLU 
 

2 

To assess the performance of the model proposed in this paper, we perform a comparison against 

the performance of three state-of-the-art models, namely, VGG, InceptionV3, and ResNet 

architectures. The following paragraphs provide a short description of these models. For a complete 

description, the reader is referred to the papers where these models were originally presented. 

5.2.1. VGG Architectures 

Simonyan et al. (2014) proposed a novel CNN called VGG, which achieved an 8.1% error rate, 

a great achievement compared to the AlexNet network. In particular, two main architectures were 

introduced: VGG16 and VGG19. The main difference among them is in the number of convolution 

layers. VGG16 consisted of 13 convolution layers and 3 fully connected layers, while VGG19 

considered 16 convolution layers and 3 fully connected layers. All the convolution layers have a 3 × 3 

kernel size, with the number of kernels ranging from 64 till 512. VGG16 can be divided into 5 

convolution blocks, where each block contains three convolution layers, followed by a max-pooling 
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layer. VGG16 with fully connected layers has 138 million parameters, whereas VGG19 with fully 

connected layers has 144 million parameters. 

5.2.2. InceptionV3 Architecture 

InceptionV3 is a recent CNN architecture with 22 layers that was introduced by Szegedy et al. 

(2016). The main difference between this architecture to others is the fact that it connects the 

convolutions in parallel instead of connecting them sequentially. The authors named this module the 

inception module. The point of the inception module is to process the images at different scales. The 

InceptionV3 architecture consists of 9 inception modules and one fully connected layer. In total, 

InceptionV3 has 23.8 million parameters. 

5.2.3. ResNet Architecture 

He et al. (2016) noticed that the CNN accuracy would get saturated as soon as the model gets 30 

layers deep. The main reason for that saturation is the vanishing gradients problem, where the bottom 

layers of the CNN will stop being updated. The authors introduced ResNet architecture that could 

overcome the problem of vanishing gradients. The main difference between ResNet architecture and 

other networks is the residual connection, where this connection will skip a few convolution layers at 

a time. ResNet architecture won the ImageNet challenge in 2015 with an error rate of 3.57% that 

surpassed the human error rate for the first time. In total, ResNet has 25 million parameters. 

5.3. Methodology 

This section describes the proposed CNN and the dataset used in this study. 

5.3.1. Proposed Architecture 

The proposed CNN was chosen by analyzing the extant literature in the area, thus exploiting the 

contributions of different works. The main inspiration of the proposed model is the VGG16 

architecture (2014), with the main differences being (1) the use of normalization layer in every 

convolution block, (2) the use of three convolution layers in every block instead of four, and (3) the 

use of fully connected layers with 512 neurons instead of 4096. The proposed architecture is shown 

in Figure 11. In the proposed architecture, the input image size is 96 × 96 pixels. The architecture 

has 5 convolution blocks that act as feature extractors and one fully connected block that acts as a 

classifier. In the first convolution block, three convolution layers followed by a batch normalization 

layer and a max-pooling layer are used. The padding is kept the same for the three convolution layers 

to make use of every pixel, especially in the first convolution block and, for the same reason, the 

stride is set to 1. For the three convolution layers, 32 kernels were used with a size of 3 × 3. To reduce 

the dimensions by two to keep the most relevant features obtained from the first convolution block, a 

max-pooling layer is added. The second, third, and fourth convolution blocks use the same 

hyperparameters used in the first convolution block, except for the number of kernels used, which 
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was set to 64, 128, and 256, respectively. In the fifth convolution block, the second and the third 

convolution layers have no padding to decrease the spatial information with 512 kernels. The output 

of the convolution blocks is flattened and, subsequently, it becomes the input of the classifier block. 

The classifier block has two fully connected layers, each with 512 neurons. Overall, the inputs to the 

convolution blocks are 96 × 96 × 3, 48 × 48 × 32, 24 × 24 × 64, 12 × 12 × 128, and 6 × 6 ×

256, respectively. The final layer is a sigmoid function that is used to classify into two classes. In 

total, the proposed architecture consists of 15 convolution layers, 2 fully connected layers, 5 pooling 

layers, and 5 normalization layers. 

 
Figure 11. A schematic diagram of the proposed network architecture. 

Activation functions have a huge impact on the speed and the accuracy of the networks, and that 

is why, instead of using the ReLU activation function, which is considered as the de-facto activation 

function, five additional activation functions were tested to determine the best for the proposed 

architecture. 

Four designs were tested to determine the optimal architecture. The first design is to test the 

effect of dropout layers in the classifier block, where a dropout layer with a dropout ratio of 50% will 

be inserted after each fully connected layer. The second design is to test the performance of the 

architecture without the dropout layers. The third design is to test the performance of the CNN after 

placing the normalization after the activation function. A dropout layer with a 50% dropout ratio will 

be added after each fully connected layer. The fourth design is the same as the third design but without 

dropout layers. Different designs are shown in Figure 12. 
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Figure 12. Different designs tested: (a) shows the first design, the proposed architecture with the 

normalization layer placed before the activation function, and two dropout layers are placed in the classifier 

block; (b) shows the second design, which is similar. 

5.3.2. Dataset 

As described in Bejnordi et al. (2017), the Camelyon dataset was sampled from 399 patients 

from two hospitals in the Netherlands. The dataset was annotated with the help of experienced 

pathologists from the Netherlands. In particular, the dataset labels were manually annotated by two 

students and, subsequently, were checked in deep detail by two experienced pathologists. To check 

the performance of the pathologists on this dataset, two sets of experiments were performed. The first 

experiment was performed without any time constrain, and 11 experienced pathologists were asked 

to annotate a first subset of the images. In the second experiment, a two-hour time limit was given to 

the experts for annotating a second subset of images. The challenge organizers chose the AUC of the 

ROC curve as an evaluation criterion for this competition; thus, every score is presented in terms of 

the AUC of the ROC curve. The AUC score achieved by the first experiment was 96.6%, and the 

score of the second experiment was 81%. 

The PatchCamelyon dataset (Bejnordi et al., 2017; Veeling et al., 2018) is an extension of the 

Camelyon dataset, which contains 277,000 histopathology images with an image size of 96 × 96 

pixels at 10x magnification. A total of 220,000 images are annotated with 60% positive cases and 

40% negative cases. A total of 57,000 images are un-annotated images to test the classifier, and there 

are no duplicates in the PatchCamelyon dataset. The resulting model is subsequently used to predict 

the labels of the test set and finally uploaded to the Kaggle platform to obtain the model AUC. This 

process was necessary since the test labels are available only to the owner of the data. To increase the 
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size of the dataset and to make the model more robust to overfitting, the following augmentation 

techniques were applied: horizontal flip, vertical flip, rotation range, zoom range, width shift range, 

height shift range, shear range, and channel shift range. Figure 13 shows two images of the considered 

dataset. 

  
(a) Normal (b) Cancerous 

Figure 13. Samples of the PatchCamelyon dataset. (a) A normal sample. (b) A cancerous sample. 

5.4. Results 

This section presents the hyperparameters used in the experiments, the results obtained using 

different activation functions, the results of using different designs, and the results obtained using 

different state-of-the-art CNN architectures. 

5.4.1. Experimental Setup 

Six activation functions were used to determine the optimum for the proposed architecture. The 

tested activation functions are Tanh, Sigmoid, ReLU (Nair & Hinton, 2010), LeakyReLU (Maas et 

al., 2013), ELU (Clevert et al., 2016), and SELU (Klambauer et al., 2017). Two optimizers were used 

as well, namely, Adam (Kingma & Ba, 2014) and RMSProp (Ruder, 2016). The PatchCamelyon 

dataset was divided into 80%/20% for training and validation. For all the experiments, the batch size 

used was 64. Because of the size of the training dataset and the computational cost of CNN training, 

early stopping of 10 epochs was used for all the experiments. According to Shorten and Khoshgoftaar 

(Shorten & Khoshgoftaar, 2019), image augmentation techniques can be used to increase the size of 

the dataset. This results in improved model performance and in the reduction of the overfitting that 

may occur when using small datasets. Thus, we applied image augmentation in all the experiments 

conducted in this paper, using the transformation specified in Section 3.2. The positive to negative 

ratio was kept the same after the application of the augmentation techniques. All the experiments 
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were implemented using Keras API (Chollet et al., 2015) with TensorFlow API (Abadi et al., 2015) 

in the backend. 

5.4.2. Results 

This section presents the results obtained and is divided into four parts. In the first part, we 

present the results obtained from training the proposed architecture using two optimizers and six 

different activation functions. In the second part, we present the results of the four different designs 

to enhance the performance of the network. In the third part, we present the results of the comparison 

of our architecture against state-of-the-art models. In the fourth part, we present the results of the 

comparison between our architecture and different architectures that were developed for 

histopathology image classification. 

5.4.2.1. The Results of Different Activation Functions 

Six different activation functions (and two different optimizers) were used to test the model 

performance. The sigmoid activation function achieved the lowest accuracy among all the activation 

functions taken into account over both the optimizers, and so it was removed from other tests. The 

ReLU activation function achieved a low accuracy compared to the other competitors, with 

comparable results obtained with the Adam and RMSProp optimizers. The LeakyReLU activation 

function scored the same as ReLU for the Adam optimizer but achieved a lower accuracy with the 

RMSprop optimizer. This could indicate that this activation function makes the network slightly 

unstable. The ELU activation function scored the best accuracy compared to all the functions, with 

comparable results for Adam and RMSProp. The SELU activation function had a high accuracy with 

the Adam optimizer, while its performance degraded when using the RMSProp optimizer. The 

saturated function Tanh scored very high in both the optimizers, where the result of the RMSProp 

optimizer was higher than the Adam optimizer. Overall, the best achieving activation function was 

the ELU, followed by SELU and Tanh activation functions. The results are shown in Table 20. 

 

Table 20. The AUC results of both optimizers for the different activation functions. 

 ReLU LeakyReLU ELU SELU Sigmoid Tanh 

𝐴𝑑𝑎𝑚 87,68% 87,37% 93,66% 92,73% 84,03% 91,70% 

𝑅𝑀𝑆𝑝𝑟𝑜𝑝 85,01% 83,02% 92,99% 88,43% 84,49% 92,00% 

5.4.2.2. The Results of Different Designs 

Four different designs were tested to check the performance of the network. The first design 

considers the network with two dropout layers in the classifier block, and the normalization layer 

before the activation layer. The second design is similar to the first design but without any dropout 

layers. The third design places the normalization layer after the activation layer and adds dropout 

layers in the classifier block. The fourth design is similar to the third design but without adding any 
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dropout layers in the classifier block. Tables 21 and 22 show the results for both the Adam and 

RMSProp optimizers. 

 

Table 21. The AUC results of the Adam optimizer. 

 Tanh ReLU LeakyReLU ELU SELU 

𝐻1 91.70% 87.68% 87.37% 93.66% 92.73% 

𝐻2 92.96% 85.45% 87.17% 91.76% 92.82% 

𝐻3 94.39% 91.78% 89.96% 94.40% 90.16% 

𝐻4 95.46% 89.33% 89.11% 93.85% 92.71% 

 

 

Table 22. The AUC results of the RMSProp optimizer. 

 Tanh ReLU LeakyReLU ELU SELU 

𝐻1 92.00% 85.01% 83.02% 92.99% 88.43% 

𝐻2 94.09% 89.77% 90.37% 87.62% 94.25% 

𝐻3 93.35% 88.40% 90.38% 92.26% 93.86% 

𝐻4 93.43% 87.70% 90.11% 94.86% 91.58% 

The ReLU activation function has the lowest score compared to other activation functions across 

the four designs. The best performance of ReLU (with Adam optimizer) was obtained in the third 

design, followed by the fourth design. The worst score was by using the second design. The results 

with the RMSprop optimizer were poorer than the Adam optimizer. The best result was achieved with 

the second design, followed by the third design. The lowest result was obtained with the first design. 

Overall, the best result achieved by ReLU was 91.78%. The LeakyReLU activation function had 

slightly lower accuracy than the ReLU function. With Adam optimizer, the third design was the best 

performer, followed by the fourth design. The worse result was obtained with the second design. With 

the RMSprop optimizer, the best performance was obtained in the third design, followed by the 

second design. The worst performance was achieved by using the first design. The results of Adam 

and RMSprop optimizers were significantly different, especially for the first design. Overall, the best 

result achieved by LeakyReLU was 90.38%. 

The ELU activation function had higher results compared to both ReLU and LeakyReLU. With 

Adam optimizer, the best performance was achieved by using the third design, followed by the fourth 

design. The lowest performance was achieved with the second design. With the RMSProp optimizer, 

the best result was achieved by using the fourth design, followed by the first design. The worst result 

was achieved with the second design. The results of both Adam and RMSprop optimizers were 

comparable, except for the second design. Overall, the best result achieved by the ELU activation 

function was 94.86%. The SELU activation function had a slightly lower performance than the ELU 

activation function. With Adam optimizer, the best performance was achieved by using the second 
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design, followed by the first design. The lowest performance was obtained with the third design. With 

the RMSprop optimizer, the best performance was achieved by using the second design, followed by 

the third design. The lowest performance was noticed with the first design. The results of Adam and 

RMSprop optimizers were significantly different, especially for the first design. Overall, the best 

result achieved by the SELU activation function was 94.25%. 

The Tanh activation function achieved the highest results compared to all the other tested 

activation functions. With Adam optimizer, the best performance was obtained with the fourth design, 

followed by the third design. The lowest performance was achieved with the first design. With the 

RMSProp optimizer, the best performance was achieved by using the second design, followed by the 

fourth design. The lowest performance was obtained by using the first design. The results of both 

optimizers (Adam and RMSProp) were comparable. Overall, the best result achieved by the Tanh 

optimizer was 95.46%. 

Using Adam optimizer, the first design was, overall, similar to the second design, meaning that 

the presence of the dropout layer did not increase the performance of the model. However, the 

performance of the third and fourth designs was higher, which indicates that the location of the 

normalization layer has an impact on the performance of the architecture. There are no significant 

differences between the third and the fourth designs, which indicates that the presence of the dropout 

layer does not increase the network performance. 

Using the RMSProp optimizer, the performance of the first design was the lowest compared to 

the other designs. The second design achieved greater accuracy than the first design, which can 

indicate that the dropout layer can limit overfitting. The second, third, and fourth designs achieved a 

different performance, thus corroborating the hypothesis that the location of the normalization layer 

has a significant impact on the performance of the model. The third and the fourth designs were 

similar as well, indicating that the presence of the dropout layer has no effect on the model accuracy. 

All in all, based on the aforementioned results, we recommend practitioners to rely on the fourth 

design. 

5.4.2.3. The Results over Benchmark CNN Architectures 

In this section, the results of four benchmark CNN architectures are presented. Two sets of 

experiments were performed to compare our proposed architecture with four popular CNN 

benchmark architectures, namely, VGG16, VGG19, InceptionV3, and ResNet. The first set of 

experiments aims at comparing the architectures’ performance under the first design (dropout layer 

in the classifier block). All the original classifier blocks of the CNN were removed and replaced by 

two fully connected layers with a dropout layer after each fully connected layer, with a dropout 

probability of 0.5. The second set of experiments compared the performance of the architectures under 

the fourth design (without a dropout layer in the classifier block). Just like the first set of experiments, 
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all the original fully connected layers were removed and replaced with two fully connected layers 

without any dropout layers. All the architectures were trained from scratch (i.e., no transfer learning 

was used). 

In the first sets of experiments, using the first design, two optimizers were used as well. By using 

the RMSprop optimizer, the best performing architecture was our proposed architecture, followed by 

the VGG19 network. The worse performance was achieved by the InceptionV3 architecture. By using 

Adam optimizer, the highest performance was obtained by our proposed architecture, followed by 

VGG19. The poorest performance resulted from the ResNet architecture. Overall, our proposed 

architecture outperformed the other architectures taken into account. The results of the first set of 

experiments are shown in Table 23. In the second set of experiments, using the fourth design, two 

optimizers were used as well. By using RMSprop, the highest performance was obtained by using our 

architecture, followed by VGG16. The lowest performance was achieved by using ResNet. By using 

Adam optimizer, the highest performance was achieved with our architecture, followed by VGG16. 

The lowest performance was obtained with the ResNet architecture. Overall, our proposed 

architecture achieved higher performance than the other tested CNNs. The results of the second set 

of experiments are shown in Table 24. 

Table 23. The AUC results obtained with benchmark architectures under the first design. 

 RMSProp Adam 

Our Model 92.99% 93.66% 

VGG16 84.22% 89.53% 

VGG19 89.08% 90.64% 

InceptionV3 82.66% 82.47% 

ResNet 85.24% 81.21% 

 

Table 24. The AUC results obtained with benchmark architectures under the fourth design. 

 RMSProp Adam 

Our Model 94.86% 95.46% 

VGG16 89.33% 91.00% 

VGG19 89.24% 89.20% 

InceptionV3 87.15% 85.88% 

ResNet 78.01% 83.52% 

5.4.2.4. The Results of State-of-the-art CNN Architectures 

It is impossible to compare the results of our architecture against other architectures unless both 

the architectures were trained and tested on the same dataset and using the same hyperparameters like 

batch size, image augmentation, optimizer, and learning rate. That is why we trained different state-

of-the-art CNN architectures on the PatchCamelyon dataset to easily compare our proposed CNN 

architecture with others. The image size was the only hyperparameter that was different between 
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different architectures: The images were rescaled to follow the requirements of each architecture. 

Using the RMSProp optimizer, the best performance was achieved by using our proposed architecture 

followed by the architecture of Lai et al. (2018). The lowest performance was obtained with the 

Sirinukunwattana et al. (2016) architecture. Using Adam optimizer, the best performance was 

achieved by our architecture, followed by Lai et al. (2018) architecture. Similar results were obtained 

when the RMSProp optimizer was considered. Overall, our proposed architecture outperformed all 

the other architectures tested, as summarized in Table 25. 

 

Table 25. The AUC results of the State-of-the-art architectures. 

 RMSProp Adam 

Our Model 94.86% 95.46% 

Bayramoglu et al. (2016) 77.22% 86.68% 

Arjmand et al. (2019) 85.69% 88.23% 

Lai et al. (2018) 86.06% 92.11% 

Sirinukunwattana et al. (2016) 72.28% 68.85% 

Basha et al. (2018) 80.69% 75.04% 

Nguyen et al. (2019) 81.16% 86.68% 

5.5. Discussion 

In this work, a novel CNN architecture was proposed to classify histopathology images. This 

section discusses the results obtained. 

5.5.1. Histopathology Images Importance And Challenges 

Histopathology images classification is considered a very difficult task and very subjective as 

well, where two experienced pathologists can have very different opinions, and that is where an 

automatic classifier can be very important by providing a second opinion. 

5.5.2. The Presented Architecture Choice 

The architecture presented in this work was chosen after an extensive design phase, where 

different architectures were tested. As pointed out by Sirinukunwattana et al. (2016), giving 

theoretical justification for the network architecture is very challenging and is still a matter of ongoing 

research. Based on our results, three aspects affected the performance of the CNN: the position of the 

normalization layers in regards to the activation function, the presence of the dropout layers in the 

classifier block, and the activation function used. 

5.5.3. The Effect of Different Activation Functions 

Six activation functions were tested using our proposed architecture, two of them are saturated, 

and four are non-saturated. The sigmoid function did not achieve a satisfying result, and so it was 
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removed from further testing. The Tanh function achieved outstanding results compared to other 

state-of-the-art non-saturated activation functions, which was quite surprising. 

5.5.4. The Effect of the Location of the Normalization Layer and the Dropout Layer 

Four different designs were tested to detect the optimal location of the normalization layer and 

the effect of the dropout layer on it. From the obtained results, we can conclude that the location of 

the normalization layer is very important, for which we recommend placing the normalization layer 

before the activation function. The presence of the dropout layer is not always guaranteed to increase 

network performance. Moreover, the optimizers played a very important role in the network 

performance, and from our results, Adam achieved better performance than RMSProp. 

5.5.5. Comparison between Different Benchmark CNN 

From our experiments, we noticed that adding a dropout layer after each fully connected layer 

decreases the performance of the VGG16 network, especially for the RMSProp optimizer. For the 

VGG19 network, the performance did not change significantly when considering the addition of 

dropout layers. The performance of the InceptionV3 network was affected by the inclusion of the 

dropout layer, for both the Adam and RMSprop optimizers. The ResNet network was the only 

network that benefited from adding the dropout layer, and the performance of RMSProp with dropout 

was higher with respect to the Adam optimizer. The VGG architectures were the best performers 

among the different competitors taken into account, and they were outperformed only by our proposed 

architecture. InceptionV3 and ResNet were the poorest performers. For the InceptionV3 model, we 

can speculate that the inception module did not increase the performance, while adding too many 

layers is not beneficial for the ResNet model. All in all, our proposed architecture achieved higher 

results for both Adam and RMSprop optimizers. 

5.5.6. Comparison between Different State-of-the-Art CNN 

Arjmand et al. (2019) presented a network with three convolution layers, where the number of 

kernels is 64, 32, and 16, respectively. The kernels size used was 5 × 5, 3 × 3, and 3 × 3, 

respectively. Every convolution layer was followed by a batch normalization layer and max-pooling 

layer, except for the third convolution layer, which was followed by a batch normalization layer only. 

There are two dropout layers, one after the second convolution layer and the second before the fully 

connected layer. Compared to our network, Arjmand architecture was the second-best architecture, 

among the set of competitors, for both RMSprop and Adam optimizers. The authors placed the 

normalization layer before the activation layer and the dropout layer in the middle of the convolution 

blocks. The main difference between our proposed architecture and the architecture proposed by 

Arjmand et al. (2019) relies on the number of convolution layers used. From the results obtained, it 

seems that the choice of the number of convolution layers plays a fundamental role in the performance 
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of the model. In particular, a network with just three convolution layers seems to be not sufficient for 

dealing with the complexity of the application at hand. The architecture of Arjmand et al. (2019) is 

shown in Figure 14. 

 

 

Figure 14. The architecture of Arjmand et al. (2019). 

Lai et al. (2018) introduced a network with six convolution layers and no fully connected layers. 

This network achieved the best results, among the competitors of our proposed architecture, for both 

the optimizers. The kernel size used in both the convolution layers and the pooling layers is the highest 

compared to all the tested CNNs. No dropout layers or batch normalization layers were used. The 

results of Adam and RMSProp optimizers are comparable. The differences between this network and 

our network are the size of the kernels used (which is higher than our proposed network), the absence 

of any regularization layers, the absence of any fully connected layers, and the number of 

convolutional layers, (which is higher in our model). The main difference in terms of design choices 

between the architecture of Lai et al. (2018) and our architecture is the absence of any regularization 

layers from their architecture. According to the experiments we performed, this seems to be the main 

cause for the lower performance of the network proposed by Lai and coauthors. Figure 15 shows the 

architecture of Lai et al. (2018). 

 

Figure 15. The architecture of Lai et al. (2018). 

Nguyen et al. (2019) presented a network with five convolution layers, one fully connected layer, 

three dropout layers, and six normalization layers. The authors placed the normalization layer after 

the activation layer, and the dropout layer in the middle of the convolution blocks. This is the only 
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network with an activation function other than the ReLU function. The results of Adam and RMSProp 

optimizers are different, with Adam being the best optimizer. Compared to our proposed network, the 

main differences are the number of convolution layers, the presence of the normalization layer after 

the activation function, and the usage of only one fully connected layer. The difference between the 

performance of our proposed architecture and the architecture presented by Nguyen et al. (2019) can 

be explained by the number of convolution layers (that is lower with respect to our architecture) and 

by the position of the normalization layer after the activation layer. In particular, placing the 

normalization layer after the activation function was not suggested in the original paper that 

introduced the normalization layer (Ioffe & Szegedy, 2015). Figure 16 shows the architecture of 

Nguyen et al. (2019). 

 
Figure 16. The architecture of Nguyen et al. (2019). 

Basha et al. (2018) designed an architecture with 4 convolution layers and two fully connected 

layers. The authors also placed the normalization layer after the activation layer. Moreover, the 

authors placed a normalization layer in the classifier block. The results of Adam and RMSProp 

optimizers are significantly different, with RMSProp being the best optimizer. Compared to our 

architecture, the main differences are the number of convolution layers used (we used 15 instead of 

4), the presence of the normalization layer after the activation function, and the usage of the 

normalization layer in the classifier block. The difference between the performance of our proposed 

architecture and the architecture proposed by Basha et al. (2018) can be due to the number of the 

convolution layers, placing the normalization layer after the activation layer, and the usage of dropout 

layers in the classifier block. Figure 17 shows the architecture of Basha et al. (2018). 
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Figure 17. The architecture of Basha et al. (2018). 

The architecture of Bayramoglu et al. (2016) has three convolution layers and two fully 

connected layers. The authors placed the normalization layer after the activation layer and after the 

pooling layer as well. The results of Adam and RMSProp optimizers are significantly different, with 

Adam being the best optimizer. Compared to our design, this architecture has low capacity, since it 

has only three convolution layers. The difference between the performance of our proposed 

architecture and the architecture proposed by Bayramoglu et al. (2016) can be explained (beyond the 

number of convolution layers) considering the usage of a larger kernel size in the first convolution 

layer. This is something that could be detrimental to the performance of the network. Using smaller 

kernel sizes allows the network to learn complex, more non-linear features. The architecture of 

Bayramoglu’s (2016) is shown in Figure 18. 

 

Figure 18. The architecture of Bayramoglu et al. (2016). 

Sirinukunwattana et al. (2016) proposed a network with only two convolution layers and two 

fully connected layers. The network is the worst performer in our comparison, probably because it 

has a very low capacity compared to the other networks taken into account. The results of Adam and 

RMSProp optimizers are significantly different, with RMSProp being the best optimizer. In this 

network, the ReLU activation function was used, and two pooling layers were placed after each 

convolution layer. Figure 19 shows the architecture of Sirinukunwattana’s (2016). 
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Figure 19. The architecture of Sirinukunwattana et al. (2016). 

5.6. Conclusions 

In this paper, we introduced a novel CNN architecture that is designed to classify histopathology 

images. The training and evaluation of the architecture were conducted on the publicly available 

PatchCamelyon dataset. The proposed architecture has fifteen convolution layers and two fully 

connected layers. The highest AUC obtained using our architecture was 95.46%. In this work, we 

have also studied the effect of different activation functions on the CNN performance and the effect 

of the location of the activation function on the performance of the network. Based on the obtained 

results, two main points must be highlighted: We recommend authors to try different activation 

functions and to fully analyze their impact other than choosing the ReLU activation function as a 

default. Based on our results, we recommend placing the normalization layer before the activation 

function. We do encourage researchers to examine our proposed CNN on different datasets and report 

the performance achieved. 

We acknowledge several limitations in this work that can be addressed in future work. First, the 

performance of the proposed model slightly increases with respect to the models that were presented 

in the literature. Second, the proposed model was inspired by the VGG16 architecture, and the 

differences are the positioning of the regularization layers, the activation functions used, and the 

number of neurons in the fully connected layers. We believe that the two limitations could be 

overcome using neuroevolution algorithms that can provide a different way of exploring the search 

space of deep learning architectures. Finally, the human performance was reported on the Camelyon 

dataset, which is a reduced dataset with respect to the PatchCamelyon dataset used in this study. Thus, 

it would be interesting to assess the human experts' performance on this bigger dataset. 
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Chapter 6. The Effect of Batch Size on the Generalizability of the 

Convolutional Neural Networks on a Histopathology Dataset4 

Abstract: Many hyperparameters must be tuned to have a robust convolutional neural network that 

will be able to classify images accurately. One of the most important hyperparameters is the batch size, 

which is the number of images used to train a single forward and backward pass. In this study, the 

effect of batch size on the performance of convolutional neural networks and the impact of learning 

rates will be studied for image classification, specifically for medical images. To train the network 

faster, a VGG16 network with ImageNet weights was used in this experiment. Our results concluded 

that a higher batch size doesn’t usually achieve high accuracy, and the learning rate and the optimizer 

used will have a significant impact as well. Lowering the learning rate and decreasing the batch size 

will allow the network to train better, especially in the case of fine-tuning.  

6.1. Introduction 

Since its introduction nearly two decades ago, convolutional neural networks (CNNs) (Lecun et 

al., 1998) have been used as primary image classification algorithms. The true power of the CNN has 

been rediscovered by the ImageNet competition (Russakovsky et al., 2015), where AlexNet 

architecture (Krizhevsky et al., 2012) succeeded in classifying millions of images with thousands of 

labels with an accuracy of 85% compared to 74% of the traditional algorithms, and that’s when the 

CNN again became one of the most important algorithms for image classification. One of the main 

benefits of using a CNN is that it doesn’t need any manual feature extraction to work, which makes 

it robust against new datasets. CNNs not only succeed in the image classification domain but are also 

successfully applied in text classification (Hughes et al., 2017), climate change detection (Liu et al., 

2016), and speech recognition (Abdel-Hamid et al., 2014), among others.  

Medical images can be considered very complicated datasets because of the complexity and 

seriousness, and they require an experienced physician with years of experience to be able to classify 

the images. Examples of medical images that CNN can be applied to are histopathology images, 

which are images assessed by pathologists to evaluate whether tissue is cancerous. Histopathology 

images are very challenging to classify, even for an experienced pathologist, and that’s where the 

CNN can be applied, either in giving a second opinion or giving assistance to the pathologist in 

classifying these images.  

To correctly train the CNN to be able to classify images, many hyperparameters need to be 

adjusted; these hyperparameters will affect the performance of the network along its time to 

 
4 This chapter has been published in ICT express journal as I. Kandel and M. Castelli, “The effect of batch size 

on the generalizability of the convolutional neural networks on a histopathology dataset,” ICT Express, 2020. 

https://doi.org/10.1016/j.icte.2020.04.010 

https://doi.org/10.1016/j.icte.2020.04.010
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convergence. One of the main hyperparameters that need to be tuned is the batch size (Ioffe & 

Szegedy, 2015), which is the number of images used in every epoch to train the network. Setting this 

hyperparameter too high can make the network take too long to achieve convergence (no more gain 

in accuracy); however, if it’s too low, it will make the network bounce back and forth without 

achieving acceptable performance. Also, the nature of the dataset can have an impact on the batch 

size, especially the medical dataset because of its complexity.  

In this study, we investigated the effect of batch size on the performance of CNNs and the impact 

of learning rates for image classification. Two different optimizers were used to assess the impact of 

batch size. The CNN architecture used in this experiment was the VGG16 (Simonyan & Zisserman, 

2014); the network was fine-tuned to suit this dataset and to avoid training the network from scratch. 

This experimental study aims at providing a better understanding of the batch size value to be 

considered before addressing a given problem through a CNN. In fact, despite the importance of the 

batch size value for the learning process of a CNN, scientific literature only provides a few studies 

on this topic. Additionally, as discussed in Section 2, the results reported in the literature do not report 

unanimous conclusions, with some authors indicating a preference for large batch size values and 

other works suggesting the usage of small batch size values. The rest of the paper is organized as 

follows. In section 2, previous research done on batch size is presented. In section 3, our methodology 

is presented. In sections 4 and 5, we present our results and then the conclusion.  

6.2. Literature Review 

Many hyperparameters need to be adjusted before training the CNN to classify images. One of 

the main hyperparameters that need to be adjusted before beginning the training process is the batch 

size, where the batch size is the number of images that will be used in the gradient estimation process. 

Many researchers have studied the effect of batch size on the network performance—either the 

accuracy of the network or the time that was taken till convergence—to determine which was better: 

small batches or large batches. On one hand, a small batch size can converge faster than a large batch, 

but a large batch can reach the optimum minima that a small batch size cannot reach. Also, a small 

batch size can have a significant regularization effect because of its high variance (Wilson & 

Martinez, 2003), but it will require a small learning rate to prevent it from overshooting the minima 

(Goodfellow et al., 2016). Below are some researches that were done to investigate the pros and cons 

of using small and large batch sizes. 

In 2017, Radiuk (2017) investigated the effect of batch size on CNN performance for image 

classification, the author used two datasets in the experiment, namely, MNIST and CIFAR-10 

datasets. Radiuk tested batch sizes with the power of 2, starting from 16 until 1024 and 50, 100, 150, 

200, and 250 as well. Radiuk opted for a LeNet architecture for the MNIST dataset and a custom-
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made network with five convolutional layers for the CIFAR-10 dataset. The optimizer used for both 

networks was the stochastic gradient descent optimizer with a learning rate of 0.001 for the MNIST 

and 0.0001 for the CIFAR-10 dataset. For both the datasets, the best accuracy was achieved by the 

1024 batch size, and the worst result was with the 16 batch size. The author stated that based on their 

results, the higher the batch size the higher the network accuracy, meaning that the batch size has a 

huge impact on the CNN performance. 

Bengio (2012) stated that a batch size of 32 is a good default value, also he stated that the larger 

batch size will quicken the computation of the network but will decrease the updates required for the 

network to reach convergence. The author stated that the batch size likely impacts the convergence 

time and not network performance. Meanwhile, Masters and Luschi (Masters & Luschi, 2018) tested 

the effect of batch sizes between 21 and 211, on AlexNet (Krizhevsky et al., 2012) and ResNet (He 

et al., 2015) architectures with SGD as an optimizer without momentum to exclude the effect of 

momentum on the training. The authors studied the effect of batch size on three datasets: CIFAR10, 

CIFAR100, and ImageNet. The authors stated that the best results were obtained with batch sizes 

between 2 and 32, and the authors noted the small batch sizes are more robust than the large batch 

sizes. In general, the main question regarding the batch size is which is the optimal batch size for 

training CNNs that will help the network achieve the highest accuracy in the shortest time, especially 

for complex datasets like a medical image dataset.  

6.3. Methodology 

The training of a CNN to classify images can be defined as minimizing a non-convex loss 

function 𝐿(𝜃) by using an optimizer like a stochastic gradient descent or Adam optimizer, where 𝐿(𝜃) 

is the average cost of training image 𝐿𝑖(𝜃) over the dataset, and 𝑀 is the size of the image dataset. 

arg min
𝜃∈ℝ

𝐿(𝜃); 𝐿(𝜃) =
1

𝑀
∑  𝐿𝑖(𝜃)𝑀

𝑖=1  

The gradient update has three options to be calculated: using the entire image dataset 𝑀, using a 

single image, or using a number between 1 𝑎𝑛𝑑 𝑀. The previous methods are named batch gradient 

descent, stochastic gradient descent, and mini-batch gradient descent, respectively. Batch size 

hyperparameter 𝐵 is the number of images used to update the gradients per time. By using the SGD 

optimizer, the network weights will be updated using the following equation: 

𝑤𝑡+1 = 𝑤𝑡 − 𝜂
𝜕𝐿

𝜕𝑤𝑡

;
𝜕𝐿

𝜕𝑤𝑡
= ∇𝑊𝐶(𝑤𝑡; 𝑥(𝐵); 𝑦(𝐵)) 

Where 𝜂 is the learning rate, 𝑥 are the sample images used, 𝑦 are the image labels, and 𝑤 are the 

weights being updated. For the Adam optimizer, the weights will be updated using the following: 
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𝑤𝑡
𝑖 = 𝑤𝑡−1

𝑖 −
𝜂

√𝑣̂𝑡 + 𝜖
. 𝑚̂𝑡 

Where 𝑚̂𝑡 =
𝑚𝑡

1−𝛽1
𝑡 , 𝑣̂𝑡 =

𝑣𝑡

1−𝛽2
𝑡 , 𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)

𝜕𝐿

𝜕𝑤𝑡
,𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)[

𝜕𝐿

𝜕𝑤𝑡
]2 and 

𝜕𝐿

𝜕𝑤𝑡
=

∇𝑊𝐶(𝑤𝑡; 𝑥(𝐵); 𝑦(𝐵)) 

Where 𝛽𝑖 ∈ [0,1] is used to determine how much information is needed from the previous 

update, 𝑚𝑡 is the first momentum where it is the gradients’ running average, and 𝑣𝑡 is the second 

momentum where it is the squared gradients’ running average. The bias-corrected first and second 

momentums are 𝑚̂𝑡 and 𝑣𝑡. As is shown from the previous equations, batch size and learning rate 

have an impact on each other, and they can have a huge impact on the network performance. 

To speed up the network training and to increase its robustness, fine-tuning of the VGG16 

network was applied. Fine-tuning a network is considered a method of transfer learning, where the 

knowledge transfer between networks that have been trained on different datasets. Because training 

CNN weights from scratch requires millions of images and training for days and this amount of 

images is not available for medical images, usage of transfer learning can be very useful in the medical 

field (Tajbakhsh et al., 2016).  

The VGG16 (Simonyan & Zisserman, 2014) network is considered one of the most important 

CNNs for image classification because of its deep yet simple architecture, which gives it robustness 

against overfitting while providing good performance; VGG16 is presented in fig.19.  

 

 

 

 

Figure 20. VGG16 network architecture. 

The dataset used in this experiment was the PatchCamelyon (Bejnordi et al., 2017; Veeling et 

al., 2018) a public dataset that contains 220,000 binary labeled images to train the CNN. The dataset 

was balanced, meaning it contained 60% positive to 40% negative images. Another 57,458 images 

were provided on the Kaggle platform to test the algorithm. All the images were 96 × 96 pixels. A 

sample of the dataset is presented in Figure 21.  
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Figure 21. A sample of the PatchCamelyon dataset. 

Image augmentation is usually used to increase the image dataset and also to make the network 

more robust against translation invariance. Image augmentation is defined as creating duplicates of 

the original image datasets by flipping, rotating, zooming, and adjusting brightness. In this work, the 

images were horizontally and vertically flipped, with an image rotation of 180 degrees; some images 

were zoomed in; and some images were shifted. 

To evaluate the CNN classifier performance (i.e., to determine the classifier ability to classify 

positive images as positive and negative images as negative), the area under the ROC curve was used 

(AUC), which can be formally defined as (Idrees et al., 2017): 

𝐴𝑈𝐶 =
1

2
(

𝑇𝑃

𝑇𝑁 + 𝐹𝑁
+

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
) 

Where 𝑇𝑃 is the true positive metric, which is the positive images classified as positive; 𝑇𝑁 is 

the true negative metric, which is the negative images classified as negative; 𝐹𝑃 is the false positive 

metric, which is the negative images classified as positive; 𝐹𝑁 is the false negative metric, which is 

the positive images classified as negative. The minimum value of the AUC metric was 0.5, which 

represents that the model had no predictive power, and the maximum was 1, which represents that the 

model had perfect power in classifying images.  

6.4. Results 

The last two blocks of the VGG16 network were fine-tuned using 80% of the dataset and were 

validated on the remaining 20% of the dataset, after which the best model was saved and used to 

classify the Kaggle online test set. The batch sizes used in this experiment were 𝐵 =

[16,32,64,128,256]; two optimizers were used, namely SGD and Adam optimizers, and two learning 

rates were used for each optimizer of 0.001 and 0.0001. For consistency of results and due to the size 

of the dataset, the number of epochs was fixed to 50 epochs. To overcome overfitting, only the best 

model was saved, meaning that during the training phase, if the validation accuracy of the epoch was 

higher than the highest accuracy, then the model was saved. The results of the Kaggle online test set 

are shown in tables 15 and 16.  
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Table 26 shows the results of the Adam optimizer with a learning rate of 0.001 and a learning 

rate of 0.0001. For a learning rate of 0.001, the lowest batch size (16) achieved the lowest AUC. The 

highest performance was from using the largest batch size (256); it can be shown that the larger the 

batch size, the higher the performance. For a learning rate of 0.0001, the difference was mild; 

however, the highest AUC was achieved by the smallest batch size (16), while the lowest AUC was 

achieved by the largest batch size (256).  

Table 26. The results of the test AUC of the Adam optimizer. 

 
Test AUC 

Batch 

Size 

Adam 

 LR = 0.0001 

Adam  

LR = 0.001 

16  0.9677 0.9144 

32  0.9636  0.9332 

64  0.9616  0.9381 

128  0.9567  0.9432 

256  0.9585  0.9652 

 
Table 27 shows the result of the SGD optimizer with a learning rate of 0.001 and a learning rate 

of 0.0001. For a learning rate of 0.001, we can see that the large batch size achieved the highest AUC, 

while the lowest was by using the smallest batch size (16). For a learning rate of 0.0001, it was the 

opposite; the largest batch size (256) achieved the lowest AUC, while the 32 batch size achieved the 

highest, followed by the lowest batch size.  

Table 27. The results of the test AUC of the SGD optimizer. 

Test AUC 

Batch 

Size 

SGD 

LR = 0.0001 

SGD 

LR = 0.001 

16 0.9555 0.9461 

32 0.9570 0.9521 

64 0.9512 0.9545 

128 0.9302 0.9567 

256 0.9077 0.9579 
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The highest overall AUC achieved during the experiments was by the Adam with a learning rate 

of 0.0001 and batch size of 16. 

Our results agree with the ones obtained by Masters and Luschi (Masters & Luschi, 2018), where 

the authors stated that smaller batch sizes should be used. According to Radiuk (Radiuk, 2017), when 

a large learning rate is used, the higher the batch size, the better the performance of a CNN. While 

the use of large batch size values is not recommended in our study, the results of Radiuk match our 

findings on the relation between the batch size and the learning rate. In particular, we highlighted that 

higher learning rates require larger batch sizes. Finally, Bengio (2012) suggested that 32 is a good 

default value for the batch size. While this is corroborated by our experiments (in which a batch size 

of 32 provided good results), the best performance was achieved with a batch size of 16.  

6.5. Conclusion 

Convolutional neural networks have shown superior accuracy in image classification, but to 

accurately train a CNN many hyperparameters need to be tuned depending on the dataset being used. 

The medical field can benefit greatly by using CNN in image classification to increase accuracy. In 

this paper, we compared the performance of CNN using different batch sizes and different learning 

rates. According to our results, we can conclude that the learning rate and the batch size have a 

significant impact on the performance of the network. There is a high correlation between the learning 

rate and the batch size, when the learning rates are high, the large batch size performs better than with 

small learning rates. We recommend choosing a small batch size with a low learning rate. In practical 

terms, to determine the optimum batch size, we recommend trying smaller batch sizes first(usually 

32 or 64), also keeping in mind that small batch sizes require small learning rates. The number of 

batch sizes should be a power of 2 to take full advantage of the GPUs processing. Subsequently, it is 

possible to increase the batch size value till satisfactory results are obtained.  
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Chapter 7. How Deeply to Fine-Tune a Convolutional Neural Network: A 

Case Study Using a Histopathology Dataset 5 

Abstract: Accurate classification of medical images is of great importance for correct disease diagnosis. 

The automation of medical image classification is of great necessity because it can provide a second opinion or 

even a better classification in case of a shortage of experienced medical staff. Convolutional neural networks 

(CNN) were introduced to improve the image classification domain by eliminating the need to manually select 

which features to use to classify images. Training CNN from scratch requires very large annotated datasets that 

are scarce in the medical field. Transfer learning of CNN weights from another large non-medical dataset can 

help overcome the problem of medical image scarcity. Transfer learning consists of fine-tuning CNN layers to 

suit the new dataset. The main questions when using transfer learning are how deeply to fine-tune the network 

and what difference in the generalization that will make. In this paper, all of the experiments were done on two 

histopathology datasets using three state-of-the-art architectures to systematically study the effect of block-wise 

fine-tuning of CNN. Results show that fine-tuning the entire network is not always the best option; especially 

for shallow networks, alternatively fine-tuning the top blocks can save both time and computational power and 

produce more robust classifiers. 

 

7.1. Introduction 

Medical images play a very crucial role in patient treatment; however, usually, the shortage of 

manpower, the time required to reach a decision, and the need for a second opinion are factors that 

greatly impact the process. Correctly and more quickly classifying images is an absolute need for 

certain medical images fields, like pathology. Histopathology images are very important for detecting 

certain kinds of diseases like cancer or even determining the kind of cancer itself to see if it is benign 

or malignant and its degree. Histopathology is defined as examining a tissue sample taken by a biopsy 

to diagnose certain diseases microscopically (Gurcan et al., 2009). It plays a very important role in 

the detection of diseases, enabling doctors to carefully create a treatment plan. The physician who is 

responsible for classifying histopathology images is called a pathologist. The image-examining 

process is extremely difficult and requires an experienced pathologist with years of experience. In the 

United States, the number of active pathologists dropped 17.5% in the last decade while the workload 

increased by 41% (Metter et al., 2019), which indicates a real need for assisting the pathologists in 

their work by providing them with an autonomous classifier that is able to classify histopathology 

images with a high level of accuracy. 

A recent breakthrough in the artificial intelligence field is machine learning, in which an 

algorithm can be developed that will be able to extract image features automatically. When the 

algorithm used is a neural network with more than one hidden layer, it is called deep learning. Deep 

learning can be implemented in the image classification domain in which a feed-forward 

convolutional neural network (CNN) (LeCun et al., 1989) can be used to classify images 

 
5 This chapter has been published in MDPI journal as Kandel, I.; Castelli, M. How Deeply to Fine-

Tune a Convolutional Neural Network: A Case Study Using a Histopathology Dataset. Appl. Sci. 2020, 10, 

3359. https://doi.org/10.3390/app10103359 

 

https://doi.org/10.3390/app10103359
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automatically. Making the CNN able to classify images is called training; in training, the CNN’s 

weights will be adjusted to suit the image dataset under study. The main point of CNN is that it is 

able to map important features of images that can be used to classify those images without the CNN’s 

being explicitly programmed to do so. CNN has been proven to work with great accuracy in the 

classification of many medical domains like diabetic retinopathy detection and classification 

(Mohammadian et al., 2017; Prentašić & Lončarić, 2016), Alzheimer’s disease detection (Farooq et 

al., 2017; Khan et al., 2019), and skin lesion detection (Harangi, 2018; Hosny et al., 2019), among 

others. 

Image classification, which is defined as grouping images into successive predefined labels, 

plays a very important role in many areas, like the medical field. Deep learning algorithms can detect 

important features of images without any manual feature engineering, which can be thought of as 

using autonomous algorithms that can learn by themselves how to differentiate between distinct 

image classes. The earliest attempt to construct an automatic classifier that could learn how to 

differentiate between classes was introduced by LeCun (1989), who was inspired by the work of 

Fukushima et al. (1980) and Hubel and Wiesel (1977), and was named convolutional neural networks 

(CNN), but this attempt was limited because of the size of datasets and the computational power 

available then. In 2012, Krizhevsky et al. (2012) introduced their CNN architecture that was named 

AlexNet and won first place in the ILSVRC competition, with an error rate of 16% compared to the 

second-place winner’s 25%, and since then, CNN has become a state-of-the-art image classifier. CNN 

is considered a feed-forward artificial neural network that has at least one convolution layer. A 

diagram of CNN is shown in Figure 22. 

 

Figure 22. Convolutional neural network (CNN) diagram. 

To accurately train CNN and to overcome the overfitting issues associated with feed-forward 

neural networks, usually, hundreds of thousands or even millions of images are needed (Tajbakhsh et 

al., 2016), which can limit the usage of CNN to certain domains, like nature images, for classification. 

Transfer learning is a novel domain that has been introduced to help overcome the before-mentioned 

issues in CNN training, where instead of initializing the network weights from scratch, the weights 

of a previous network that was trained on a different large dataset can be used. The medical field 

could benefit a lot from the usage of CNN for image classification, but the main drawback is the 

number of images available for training, and that is where transfer learning can be used. Using transfer 
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learning for medical images has been successfully applied in References (Hosny et al., 2019; Khan et 

al., 2019; Mohammadian et al., 2017). As pointed out by Chollet (Francois Chollet, 2017a) , transfer 

learning uses two main techniques: fine-tuning, wherein the original weights will be re-tuned to suit 

the new dataset, or feature extraction, in which the original weights will be fixed and the original 

layers will serve for feature extraction only. Both techniques can help a lot based on the size of the 

dataset, as pointed out by Yosinski et al. (2014). If the dataset is large enough, the original layers can 

be fine-tuned, while if the dataset is small, the original layers can serve in feature extraction. Also, 

the similarity between the original dataset and the target dataset can play a very important role. For 

this study, we opted for fine-tuning instead of feature extraction because of the following reasons: (1) 

the large number of images contained in the dataset used, and (2) the huge difference (with respect to 

the domain of the images) between the ImageNet dataset and the histopathology dataset taken into 

account. 

Fine-tuning an entire CNN architecture can take hours and requires certain hardware, and the 

effect of each block can play a very important role. Fine-tuning the entire network does not always 

guarantee to yield the best performance. The main purpose of this study is to determine the effect of 

fine-tuning a CNN block-wise to assess the performance gained by training each block. Three state-

of-the-art CNN architectures with three learning rates are used in this study. The performance measure 

used is the AUC of the ROC curve. A separate unlabeled test set is used to evaluate the performance 

of the CNN architectures. The rest of this paper is organized as follows: In Section 2, a brief literature 

review about using transfer learning in histopathology is given. In Section 3, the proposed 

methodology is discussed. In Section 4, the results obtained are stated. In Section 5, a brief overview 

of the findings is discussed. In Section 6, the conclusion is stated. 

7.2. Literature Review 

The usage of deep learning techniques for medical image classification is a sore subject right 

now because of the need to assist pathologists and give them a second opinion. 

Sharma and Mehra (2018) investigated the effect of CNN transfer learning on the performance 

of three CNN architectures, namely VGG16, VGG19, and ResNet50. The authors used the BreakHis 

dataset (Spanhol et al., 2016), which consists of 7909 breast cancer histopathology images. The 

authors opted for binary classification, and the original last classification layer of all the architectures 

was removed and replaced by a logistic regression classifier. The authors used the AUC of the ROC 

curve, accuracy, precision, recall, F1 score, and APS as evaluation criteria. The authors tried three 

different splitting techniques, namely 90% and 10% for training and testing respectively, 80% and 

20%, and 70% and 30%. The best result reported by the authors was found using the VGG16 

architecture, which achieved an AUC of 95.65% for the first splitting technique, followed by the 

VGG19 architecture, which achieved an AUC of 91.85% for the first splitting technique as well. The 

ResNet architecture’s performance did not improve by using transfer learning. 



 

93 
 

Kassani et al. (2019) proposed a novel model to classify histopathology images. The authors 

used four datasets, namely PatchCamelyon (Ehteshami Bejnordi et al., 2017; Veeling et al., 2018), 

BreakHis (Spanhol et al., 2016), Bach (Aresta et al., 2019), and BioImaging (2015), to train and 

validate their model. The authors proposed a novel binary-classification ensemble model composed 

of three CNN architectures, namely, VGG19 (Simonyan & Zisserman, 2014), MobileNet (Howard et 

al., 2017), and DenseNet (Huang et al., 2017). The accuracy results reported by the authors were 

98.13%, 95%, 94.64%, and 83.10% for datasets BreakHis (Spanhol et al., 2016), Bach (Aresta et al., 

2019), PatchCamelyon, and BioImaging, respectively. Different image augmentation techniques were 

used to increase the size of the training dataset to make the CNN models more robust against 

overfitting. Some of the augmentation techniques applied were flipping the images horizontally and 

vertically, increasing the zoom range, and rotating the images. The authors opted for an Adam 

optimizer with a learning rate of 0.0001, and the batch size used was 32. All of the images were 

resized to 224 × 224 𝑝𝑖𝑥𝑒𝑙𝑠, and all of the models were trained for 1000 epochs. The authors 

claimed that by using the three-model ensemble, the accuracy of the BreakHis dataset increased from 

97.42% for the best single classifier to 98.13%, for the PatchCamelyon dataset, it increased from 

90.84% to 94.64% for the best single classifier; for the Bach dataset, it increased from 92% to 95%, 

and for the BioImaging dataset, it increased from 81.69% to 83.10%. 

Vesal et al. (2018) investigated the effect of transfer learning on the Bach (Aresta et al., 2019) 

dataset. The authors compared two CNN architectures, namely InceptionV3 (Szegedy et al., 2016) 

and ResNet50 (He et al., 2016), and opted for multi-class classification into four categories. The batch 

size used was 32, and the optimizer used was stochastic gradient descent with Nesterov momentum 

with a learning rate of 0.0001, with the dataset trained for 100 epochs for both architectures. The 

authors reported that the fine-tuned ResNet50 architecture outperformed the InceptionV3 architecture 

with an accuracy of 97.50% and 91.25%, respectively. 

Deniz et al. (2018) used the BreakHis (Spanhol et al., 2016) dataset to investigate the effect of 

transfer learning. The authors opted for the AlexNet and VGG16 architectures. The authors conducted 

three experiments, two of them using the AlexNet and VGG16 for feature extraction, concatenating 

their results then adding the SVM classifier, and the third fine-tuning the AlexNet network. The 

optimizer authors used was SGD with momentum, and the learning rate chosen was 0.0001. The 

authors set the batch size at 10. The authors reported that the fine-tuned AlexNet outperformed the 

feature extraction of both the AlexNet and VGG16 networks. 

Ahmad et al. (2019) investigated the effect of transfer learning on a multiclass histopathology 

dataset, using three CNN architectures, namely the AlexNet, GoogleNet, and ResNet architectures. 

The dataset used was the BioImaging dataset, and the authors used image augmentation to increase 

the size of the dataset from 260 images to 72,800 images. The authors reported that the ResNet 

network achieved the best accuracy, at 85%. Table 28 shows a summary of the studies mentioned. 
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The above-mentioned studies did not investigate the fine-tuning block-wise effect on the CNN’s 

performance, and that is where this study will come into use: where the effect of each block in three 

CNN architectures will be investigated to detect how deeply the CNN should be fine-tuned given that 

fine-tuning a CNN is very computationally expensive. 

 

Table 28. Summary of the studies mentioned. 

Paper Dataset Name 
Dataset 

Size 

Architectures 

Used 
Classes 

Best 

Accuracy 

Sharma et al. 

(2018) 

BreakHis (Spanhol 

et al., 2016) 
7909 

VGG16 

VGG19 

ResNet50 

Binary 92.6% 

Ahmad et al. 

(2019) 
BioImaging (2015) 260 

AlexNet 

GoogleNet 

ResNet50 

Multiclass 85% 

Deniz et al. 

(2018) 

BreakHis (Spanhol 

et al., 2016) 
7909 

AlexNet 

VGG16 
Binary 91.37% 

Vesal et al. 

(2018) 

Bach (Aresta et al., 

2019) 
400 

InceptionV3 

ResNet50 
Multiclass 97.50% 

Kassani et al. 

(2019) 

PatchCamelyon 

(Ehteshami 

Bejnordi et al., 

2017) 

BreakHis (Spanhol 

et al., 2016) 

Bach (Aresta et al., 

2019) 

BioImaging (2015) 

327,680 

7909 

400 

249 

Ensemble of: 

VGG19 

DenseNet 

ImageNet 

Binary 

94.64% 

98.13% 

95% 

83.10% 

7.3. Methodology 

This paper focuses on fine-tuning three CNN architectures’ weights from the ImageNet dataset 

(non-medical) to classify histopathological images into normal or not. Below is a description of the 

methods used in this research. 

7.3.1. Convolutional Neural Networks 



 

95 
 

Formally, in supervised machine learning given a training dataset of Φ = {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑁  , where 

𝑁 is the training dataset size and (𝑥𝑖 , 𝑦𝑖) is a single training example, 𝑥𝑖 ∈ Φ is the training images 

and 𝑦𝑖 ∈ Φ is the respective label of each image 𝑥𝑖, 𝜃 is the model parameters and 𝑦̂𝑖 is the predicted 

label using the function 𝑓(𝑥𝑖; 𝜃). The purpose of training a machine learning classifier can be 

described as minimizing the loss function (1): 

      𝐿 =
1

𝑁
∑ 𝐿𝑖(𝑓(𝑥𝑖; 𝜃), 𝑦𝑖)

𝑁

𝑖=1

  (1) 

where, in classification problems, the loss function used is the cross-entropy loss function, which 

can be formally defined as in Equation (2): 

𝐿(𝑦̂𝑖 , 𝑦𝑖) = − ∑ 𝑦𝑖(𝑁) log 𝑦̂𝑖(𝑁)
𝑁

𝑖=1
 (2) 

given that 𝑦̂𝑖 =  𝑓(𝑥𝑖; 𝜃). 

For binary classification, the cross-entropy loss function can be defined as in Equation (3): 

𝐿𝐵𝐶𝐸(𝑦̂𝑖 , 𝑦𝑖) = −
1

𝑁
∑ [𝑦𝑖 log 𝑦̂𝑖 + (1 − 𝑦𝑖) log(1 − 𝑦̂𝑖)]

𝑁

𝑖=1
  (3) 

The convolution operation that composes the convolution layer is a mathematical operation that 

combines two signals, which can be formally defined as in Equation (4): 

𝑜[𝑢, 𝑣] = 𝑓[𝑚, 𝑛] ∗ 𝑔[𝑢, 𝑣] = ∑ ∑ 𝑓[𝑚, 𝑛]  ⊙ 𝑔[𝑢 + 𝑚, 𝑣 + 𝑛]
 

𝑛

 

𝑚
 (4) 

where 𝑓[𝑚, 𝑛] is the convolution filter, 𝑔[𝑢, 𝑣] is the input image, and 𝑜[𝑢, 𝑣] is the output 

feature map. The convolution operation is shown in Figure 23. 

 

Figure 23. Convolutional operation. 

The convolution layers convolve the input images with a small grid shape called the kernel, or 

convolution filter, starting from the top left corner of the image, as shown in Figure 24. The 

convolution filter is used to extract important features from the input images that will help in 

classifying the images. The weights of the convolution filter are the most important in the CNN, 

which will be learned from the iterative nature of the backpropagation algorithm. Many filters will be 

used to extract as many features from the images as possible to be able to correctly classify the images 
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Figure 24. Convolution filter to extract features. 

The result of convolving the filter over the input image will produce a matrix that is called a 

feature map, where it can be considered as a reduced image that will be used instead of the original 

image in the subsequent layers. Many feature maps will be outputted from the filters used, every one 

of these maps will capture different features from each image, and these features will be used to 

correctly classify the images (Kassani et al., 2019). The backpropagation algorithm is used to tune 

the weights of the CNN by updating the weights from the last layers to the first. To protect the CNN 

from vanishing or exploding gradients, the weights of the CNN are initialized with a certain 

distribution and not from zero. The weights of the network can be transferred from one to another to 

avoid initializing the weights from scratch. 

7.3.2. Transfer Learning 

The source dataset is the dataset being used to train the CNN weights to be used for another 

target dataset; usually, the source dataset contains millions of images with thousands of classes, like 

the ImageNet dataset (Deng et al., 2009). The following four techniques for transfer learning were 

introduced in the literature: 

• The first technique is to freeze the source CNN’s weights (like ImageNet’s weights) and then 

remove the original fully connected layers and add another classifier, either a new fully-

connected layer or any machine learning classifier, like support vector machine (SVM), that is, 

to use the original weights for feature extraction. 

• The second technique is to fine-tune the top layers of the source CNN with a very small learning 

rate and freeze the bottom layers, under the assumption that the bottom layers are very generic 

and can be used for any kind of image dataset (Yosinski et al., 2014). 

• The third technique is to fine-tune the entire network’s weights using a very small learning rate 

to avoid losing the source weights, then remove the last fully connected layers, and add another 

layer to suit the target dataset. 

• The fourth technique is to use the CNN’s original architecture without importing any weights, 

that is, to initialize the weights from scratch. The point of this technique is using a well-known 

architecture that has been experimented with challenging datasets and proven to be good. 

Different transfer learning techniques are shown in Figure 25. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 25. This figure shows different transfer learning techniques. (a) a generic CNN trained on ImageNet 

dataset, (b) the first technique, in which the source weights are fixed and the original classifier layers will be 

replaced by new layers to suit the target dataset, (c) the second technique, in which the top layers will be fine-



 

98 
 

tuned, the weights of the bottom layer will be fixed, and the last fully connected layers will be replaced, (d) 

the third technique, in which the original classifier layers will be replaced and the entire network will be fine-

tuned, and (e) the fourth technique, in which the original architecture will be used without any weights. The 

green color represents the weights learned from the ImageNet dataset, the blue color represents the fine-tuning 

of the ImageNet weights using the target dataset, and the white color means that the weights will be initialized 

from scratch. 

According to Pan and Yang (2010), transfer learning in the image classification domain can be 

defined given the following parameters: 𝑆: 𝑆𝑜𝑢𝑟𝑐𝑒 , Τ: 𝑇𝑎𝑟𝑔𝑒𝑡 , 𝑛: 𝑆𝑜𝑢𝑟𝑐𝑒 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑠𝑖𝑧𝑒, 

𝑚: 𝑇𝑎𝑟𝑔𝑒𝑡 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑠𝑖𝑧𝑒, 𝜙(. ): objective function, 𝒟: 𝐷𝑜𝑚𝑎𝑖𝑛, ℱ: 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑠𝑝𝑎𝑐𝑒, 

𝑃(𝑋): 𝑀𝑎𝑟𝑔𝑖𝑛𝑎𝑙 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛, and 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑠𝑎𝑚𝑝𝑙𝑒𝑠: 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑛} ∈ ℱ, 

Υ: 𝐿𝑎𝑏𝑒𝑙 𝑠𝑝𝑎𝑐𝑒, 𝑡𝑎𝑠𝑘: Κ = {Υ, 𝜙(. )}, 𝑛 ≫ 𝑚. 

An image domain, 𝒟, is defined as having two components: a feature space, ℱ, and a probability 

distribution, 𝑃(𝑋): 

𝒟 = {ℱ, 𝑃(𝑋)}   (4) 

For a source domain, 𝑆, the dataset is 𝑋𝑆 = {𝑥𝑆1
, 𝑥𝑆2

, … , 𝑥𝑆n
} ∈ ℱ𝑆 . 

The source domain data can be denoted by: 

𝒟𝑆 = {(𝑥𝑆1
, 𝑦𝑆1

), (𝑥𝑆2
, 𝑦𝑆2

), … , (𝑥𝑆𝑛
, 𝑦𝑆𝑛

)}  (5) 

where 𝑥𝑆𝑖
∈ ℱ𝑆 is the data instance, and 𝑦𝑆𝑖

∈ Υ𝑆 is the corresponding class label. 

For the target domain, Τ, the target domain can be denoted by: 

𝒟Τ = {(𝑥Τ𝑚
, 𝑦Τ𝑚

), (𝑥Τ𝑚
, 𝑦Τ𝑚

), … , (𝑥Τ𝑚
, 𝑦Τ𝑚

)}  (6) 

where 𝑥Τ𝑖
∈ ℱΤ is the data instance, and 𝑦Τ𝑖

∈ ΥΤ is the corresponding class label. 

A task, Κ, consists of two components: a label space, Υ, and an objective function, 𝜙(. ): 

Κ = {Υ, 𝜙(. )}  (7) 

given a source domain, 𝒟𝑆, and learning task, ΚS, a target domain, 𝒟Τ, and its learning task, ΚΤ. 

Transfer learning aims to help improve the learning of the target predictive function 𝜙Τ(. ) in ΚΤ 

using the knowledge in 𝒟𝑆 and ΚS, where 𝒟S ≠ 𝒟Τ or ΚS ≠ ΚΤ. 𝒟𝑆 represents the ImageNet dataset 

in our research and its learning task, ΚS, where ΚS = {ΥS, 𝜙𝑆(. )}, given that ΥS is the source label 

space, and 𝜙𝑆(. ) is the source predictive function that is used to map a new image 𝑥𝑖 to its label 𝑦𝑖. 

𝒟Τ represents the histopathology dataset in our research and its learning task, ΚΤ, where ΚΤ =
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{ΥΤ, 𝜙Τ(. )}. As stated before, we want to enhance 𝜙Τ(. ) of the histopathology dataset, 𝒟Τ, using the 

ImageNet dataset, 𝒟𝑆, and its objective function, 𝜙𝑆(. ) of ΚS. 

7.3.3. CNN Architectures 

Since AlexNet architecture achieved first place in the ImageNet challenge in 2012 with an error 

rate of 16%, many architectures were introduced using CNN to classify images. In 2014, VGG 

(Simonyan & Zisserman, 2014) architectures, which are considerably deeper than AlexNet 

architecture (Krizhevsky et al., 2012), were introduced, and in the same year, GoogLeNet architecture 

(Szegedy et al., 2016) was introduced as well, which is considered deeper and wider than AlexNet. 

Then, in 2015, ResNet architecture (He et al., 2016) was introduced and was deeper and contained 

the residual connection, and it was followed by DenseNet (Huang et al., 2017) in 2017. All of these 

state-of-the-art CNNs were trained on the ImageNet dataset, and their weights are publicly available. 

In this study, we decided to take into account three CNNs, namely, VGG16, VGG19, and InceptionV3 

architectures. This choice is related to the fact that these three networks are the ones commonly used 

in the Kaggle competition associated with this dataset, and, even more important, they produced better 

performance with respect to the other competitors. Additionally, the choice of the architectures to be 

considered is not fundamental for developing our study that focuses on understanding whether fine-

tuning is a suitable approach for analyzing the histopathology dataset at hand. Below, we briefly 

describe the CNNs used in this paper. 

7.3.3.1. VGG Architectures 

VGG architectures (Simonyan & Zisserman, 2014) were introduced by Oxford’s Visual 

Geometry Group in 2014 to participate in the ILSVRC competition, where it achieved a top-5 error 

rate of 7.3%. Two networks, namely VGG16 and VGG19, were introduced, and the only difference 

between the two networks is the number of convolution layers used. VGG16 consists of 13 

convolution layers, and VGG19 consists of 16 convolution layers and so is considered deeper than 

VGG16. Instead of using a convolution layer with a large filter size, the authors concatenated two 

layers with a smaller filter size, which reduced the number of parameters by 28%. VGG networks 

consist of five convolution blocks, where the first two blocks consist of two convolution layers each 

with a filter size of 3 × 3, the convolution layers in the first block have 64 filters each, while the 

convolution layers in the second block have 128 filters each. The third block in VGG16 consists of 

three convolution layers, and in VGG19, it has four convolution layers, all of the layers have 256 

filters with size 3 × 3. The fourth and fifth convolution blocks consist of three convolution layers in 

VGG16 and four convolution layers in VGG19, and all of the layers have 512 filters with size 3 × 3. 

The five blocks are separated by a maximum pooling layer. Two fully connected layers are used as a 

classifier for the network with 4096 neurons. VGG16 has 138 million parameters with 23 layers’ 
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depth, and VGG19 has 143 million parameters with 26 layers’ depth. VGG architectures are shown 

in Figure 26. 

 

 
(a) 

 

(b) 

Figure 26. This figure shows VGG network architectures: (a) VGG19 architecture and (b) VGG16 

architecture. 

7.3.3.2. InceptionV3 Architecture 

Inception architectures (Szegedy et al., 2015) were first introduced by the authors of Reference 

(Szegedy et al., 2015) in 2015 to participate in the ImageNet competition, winning first place with a 

top-5 error rate of 6.65%. They were designed under the hypothesis that different scales of the same 

object require different filter sizes to be observed correctly. The inception module starts with the same 

input, and then it will be split into different convolutional layers with different kernel sizes and one 

max pooling layer—these filters will be parallel to each other, and then the output will concatenate 

to a single layer. Having these layers parallel to each other and not subsequent like in VGG models 

will save a lot of memory and will increase the model’s capacity without increasing its depth. The 

inception module is shown in Figure 27. The version used in this paper is the third. Inception 

architecture consists of nine inception modules that are sequentially arranged. InceptionV3 

architecture has 23.8 million parameters with 159 layers’ depth. Three filter sizes, namely 1 × 1, 

3 × 3, and 5 × 5, are used in a single inception module; in the updated version, the authors replaced 

the 5 × 5 with two 3 × 3 convolution layers, influenced by Reference (Simonyan & Zisserman, 

2014). Inception architecture is shown in Figure 28. 
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Figure 27. The inception module. 

 

 

 
 

Figure 28. The Inception V3 architecture. 

7.3.4. Datasets Used 

CNN algorithms, especially for the state-of-the-art architectures that are very deep, are very data-

hungry and need hundreds of thousands of images to be accurately trained. 

Two datasets were used in this study. One very large dataset the ImageNet dataset, also called 

the original dataset—was used to train the CNN. The second dataset, the histopathology dataset, was 

the target dataset that we wanted to classify and that we used to fine-tune the weights that the 

ImageNet dataset learned. A brief description of both datasets follows. 

7.3.4.1. ImageNet Dataset 

In 2010, the ImageNet challenge, also known as the ImageNet Large-Scale Visual Recognition 

Challenge (ILSVRC), was introduced to push forward advances in the field of computer vision. 
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ImageNet has millions of hand-labeled images using thousands of labels. The images are mainly 

everyday images, including animals, bridges, cars, and furniture, among others. A sample of the 

ImageNet dataset is shown in Figure 29. 

 

Figure 29. A sample of the ImageNet dataset. 

7.3.4.2. PatchCamelyon Histopathology Dataset 

The PatchCamelyon histopathology dataset (Bejnordi et al., 2017; Veeling et al., 2018) is a 

publicly available dataset that consists of 220,000 labeled images and 57,000 unlabeled images and 

contains a 60% positive class and a 40% negative class. The positive class means the middle region 

of the image (32 × 32) contains tumor tissue. The dataset has no duplicates. The test set can be 

evaluated on the Kaggle website, which produces the AUC of the ROC curve. A sample of the 

PatchCamelyon dataset is shown in Figure 30. 

 

 
 

Figure 30. A sample of the PatchCamelyon dataset. 

7.3.5. Performance Measures 

Several performance measures have been introduced in the literature to assess the quality of the 

classifier. One of the most popular measures is the accuracy metric, wherein the classification domain 

can be defined as in Equation (9): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (8) 

where 𝑇𝑃 is the true positive, in which the positive class is predicted as positive, 𝑇𝑁 is the true 

negative, in which the negative class was predicted as negative, 𝐹𝑃 is the false positive, in which the 

negative class is incorrectly classified as positive, and 𝐹𝑁 is the false negative, in which the positive 

class is incorrectly classified as negative. The main drawback of the accuracy metric is that it is only 

robust for balanced datasets; otherwise, it can be misleading. Another metric introduced was the 

sensitivity metric (also known as the true positive rate, or 𝑇𝑃𝑅), which is defined as in Equation (10): 
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𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (9) 

which focuses on the positive classes and how accurately they were classified. Another metric, called 

the 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (also known as the true negative rate, or 𝑇𝑁𝑅), was introduced to focus on the 

negative classes, which is defined as in Equation (11): 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
       (10) 

To combine the performance of both 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 and 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦, a new metric called the receiver 

operating characteristic (ROC) curve was introduced. The ROC curve was developed during the 

Second World War (Goncalves et al., 2014). It is a metric that is widely used to measure and visualize 

the classifier’s ability to distinguish between two classes (Fawcett, 2006). The curve plots the 

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 against the (1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦). To represent the area under the ROC curve, a metric 

called the area under the curve (AUC) is used. The AUC of the ROC curve ranges from 0.5 to 1, 

0.5 ≤ 𝐴𝑈𝐶 ≤ 1, where an AUC equal to 1 means that the classifier is able to distinguish between the 

positive and negative classes perfectly, and an AUC equal to 0.5 means that the classifier is just a 

random guess. 

7.3.6. Measures to Avoid Overfitting 

Due to the importance of any medical-images classifier, all of the measures necessary should be 

taken to ensure that the image classifier is robust against overfitting. Overfitting is defined as the 

model’s bad performance on the test dataset and perfect performance on the training dataset 

(Srivastava et al., 2014), which emphasizes the model’s generalizability. Many regularization 

techniques were introduced in the literature to overcome the problem of classifier overfitting by 

increasing the training error in exchange for decreasing the testing error, meaning to decrease the 

model variance by increasing the model bias (Goodfellow et al., 2016). The following measures aim 

to decrease errors in the test dataset irrespective of errors in the training dataset. 

7.3.6.1. Early Stopping 

A technique used to control the number of training epochs is early stopping. The model training 

will stop if the accuracy of the validation dataset does not change for a predefined number of epochs, 

meaning that the training will stop if the model starts to overfit the training dataset. Early stopping 

saves computational power and helps the CNN from overfitting the training dataset by doing useless 

epochs that will take a long time and decrease the network’s accuracy (Goodfellow et al., 2016). Early 

stopping can help optimize the epoch’s size hyperparameter by setting the epoch size too high and 

then letting early stopping automatically halt the training if no increase in accuracy occurs (Bengio, 

2012). 
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7.3.6.2. Best Model Saved 

The model will be saved only if the accuracy in that epoch is larger than the largest accuracy 

achieved so far. The final model is the last saved one. 

7.3.6.3. Dropout 

Srivastava et al. (2014) introduced dropout, which is considered a very important regularization 

technique that is usually used as an ensemble technique and is similar to a bagging algorithm 

(Breiman, 1996). Every single neuron that each layer is applied to has a probability, 𝑝, to be dropped 

temporarily during training, so it can construct many networks from the same single network. Dropout 

can make a CNN very robust against overfitting (Goodfellow et al., 2016). 

7.3.6.4. Image Augmentation 

One of the main methods to reduce overfitting is to have a huge training dataset to train the model 

on every single possible image, but practically, that is impossible, which is how augmentation was 

introduced. To increase the training dataset, image augmentation can be applied. Image augmentation 

is defined as an algorithm that can be used to create artificial images by modifying the original images 

through a series of transformations, rotations, and altered brightness, among other possible 

modifications. 

7.4. Results 

In this study, three CNN architectures were fine-tuned block-wise to determine the effect of fine-

tuning each block on the generalizability of the network. The CNN architectures used were VGG16, 

VGG19, and InceptionV3. The original weights used were the ImageNet dataset weights. The dataset 

used was the publicly available PatchCamelyon dataset, and the dataset size was 220,000 labeled 

images for training, which consists of 60% of the positive class and 40% of the negative class. A 

separate 57,458 unlabeled images were provided to assess the classifier’s performance, and the results 

of classifying the test dataset were uploaded to the Kaggle website to determine the AUC of the ROC 

curve. In all of the experiments, the Keras library was used with Python. A schematic diagram of the 

proposed model is shown in Figure 31. 
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Figure 31. A schematic diagram of the proposed model. 

7.4.1. Experiment Parameters 

Three CNN architectures were fine-tuned block-wise. The batch size used was 64, and three 

learning rates, namely 10−3, 10−4, and 10−5, were applied. The Adam optimizer (Kingma & Ba, 

2014) was used in all of the experiments. All of the images were kept at the original dimensions of 

96 × 96 𝑝𝑖𝑥𝑒𝑙𝑠. The original fully connected layers of the architectures were removed and replaced 

by a dropout layer with a probability of 50% to increase the network accuracy, and a new fully-

connected layer was used as a classifier. The training dataset was divided into two partitions: 80% 

and 20% for training and validation, respectively. To increase the size of the training dataset and to 

overcome the translation of the images, image augmentation was applied with the following 

parameters: horizontal and vertical flipping, 180° rotation, width and height shifting, and shearing 

and zooming. It is worth noting that image augmentation was applied to the training dataset only and 

not the validation dataset. The best model will be saved in every epoch, and the early stopping criteria 

of 10 epochs were applied. 

Each CNN architecture was divided into blocks based on their design. For VGG networks, the 

blocks were divided based on the max-pooling layers, and for the InceptionV3 network, the blocks 

were defined based on the inception module, meaning that every inception module represents a block. 

VGG architectures have a total of 5 blocks, and the InceptionV3 network has 13 blocks. Each network 

was fine-tuned backward, meaning that the first block to be fine-tuned in the VGG networks was the 

5th, and the first block to be fine-tuned in the InceptionV3 network was the 13th. 

7.4.2. Experiment Results 

The results of fine-tuning VGG16 with three different learning rates are shown in Table 29. 

These results are the AUC of the ROC curve from the Kaggle website using the unlabeled dataset. 

The first block that was trained was the 5th block, and the results of the three learning rates are 
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approximately the same, although the highest was with the 10−3 learning rate. The second block was 

the 4th, which was fine-tuned with the 5th layer, and the highest AUC obtained was by the 10−4 

learning rate followed by the 10−3 and 10−5. The AUC results did increase by fine-tuning the 4th as 

well. The third experiment fine-tuned the blocks from the 5th to the 3rd, and the results obtained were 

higher than those of the previous two experiments. The highest was obtained by using the learning 

rate of 10−4. The fourth experiment fine-tuned the blocks from the 5th to the 2nd, and the results 

show that the accuracy started to decrease compared to the previous experiments. The fifth experiment 

fine-tuned the entire network, and the results were higher than the previous experiment but overall 

lower than the third experiment. Overall, the highest AUC was 96%, which was achieved by fine-

tuning the last 3 blocks and using the 10−4 learning rate. 

 

Table 29. Results of the VGG16 architecture. Where LR is the learning rate. 

VGG16 Test AUC Results 

Blocks LR = 𝟏𝟎−𝟑 LR = 𝟏𝟎−𝟒 LR = 𝟏𝟎−𝟓 

Fine-Tuning 5th Block  0.9303 0.9260 0.9212 

Fine-Tuning 4th Block  0.9398 0.9480 0.9382 

Fine-Tuning 3rd Block  0.9364 0.9603 0.9475 

Fine-Tuning 2nd Block  0.8893 0.9350 0.9384 

Fine-Tuning ALL  0.9383 0.9310 0.9404 

The results of fine-tuning the VGG19 network are shown in Table 30. The same procedure 

followed to fine-tune the VGG16 architecture was employed. According to the results reported in 

Table 30, it is possible to see that the highest AUC was obtained by fine-tuning the last three blocks, 

by freezing the other blocks, and with a learning rate of 10−4. A comparable performance is obtained 

with a learning rate of 10−5, while when a learning rate of 10−3was used, the best performance was 

obtained by fine-tuning only the last two layers. 

Table 30. Results of the VGG19 architecture. 

VGG19 Test AUC Results 

Blocks LR = 𝟏𝟎−𝟑 LR = 𝟏𝟎−𝟒 LR = 𝟏𝟎−𝟓 

Fine-Tuning 5th Block  0.9082 0.9028 0.9058 

Fine-Tuning 4th Block 0.9268 0.9266 0.9235 

Fine-Tuning 3rd Block  0.9087 0.9514 0.9440 

Fine-Tuning 2nd Block 0.8377 0.9480 0.9254 

Fine-Tuning ALL 0.8669 0.9427 0.9342 
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The results of fine-tuning the InceptionV3 architecture are shown in Table 31. The first 

experiment conducted using the InceptionV3 architecture was to freeze the entire network and fine-

tune the last block (13th block) three times using three learning rates. The results were similar across 

the three learning rates, with the highest found by using the highest learning rate (10−3) and the 

lowest by using the medium learning rate (10−4). This procedure (that consists of fine-tuning the last 

n blocks and freezing the remaining blocks) was subsequently iterated for n in the range [2-13] and 

by considering at each iteration the three different learning rates. According to the results reported in 

Table 31, when considering a learning rate of 10−4 and 10−5, the best performance was obtained by 

fine-tuning the whole architecture (i.e., n = 13). On the other hand, with a learning rate of 10−3, the 

best performance was achieved by fine-tuning the last eight blocks (from block 6 to block 13), thus 

freezing the first five blocks. 

Table 31. Results of the InceptionV3 architecture. 

InceptionV3 Test AUC Results 

Blocks LR = 𝟏𝟎−𝟑 LR = 𝟏𝟎−𝟒 LR = 𝟏𝟎−𝟓 

Fine-Tuning 13th Block  0.8250 0.8220 0.8221 

Fine-Tuning 12th Block  0.8514 0.8466 0.8446 

Fine-Tuning 11th Block  0.8702 0.8446 0.8274 

Fine-Tuning 10th Block  0.8648 0.8675 0.8429 

Fine-Tuning 9th Block  0.8526 0.8816 0.8538 

Fine-Tuning 8th Block  0.8574 0.8637 0.8469 

Fine-Tuning 7th Block  0.8673 0.8429 0.8907 

Fine-Tuning 6th Block  0.8923 0.8468 0.8950 

Fine-Tuning 5th Block  0.8680 0.8730 0.8883 

Fine-Tuning 4th Block  0.8483 0.8335 0.8686 

Fine-Tuning 3rd Block  0.7715 0.8575 0.8641 

Fine-Tuning 2nd Block  0.7175 0.8636 0.8785 

Fine-Tuning ALL  0.8071 0.9058 0.9280 

To demonstrate the potential of the fine-tuning approach, we decided to compare its performance 

against the one obtained by using CNNs trained from scratch, specifically for the PatchCamelyon 

dataset. 

The results of training the architectures from scratch are summarized in Table 32. The first 

experiment was to train the three CNNs from scratch using three different learning rates. For VGG16 

architecture, using the highest learning rate, the model did not converge at all for the stopping criteria 

we imposed. By using the medium learning rate, the model converged to an acceptable performance, 
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which is the highest in this set of experiments but was lower than the result obtained by fine-tuning 

the network. The lowest learning rate did not produce satisfactory performance, and performs poorer 

with respect to the network trained by considering the medium learning rate value. Concerning the 

VGG19 architecture, it did behave the same as the VGG16 for the highest learning rate. The 

performance achieved using the medium learning rate value was lower than the one achieved by using 

the lowest learning rate. InceptionV3 architecture did converge for the smaller learning rate, and the 

best performance was obtained by using the medium learning rate value. Overall, training the network 

from scratch did not achieve better results than fine-tuning the network. 

 

Table 32. Results of different architectures trained from scratch. 

Training from Scratch AUC Results 

Networks  LR = 𝟏𝟎−𝟑 LR = 𝟏𝟎−𝟒 LR = 𝟏𝟎−𝟓 

VGG16 50% 90.55% 85.91% 

VGG19 50% 84.77% 85.81% 

InceptionV3 84.83% 87.93% 81.97% 

7.4.3. Experiment Results on a Different Histopathology Dataset 

To corroborate the results obtained with the PatchCamelyon dataset and to strengthen our 

findings, we performed a second set of experiments using a different histopathology dataset, namely 

the BreakHis (Spanhol et al., 2016) dataset. The BreakHis dataset consists of 7909 images split into 

2480 benign images and 5429 malignant images. To conduct our experiments, we split the dataset 

into 80% to train the model, 10% to validate the model during training, and 10% to test the model on 

unseen data. The early stopping was increased to 50 epochs because of the dataset size. The results 

of fine-tuning the BreakHis dataset using the VGG16 architecture are shown in Table 33, the results 

of using VGG19 are summarized in Table 34, and lastly, the results of using InceptionV3 are shown 

in Table 35. 

As one can see from the analysis of Table 33, the results obtained by fine-tuning VGG16 using 

the BreakHis dataset match the results obtained on the PatchCamelyon dataset. In particular, fine-

tuning the top layers and using the smallest learning rates of 10−4 and 10−5 did achieve the highest 

results. More in detail, with a learning rate of 10−3, the best performance was achieved by fine-tuning 

only the 5th block; with a learning rate of 10−4, the best performance was obtained through the fine-

tuning of blocks from the 5th to the 3rd. Finally, the overall best performance was obtained with a 

learning rate of 10−5 and with the fine-tuning of blocks from the 5th to the 3rd. 
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Table 33. Results of the VGG16 architecture using the BreakHis dataset. 

VGG16 Test AUC Results 

  LR = 𝟏𝟎−𝟑 LR = 𝟏𝟎−𝟒 LR = 𝟏𝟎−𝟓 

Fine-Tuning 5th Block  89.51% 91.76% 89.73% 

Fine-Tuning 4th Block  88.50% 93.58% 94.03% 

Fine-Tuning 3rd Block  86.21% 95.39% 95.76% 

Fine-Tuning 2nd Block  86.79% 94.90% 93.91% 

Fine-Tuning ALL  85.04% 92.47% 93.04% 

Also, for the results obtained by fine-tuning VGG19 using the BreakHis dataset (Table 34), one 

can notice a similar behavior with respect to the analysis performed with the PatchCamelyon dataset: 

fine-tuning the top layers was sufficient to produce the best results, and the smaller learning rates 

yielded the best performance. More in detail, the best performance when considering a learning rate 

of 10−3 was obtained by only fine-tuning the 5th block. On the other hand, for both the remaining 

learning rates of 10−4 and 10−5, the best performance was achieved by fine-tuning blocks from the 

5th to the 3rd. 

Table 34. Results of the VGG19 architecture using the BreakHis dataset. 

VGG19 Test AUC Results 

  LR = 𝟏𝟎−𝟑 LR = 𝟏𝟎−𝟒 LR = 𝟏𝟎−𝟓 

Fine-Tuning 5th Block  89.14% 90.11% 88.68% 

Fine-Tuning 4th Block 87.41% 91.67% 93.80% 

Fine-Tuning 3rd Block  88.72% 96.79% 94.46% 

Fine-Tuning 2nd Block 50.00% 95.46% 94.39% 

Fine-Tuning ALL 87.29% 95.26% 94.30% 

Moving to the results obtained by fine-tuning InceptionV3 using the BreakHis dataset (Table 

35), it is possible to observe the same pattern already discussed when we considered the 

PatchCamelyon dataset. In particular, with this architecture, fine-tuning the top layers did not achieve 

any satisfactory results. As for the PatchCamelyon dataset, the best results were achieved by fine-

tuning the entire network. 

Table 35. Results of the InceptionV3 architecture using the BreakHis dataset. 

InceptionV3 Test AUC Results 

Blocks LR = 𝟏𝟎−𝟑 LR = 𝟏𝟎−𝟒 LR = 𝟏𝟎−𝟓 

Fine-Tuning 13th Block  55.09% 55.80% 55.26% 
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Fine-Tuning 12th Block  61.61% 57.78% 53.45% 

Fine-Tuning 11th Block  56.92% 56.74% 62.26% 

Fine-Tuning 10th Block  61.58% 54.85% 53.54% 

Fine-Tuning 9th Block  59.33% 55.35% 51.61% 

Fine-Tuning 8th Block  51.26% 50.79% 50.63% 

Fine-Tuning 7th Block  58.38% 51.62% 50.41% 

Fine-Tuning 6th Block  56.63% 50.90% 53.38% 

Fine-Tuning 5th Block  56.87% 50.52% 50.64% 

Fine-Tuning 4th Block  57.46% 54.39% 50.57% 

Fine-Tuning 3rd Block  52.00% 50.00% 50.00% 

Fine-Tuning 2nd Block  50.00% 50.00% 52.00% 

Fine-Tuning ALL  85.69% 94.72% 94.41% 

Finally, Table 36 summarizes the results obtained by training the architectures from scratch on 

the BreakHis dataset. According to the results reported in Table 36, when considering the VGG16 

architecture and the highest learning rate, the model did not converge at all for the stopping criteria 

we imposed. By using the medium learning rate, the model converged to an acceptable performance, 

which is the highest in this set of experiments but was lower than the result obtained by fine-tuning 

the network, it showed the lowest learning rate and performs poorer with respect to the network 

trained by considering the medium learning rate value. Focusing on the VGG19 architecture, it did 

behave the same as the VGG16 for all the considered learning rates. More in detail, the best 

performance was obtained with a learning rate of 10−4. Considering the InceptionV3 architecture, 

the results follow the same trend observed with the PatchCamelyon dataset. In particular, the training 

process did converge for the smaller learning rate, and the best performance was obtained by using 

the medium learning rate value. Similar to the results achieved on the PatchCamelyon dataset, Table 

36 shows that training the network from scratch did not achieve better results than fine-tuning the 

network. 

 

Table 36. Results of different architectures trained from scratch using the BreakHis dataset. 

Training from Scratch AUC Results 

Networks LR = 𝟏𝟎−𝟑 LR = 𝟏𝟎−𝟒 LR = 𝟏𝟎−𝟓 

VGG16 50% 90.45% 86.51% 

VGG19 50% 92.02% 85.65% 

InceptionV3 88.32% 92.65% 81.64% 
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7.5. Discussion 

Training a CNN for a medical dataset is a very difficult process because of the scarcity of medical 

images due to many reasons, and that is where transfer learning, in which the weights of another CNN 

that was trained on a different very large dataset can be used, can be very important for the medical 

field. This process of re-training the CNN on a target dataset is called fine-tuning. Fine-tuning the 

entire CNN is very time-consuming and does not guarantee the best performance. As pointed out by 

Yosinski et al. (2014), for natural image datasets, the lower layers will learn more generic features, 

like circles and edges, that are common to mainly all image datasets, while the top layers can learn 

the very specific features of the original dataset. 

In this study, we compared the block-wise effect of fine-tuning three state-of-the-art CNNs to 

classify the images of two histopathology datasets using three learning rates. The results of this study 

showed that fine-tuning the entire network did not give the best performance for the VGG 

architectures; instead, fine-tuning only the top blocks yielded the best performance. For the 

InceptionV3 architecture, fine-tuning the entire network did increase its performance. The main 

argument is in regard to the generalizability of the bottom layers, which can be used for any kind of 

dataset, meaning the weights of the bottom layer can be frozen. 

The results show that the learning rate should be low in order to not to mess up the original 

weights of the network; also, making the learning rate very low will not increase the performance and 

will slow down the learning process. From the experiments, we found out that a 0.0001 learning rate 

achieved the perfect combination between training time and performance. Also, training the 

architectures from scratch was compared to fine-tuning techniques, and our results showed that 

training the network from scratch did not achieve higher results than fine-tuning the network. Also, 

using higher learning rates made shallow architectures like VGGs very unstable and prevented them 

from convergence. 

Comparing the results that we obtained with those obtained by other authors was difficult 

because the other methods used either different evaluation criteria or different datasets. For example, 

Kassani et al. (2019) used the PatchCamelyon dataset as well and achieved accuracy of 94.64%, but 

the authors did not explain how they used transfer learning or whether they fine-tuned the entire 

networks or not, did not state the size of their test dataset, and did not state whether or not they used 

the unlabeled dataset. The highest result we achieved was done by fine-tuning the VGG16 top blocks 

to the 3rd block, and it was an AUC of 96%. As stated earlier, the results were obtained by predicting 

the unlabeled test dataset and submitting that to the Kaggle platform; therefore, all of our results are 

in the AUC of the ROC curve because that is the criteria used by Kaggle to assess the performance 

of the classifier. 



 

112 
 

As for other authors who used different histopathology datasets, Ahmad et al. (2019) reported 

an accuracy of 85% for the BioImaging dataset using a fine-tuned ResNet architecture, but the authors 

did not report the transfer learning technique they used to achieve this result. Sharma et al. (2018) 

achieved an accuracy of 92.6% and an AUC of 95.65% by using the VGG16 network with logistic 

regression as a classifier, but the authors did not investigate the role each block plays in the network 

performance. Further, the authors split the dataset into two partitions to assess its accuracy using three 

heuristics: the first split the dataset into 90% and 10%, the second split the dataset into 80% and 20%, 

and the last split the dataset into 70% and 30%. The authors did not use any validation algorithms like 

k-fold validation. The results of the three heuristics are approximately similar to each other. Deniz et 

al. (2018) compared fine-tuning with feature extraction for the BreakHis dataset, and the authors 

reported that the fine-tuned AlexNet outperformed the VGG16 with SVM as a feature extractor. We 

can conclude from these studies that fine-tuning a CNN outperformed other techniques and that 

encouraged us to investigate the role of each block to further increase the CNN’s performance. 

7.6. Conclusions 

This paper concentrated on the impact of CNN architecture depth while fine-tuning the network. 

The architectures used, namely VGG16, VGG19, and InceptionV3, were pre-trained on the ImageNet 

dataset. All of the networks were fine-tuned on two different histopathology datasets to determine the 

effect of each block on the generalizability of the network. Three learning rates were used with an 

Adam optimizer to determine the effect of learning on the performance as well. Our results suggest 

that for shallow networks like VGG, fine-tuning the top layers can be sufficient to obtain decent 

results, while for deep networks like InceptionV3, fine-tuning the entire network can yield better 

results. In all cases, the low learning rate is highly recommended when fine-tuning the network in 

order to not mess up the original weights. Our recommendation in the case of a scarcity of images is 

that fine-tuning a pre-trained CNN can be a feasible option. The conclusions drawn from this study, 

concerning fine-tuning, refer to the particular application at hand. To further strengthen our findings 

and to draw more general conclusions that could be applied independently from the applicative 

domain, it would have been necessary to perform a study that involved dozens and dozens of datasets 

over different domains. 

In future work, we will use different optimizers to detect the effect of the optimizers as well and 

will use different datasets, including non-medical ones, to detect the block-wise effect of fine-tuning 

CNNs. 
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Chapter 8. Comparative Study of First Order Optimizers for Image Classification Using 

Convolutional Neural Networks on Histopathology Images6 

Abstract: The classification of histopathology images requires an experienced physician with years of 

experience to classify the histopathology images accurately. In this study, an algorithm was developed to assist 

physicians in classifying histopathology images; the algorithm receives the histopathology image as an input 

and produces the percentage of cancer presence. The primary classifier used in this algorithm is the 

convolutional neural network, which is a state-of-the-art classifier used in image classification as it can classify 

images without relying on the manual selection of features from each image. The main aim of this research is 

to improve the robustness of the classifier used by comparing six different first-order stochastic gradient-based 

optimizers to select the best for this particular dataset. The dataset used to train the classifier is the 

PatchCamelyon public dataset, which consists of 220,025 images to train the classifier; the dataset is composed 

of 60% positive images and 40% negative images, and 57,458 images to test its performance. The classifier 

was trained on 80% of the images and validated on the rest of 20% of the images; then, it was tested on the 

test set. The optimizers were evaluated based on their AUC of the ROC curve. The results show that the 

adaptive based optimizers achieved the highest results except for AdaGrad that achieved the lowest results.  

 

8.1. Introduction 

To evaluate whether tissue is cancerous, a sample is taken from the suspicious area and then 

evaluated, under an optical microscope, by the pathologist. This procedure is very time-consuming 

and extremely complicated (Jukić et al., 2011), and therefore, it requires an expert pathologist with 

years of experience. Depending on the particular task, even an expert pathologist could make errors. 

This complicated procedure often demands a second opinion or even assistance, which is where 

artificial intelligence assumes a role. Artificial intelligence (AI) can provide significant help, whether 

through a lot it is automation or to furnish the pathologist with a second opinion. AI can be defined 

as using a computer to generate a prediction of each image by training a deep neural network model. 

The training process consists of feeding the system labeled pathology images, after which the 

algorithm seeks; first, to map a function between the input label and the prediction and second, 

measures the error and tries to minimize it. The state-of-the-art algorithm used in the image 

classification is the convolutional neural network. 

In the context of image classification, deep learning may be defined as a computer program is 

said to learn from experience E, like pathology images, concerning some task T, like image 

classification that differentiates between cancerous and non-cancerous images, and is capable of 

recognizing the relevant image without being explicitly programmed to do so, and using a 

performance measure like the AUC of the ROC curve. The algorithm’s performance on the image 

classifier, as measured by the AUC, improves by adding more images. Practically speaking, machine 

 
6 This chapter has been published in MDPI journal: Kandel, I.; Castelli, M.; Popovič, A. Comparative Study of 

First Order Optimizers for Image Classification Using Convolutional Neural Networks on Histopathology 

Images. J. Imaging 2020, 6, 92. https://doi.org/10.3390/jimaging6090092 
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learning is the task of recognizing patterns from training images and applying these patterns to 

identify an image with an unknown label. 

The convolutional neural network (CNN) has been used as an image classification algorithm for 

nearly two decades (Fukushima, 1980). The real power of CNN was rediscovered in the context of 

the ImageNet competition, where millions of images, with thousands of labels, were classified with 

85% accuracy; at that time, CNN resumed its former role as one of the most important algorithms for 

image classification (Tajbakhsh et al., 2016). CNN has been applied in different image classification 

domains, such as agriculture [4–6] and traffic detection [7,8]. With the rapid improvements in GPU 

cards and the increasing size of datasets, many influential and robust architectures, like AlexNet 

(Krizhevsky et al., 2012), VGG16 (Simonyan & Zisserman, 2014), VGG19 (Simonyan & Zisserman, 

2014), ResNet50 (He et al., 2016), and InceptionV3 (Szegedy et al., 2015), were introduced. Transfer 

learning is a deep learning technique, which allows the knowledge acquired during training on 

previous models to be applied to new tasks. Transfer learning has many advantages. It saves time by 

starting from the end point of the most recent training, instead of training the new model from scratch; 

it extends the knowledge it acquired from previous models; transfer learning is particularly useful 

when the size of the new training dataset is small. Transfer learning has made significant contributions 

to the fields of computer vision, audio classification, and natural language processing. 

The difference between the predicted label and the correct label is called the cost function; the 

whole point of the algorithm is to minimize this cost function. As the algorithm most commonly used 

to minimize the cost function, backpropagation is an iterative algorithm, where each of its iterations 

consists of two passes: A forward pass throughout the entire network, where the inputs are propagated 

from the input layer to the output layer. At this point, the cost function is be calculated to measure the 

performance of the network; then there is the backward pass, where the weights are backpropagated 

from the output to the input of the network. The optimizers are used to minimize this cost function. 

This work evaluates different first-degree optimizers used to classify pathology images as 

cancerous or non-cancerous. Each optimizer is evaluated based on its performance and convergence 

time. Four CNN architectures will be used to compare the performance of each optimizer to those of 

the others. 

8.2. Related Works 

Many works compared the performance of different optimizers in the context of different neural 

network architectures; the reported approaches differ in relation to the network architecture, datasets, 

and the optimizers under study. 
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In a study by Dogo et al. (2018), the authors evaluated the performance of seven optimizers on 

three image datasets: Natural Images dataset, Cats and Dogs dataset, and Fashion MNIST dataset. 

The authors evaluated the performance of each optimizer based on accuracy achieved and the 

convergence time, where convergence consists of reaching the minimum of the function. To 

determine the performance quality of each optimizer, the authors proposed a simple CNN 

architecture, with three convolutional layers, and one dense layer with 64 neurons. For the Cats and 

Dogs dataset, the Nadam optimizer achieved the best performance, and the Adadelta optimizer 

produced the most mediocre performance; the RMSProp represents the shortest convergence time, 

and the Nadam optimizer achieved the longest convergence. For the Fashion dataset, the Adam 

optimizer achieved the highest degree of accuracy, and the Adadelta optimizer displayed the lowest 

accuracy; the Adamax optimizer achieved the shortest convergence time, and the Adadelta optimizer 

had the longest convergence time was the Adadelta optimizer. For the Natural dataset, the Nadam 

optimizer was the best performer, and the Adagrad optimizer exhibited the most inferior accuracy; 

the SGD algorithm achieved the shortest convergence time, and the Adadelta algorithm had the 

longest convergence time. The authors concluded that the Nadam optimizer was the best of all tested 

optimizer, due to its combined mastery of the momentum and the adaptive gradient estimation. 

The authors Prilianti et al. (2019) compared the performance of seven optimizers on the digital 

plant dataset. To evaluate each optimizer, the authors used three CNN architectures; the first was a 

shallow network with only one convolutional layer and without any dense layers; the second CNN 

architecture used was the LeNet architecture, which was introduced by Lecun et al., (1998); and the 

third CNN architecture was the AlexNet (Krizhevsky et al., 2012). The authors evaluated the 

performance of each optimizer on each CNN architecture, based on the mean square error (MSE). 

The Adam optimizer achieved the lowest MSE for the shallow net architecture, as well as the LeNet 

architecture, while the Adadelta achieved the lowest MSE on the AlexNet architecture. The authors 

concluded that Adam optimizer achieved the best performance. 

Jangid and Srivastava (2019) assessed the performance of three optimizers on handwritten 

Devanagari characters. The optimizers tested were Adam, Adamax, and RMSProp. To evaluate each 

optimizer, the authors introduced a CNN architecture with three convolutional layers and one dense 

layer with 1000 neurons. For this architecture, RMSProp achieved the best accuracy. Swastika et al. 

(2019) evaluated three optimizers to classify vehicle types: Adam, Adadelta, and SGD. The authors 

used three CNN architectures to evaluate each optimizer: a shallow network, LeNet, and 

MiniVGGNet. The optimizers were evaluated based on their accuracy, which meant that the Adadelta 

optimizer was the best for the Mini VGGNet architecture. 
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This study uses four CNN architectures to perform a comparative evaluation of six first-degree 

stochastic gradient descent optimizers: the optimizers tested are Nesterov gradient descent, Adagrad, 

Adam, Adamax, Nadam, and RMSProp; and the CNN architectures tested are VGG16, InceptionV3, 

DenseNet, and ResNet50. The optimizers are evaluated based on their AUC of the ROC curve and 

their convergence time. All the optimizers’ default hyperparameters were kept constant throughout 

the experiment, except the learning rate, which was set to three values 0.001, 0.0001, and 0.0001. 

Fine-tuning was applied to each network to adjust its weight to the new dataset. 

8.3. Methodology 

8.3.1. Dataset 

The public available PatchCamelyon dataset (Bejnordi et al., 2017; Veeling et al., 2018) was 

used in this study. The images represent sentinel axillary lymph nodes to investigate the spread of 

breast cancer. The dataset was sampled from two hospitals in the Netherlands, experienced 

pathologists from the Netherlands annotated the dataset labels. The dataset was acquired from the 

Kaggle platform. The dataset consists of 220,025 images to train the classifier; the dataset is 

composed of 60% positive images and 40% negative images, and it includes 57,458 unlabeled images 

to test the classifier performance. All images have dimensions of 96 × 96 pixels. Eighty percent of 

the dataset is used to train the classifier, which is subsequently evaluated with the other 20% of the 

dataset images; the classifier is also tested on the online set of 57,458 images, and the results are 

uploaded to the Kaggle platform to detect the model performance. A sample of images is presented 

in Figure 32. 

 
Figure 32. Example of images available in the PatchCamelyon dataset. 

8.3.2. Convolutional Neural Networks 

CNN is the most used algorithm in image classification, where it is understood to be a deep 

learning algorithm that serves as a feed-forward neural network with more than one hidden layer. The 

CNN for image classification was introduced by Fukushima (1980) to mimic the biological visual 

cortex of the brain. CNN combines sophisticated features obtained from the higher layers of the 

network with the generic features obtained from the lower layers of the network. The most critical 

layer of CNN is the convolution layer, which is responsible for capturing the temporal and spatial 

information of each image; the convolutional layer must conduct the convolution operation, which is 
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a mathematical operation performed between the input and the filter to produce the feature map. 

Equation (1) shows the convolution operation, 

𝑂[𝑢, 𝑣] = 𝐹[𝑚, 𝑛] ∗ 𝐼[𝑢, 𝑣] = ∑ ∑ 𝐹[𝑚, 𝑛]  ∙ 𝐼[𝑢 + 𝑚, 𝑣 + 𝑛]
 

𝑛

 

𝑚
  (1) 

where 𝐹[𝑚, 𝑛] is the convolution filter, 𝐼[𝑢, 𝑣] is the input image and 𝑂[𝑢, 𝑣] is the output feature 

map. 

A filter is convolved over the input image to produce a feature map. Another CNN layer is the 

activation function, which is used to present non-linearity because usually, the image classification 

task is highly non-linear. To reduce overfitting and to reduce the spatial footprint of each filter, two 

main techniques can be used to extract the essential pixels and removing the noise. The first involves 

using a stride value larger than 1, which reduces the output of each filter. The second technique is 

called pooling, where a pooling layer usually follows the activation layer. Pooling layers can 

strengthen network spatial invariance (Scherer et al., 2010). The two main types of pooling layers are 

the maximum pooling layer and the average pooling layer. 

Then, fully connected layers follow, usually defined at the end of the network, which takes the 

output of the feature extraction layers. The primary purpose of the dense layer is to consider all the 

features extracted from the previous layers and employ these features to classify the output. The dense 

layers are followed by an activation function, which usually consists of a rectified linear unit (ReLU) 

layer; finally, at the end of the network, a softmax or sigmoid function is used to output the target 

probability. 

8.3.3. Optimizers 

The model learns (trains) on a given dataset by comparing the actual label of the input (available 

in the training set) to the predicted label, thereby, minimizing the cost function. Hypothetically, if the 

cost function is zero, the model has learned the dataset correctly. However, an optimization algorithm 

is needed to achieve the minimum of a cost function. The next section discusses different optimization 

algorithms, introduced in the literature, to minimize the cost function. 

8.3.3.1. Vanilla Gradient Descent Optimizers 

Gradient descent is the primary class of optimizers capable of finding the minimum value of the 

cost function. The literature has introduced three versions of gradient descent. 

Batch Gradient Descent 

The first optimization algorithm was the batch gradient descent optimization algorithm (BGD), 

which updates the network weights after scanning the whole training dataset; in the case of images, 
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convergence takes much time, as there may be millions of weights to optimize and the whole dataset 

needs to be reevaluated at every step (i.e., epoch). For the convex loss function, it is guaranteed that 

the BGD will converge to the global minimum, while it converges to a local minimum for non-convex 

functions. The weights are updated based on Equation (2): 

𝑤𝑡+1 = 𝑤𝑡 − 𝜂
𝜕𝐶

𝜕𝑤𝑡

  (2) 

𝜕𝐶

𝜕𝑤𝑡

=  𝛻𝑤  𝐶(𝑤𝑡)  (3) 

where Equation (3) is the gradients update equation, and 𝜂 is the learning rate hyperparameter. 

𝑤𝑡 are the weights at step 𝑡, 𝐶(. ) is the cost function and 𝛻𝑤  𝐶(𝑤𝑡) is the gradient of weight 

parameters 𝑤𝑡. 

Stochastic Gradient Descent 

To overcome the shortcomings of BGD, stochastic gradient descent (SGD) was introduced. SGD 

allows to update the network weights per each training image, that is why SGD is sometimes called 

online training. However, such updates engender massive fluctuation in the loss function, due to the 

high variance between different images, which can create much noise in the training phase: 

𝑤𝑡+1 = 𝑤𝑡 − 𝜂
𝜕𝐶

𝜕𝑤𝑡

  (4) 

𝜕𝐶

𝜕𝑤𝑡

=  𝛻𝑤  𝐶(𝑤𝑡; 𝑥(𝑖); 𝑦(𝑖))  (5) 

The weights are updated based on Equation (4), where Equation (5) is the gradient update 

equation, and 𝜂 is the learning rate hyperparameter. 𝑤𝑡 are the weights at step 𝑡, 𝐶(. ) is the cost 

function, and 𝛻𝑤 𝐶(𝑤𝑡) is the gradient of weight parameters 𝑤𝑡 for image 𝑥 and its corresponding 

label 𝑦. 

Mini-Batch Gradient Descent 

Mini-batch gradient descent was introduced to overcome the shortcomings of the previous two 

algorithms, because it allows for the weights to be updated per batch, and not per image. As such, 

mini-batch gradient descent may be regarded as a particular case of SGD, where the number of 

samples is more than one. In the literature and it follows, in this paper, the mini-batch is referred to 

as stochastic gradient descent (SGD): 

𝑤𝑡+1 = 𝑤𝑡 − 𝜂
𝜕𝐶

𝜕𝑤𝑡

  (6) 
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𝜕𝐶

𝜕𝑤𝑡

=  ∇𝑤  𝐶(𝑤𝑡; 𝑥(𝑖:𝑖+𝑛); 𝑦(𝑖:𝑖+𝑛))  (7) 

The weights are updated based on Equation (6), and Equation (7) is the gradient update equation. 

𝜂 is the learning rate hyperparameter, 𝑤𝑡 are the weights at step 𝑡, 𝑛 is the number of data points, 

𝐶(. ) is the cost function and 𝛻𝑤  𝐶(𝑤𝑡) is the gradient of weight parameters 𝑤𝑡 for image 𝑥 and its 

corresponding label 𝑦. 

8.3.3.2. Momentum-Based Gradient Descent Optimizers 

The main drawback of using mini-batch SGD is the presence of oscillations during the updating 

of the weights. These oscillations usually result in a long time to reach convergence. Momentum, also 

known as moving average gradients, was introduced, in order to overcome this issue and to fix the 

gradients’ direction. 

Momentum Gradient Descent 

Understanding the right direction for the gradient avoids oscillations in the wrong directions, and 

knowing the right direction relies on using the previous position for guidance. Considering the 

previous position, the updating rule adds a fraction of the previous update, which gives the optimizer 

the momentum needed to continue moving in the right direction. The weights are updated based on 

Equation (10), 

𝑉𝑡 = 𝜆𝑉𝑡−1 + 𝜂
𝜕𝐶

𝜕𝑤𝑡

  (8) 

𝜕𝐶

𝜕𝑤𝑡

=  ∇𝑤  𝐶(𝑤𝑡; 𝑥(𝑖:𝑖+𝑛); 𝑦(𝑖:𝑖+𝑛))  (9) 

𝑤𝑡+1 = 𝑤𝑡 − 𝑉𝑡   (10) 

where 𝑉 is the velocity, and it is initialized to 0. 𝜆 is used to select the amount of information 

needed from the previous update. 𝜂 is the learning rate hyperparameter, 𝑤𝑡 are the weights at step 𝑡, 

𝑛 is the number of data points, 𝐶(. ) is the cost function, and 𝛻𝑤  𝐶(𝑤𝑡) is the gradient of weight 

parameters 𝑤𝑡 for image 𝑥 and its corresponding label 𝑦. 

Nesterov Momentum Gradient Descent 

If the momentum is sufficiently high, close to the minimum, the optimizer may overshoot the 

minimum. The previous optimization algorithms take the current and the previous gradients into 

account for updating the weights. However, to make the optimization algorithm more robust, we must 

take the future gradients into account as well, to approximate the gradients’ direction. The weights 

are updated based on Equation (13), 
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𝑉𝑡 = 𝜆𝑉𝑡−1 + 𝜂
𝜕𝐶

𝜕𝑤𝑡

  (11) 

𝜕𝐶

𝜕𝑤𝑡

=  ∇𝑤  𝐶(𝑤𝑡 − 𝜆𝑉𝑡−1; 𝑥(𝑖:𝑖+𝑛); 𝑦(𝑖:𝑖+𝑛))  (12) 

𝑤𝑡+1 = 𝑤𝑡 − 𝑉𝑡   (13) 

where 𝑉 is the velocity, and it is initialized to 0, 𝜆 is used to select the amount of information 

needed from the previous update. While, 𝜂 is the learning rate hyperparameter, 𝑤𝑡 are the weights at 

step 𝑡, 𝑛 is the number of data points, 𝐶(. ) is the cost function, and 𝛻𝑤 𝐶(𝑤𝑡) is the gradient of weight 

parameters 𝑤𝑡 for image 𝑥 and its corresponding label 𝑦. (𝑤𝑡 − 𝜆𝑉𝑡−1) is the look-ahead position that 

is capable of approximating the next gradient position, thereby allowing it to slow down if it threatens 

to overshoot the minimum. 

8.3.3.3. Adaptive Gradient Descent Optimizers 

All the optimization mentioned above has a fixed learning rate, while, in practice, deep learning 

algorithms are non-convex problems. That may be a problem, as we may face a sparse weight matrix, 

where we require different updates for different weights, especially for infrequent weights, where 

significant updates are needed to reach to avoid oscillating. 

AdaGrad Optimizer 

To scale the learning rate for each weight, the AdaGrad optimization algorithm (C. Duchi, 

Hazan, & Singer, 2011) was introduced to establish different updates for different weights. The 

learning rate is tuned automatically, by dividing the learning rate by the sum of squares of all previous 

gradients. The weights are updated based on Equation (14), 

𝑤𝑡
𝑖 = 𝑤𝑡−1

𝑖 −
𝜂

√∑ (∇𝑤𝐶(𝑤𝒯
𝑖 ))

2

+ 𝜖𝑡
𝒯=1

∙ ∇𝑤𝐶(𝑤𝑡
𝑖)  

(14) 

where 𝜂 is the learning rate hyperparameter, 𝑤𝑡 are the weights at step 𝑡, 𝐶(. ) is the cost function, 

and 𝛻𝑤  𝐶(𝑤𝑡) is the gradient of weight parameters 𝑤𝑡 for image 𝑥 and its corresponding label 𝑦. The 

sum of squares √∑ (∇𝑤𝐶(𝑤𝒯
𝑖 ))2𝑡

𝒯=1  is used to scale the learning rate; it gives a high learning rate for 

the least frequent gradients and a low learning rate for the more frequent gradients. 

RMSProp Optimizer 

The main drawback of AdaGrad is that the learning rate decreases monotonically because every 

added term is positive. After many epochs, the learning rate is so small that it stops updating the 
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weights. RMSProp was introduced to address the problem of the monotonically decreasing learning 

rate (Hinton, 2012). The weights are updated based on Equation (17), 

𝐺 = ∇𝑤𝐶(𝑤𝑡)  (15) 

𝐸[𝐺2]𝑡 = 𝜆 𝐸[𝐺2]𝑡−1 + (1 − 𝜆)𝐺𝑡
2  (16) 

𝑤𝑡
𝑖 = 𝑤𝑡−1

𝑖 −
𝜂

√𝐸[𝐺2]𝑡 + 𝜖
∙ ∇𝑤𝐶(𝑤𝑡

𝑖)  (17) 

where 𝜂 is the learning rate hyperparameter, 𝑤𝑡 are the weights at step 𝑡, 𝐶(. ) is the cost function, 

and 𝛻𝑤  𝐶(𝑤𝑡) is the gradient of weight parameters 𝑤𝑡 for image 𝑥 and its corresponding label 𝑦. 𝜆 is 

used to select the amount of information needed from the previous update. 𝐸[𝐺2]𝑡 is the running 

average of the squared gradients, which has been used to avoid the monotonically decreasing 

gradients of the AdaGrad optimizer. 

Adam Optimizer 

The Adam optimization (Kingma & Ba, 2014) algorithm was introduced to combine the benefits 

of Nesterov momentum, AdaGrad, and RMSProp algorithms. The weights are updated based on 

Equation (18): 

𝑤𝑡
𝑖 = 𝑤𝑡−1

𝑖 −
𝜂

√𝑣̂𝑡 + 𝜖
∙ 𝑚̂𝑡   (18) 

where: 

𝑚̂𝑡 =
𝑚𝑡

1 − 𝛽1
𝑡   (19) 

𝑣̂𝑡 =
𝑣𝑡

1 − 𝛽2
𝑡   (20) 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝐺  (21) 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)[𝐺]2  (22) 

𝐺 = ∇𝑤𝐶(𝑤𝑡)  (23) 

where 𝜂 is the learning rate hyperparameter, 𝑤𝑡 are the weights at step 𝑡, 𝐶(. ) is the cost function, 

and 𝛻𝑤  𝐶(𝑤𝑡) is the gradient of weight parameters 𝑤𝑡 for image 𝑥 and its corresponding label 𝑦, 𝛽𝑖 

is used to select the amount of information needed from the previous update, where 𝛽𝑖 ∈ [0,1], 𝑚𝑡 is 

the running average of the gradients, also known as the first moment, 𝑣𝑡 is the running average of the 

squared gradients, and known as the second moment. If the first and second moments get initialized 

at zero, they are biased toward it, to solve this zero-biased problem, these moments are bias-corrected 

by dividing them by their respective 𝛽. 
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Adamax Optimizer 

Adamax (Kingma & Ba, 2014) is the update of the Adam algorithm, where the uncentered 

variance tends to ∞. The weights are updated based on Equation (24): 

𝑤𝑡
𝑖 = 𝑤𝑡−1

𝑖 −
𝜂

𝑣𝑡 + 𝜖
∙ 𝑚̂𝑡   (24) 

where: 

𝑚̂𝑡 =
𝑚𝑡

1 − 𝛽1
𝑡   (25) 

𝑣𝑡 = max(𝛽2 ∙ 𝑣𝑡−1, |𝐺𝑡|)  (26) 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝐺  (27) 

𝐺 = ∇𝑤𝐶(𝑤𝑡)  (28) 

where 𝜂 is the learning rate hyperparameter, 𝑤𝑡 are the weights at step 𝑡, 𝐶(. ) is the cost function, 

and 𝛻𝑤  𝐶(𝑤𝑡) is the gradient of weight parameters 𝑤𝑡 for image 𝑥 and its corresponding label 𝑦. 𝛽𝑖 

is used to select the amount of information needed from the previous update, where 𝛽𝑖 ∈ [0,1]. 𝑚𝑡 is 

the first moment, 𝑣𝑡 is the second moment. 

Nadam Optimizer 

Nadam (Dozat, 2016) is an extension of the Adam algorithm by combining it with Nesterov 

momentum gradient descent. The weights are updated based on Equation (29): 

𝑤𝑡
𝑖 = 𝑤𝑡−1

𝑖 −
𝜂

√𝑣𝑡 + 𝜖
∙ 𝑚̃𝑡   (29) 

where: 

𝑚̃𝑡 =  𝛽1
𝑡+1𝑚̂𝑡 + (1 − 𝛽1

𝑡)𝑔̂𝑡   (30) 

𝑚̂𝑡 =
𝑚𝑡

1 − ∏ 𝛽1
𝑖𝑡

𝑖=1

  (31) 

𝑔̂𝑡 =
𝑔𝑡

1 − ∏ 𝛽1
𝑖𝑡

𝑖=1

  (32) 

where 𝜂 is the learning rate hyperparameter, and 𝑤𝑡 are the weights at step 𝑡. While, 𝛽𝑖 is used 

to select the amount of information needed from the previous update, where 𝛽𝑖 ∈ [0,1], 𝑚𝑡 is the first 

moment. 

Fine-Tuning 
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According to (Pan and Yang 2009; Xie et al. 2016) transfer learning can be formalized as 

follows: by having a domain 𝐷, where 𝐷 = {𝑋, 𝑃(𝑋)}, in which 𝑋 is the feature space and 𝑃(𝑋) is 

the marginal probability distribution and task 𝒯 = {𝑌, 𝑓(. )}, where 𝑌 is the label space and 𝑓(. ) is 

the predictive function which models 𝑃(𝑦|𝑥) for 𝑦 ∈ 𝑌 and 𝑥 ∈ 𝑋. By having a source domain 

𝐷𝑠 and learning task 𝒯𝑆 and a target domain 𝐷𝑇 and learning task 𝒯𝑇, by using weights from 𝐷𝑆 and 

𝒯𝑆, learning the target predictive function 𝑓(. ) in 𝒯𝑇 can be improved a lot, where 𝐷𝑆 ≠ 𝐷𝑇, 𝒯𝑆 ≠  𝒯𝑇, 

or both. Fine-tuning is very important in the classification of medical images, because the neural 

network usually needs many images to be trained. However, in the medical field, for many reasons, 

labeled medical images are scarce. Instead of initializing the weights from scratch, ImageNet weights 

can be used. In this paper, the networks were trained on ImageNet dataset and all the networks blocks 

were fine-tuned using the PatchCamelyon dataset. 

8.3.3.4. VGG16 Network 

VGG16 (Simonyan & Zisserman, 2014) was introduced in 2014 by the researchers at Oxford’s 

Visual Geometry Group. It was one of the top algorithms involved in the ImageNet classification 

challenge, and it had an 8.1% error rate. VGG16 consists of five convolution blocks, where the first 

block contains two convolution layers, stacked together with 64 filters. The second block consists of 

two stacked convolution layers with 128 filters, where the second convolution block is separated from 

the first block by a max pool layer. The third block consists of three convolution layers, stacked 

together with 256 filters and separated from the second block by another max pool layer. The fourth 

and fifth layers have the same architecture, but instead, have 512 filters. The convolution filter used 

throughout this network is of size 3 × 3 and stride of 1. Then, a flatten layer is added between the 

convolution blocks and the dense layers, converting the 3D vector into a 1D vector. The last block 

consists of three dense layers, each of which has 4096 neurons, to classify each image. The last layer 

is a softmax layer, which is used to ensure that the probability summation of the output is one. ReLU 

was used as an activation layer throughout the network. This network was trained on the ImageNet 

dataset for three weeks on four GPUs to detect the ImageNet classification task. A summary of the 

VGG16 network is presented in Table 37.  

8.3.3.5. InceptionV3 Network 

The authors Szegedy et al. (2015) introduced a novel architecture, called Inception, to participate 

in the ImageNet competition in 2015; Inception had an accuracy rate of 92.2%. The architecture 

consists of 48 layers and total parameters of 22,000,000. This architecture has a concatenated layer 

of convolutions, stacked in parallel to decrease the size of the architecture while maintaining its 

complexity. InceptionV3 network architecture is shown in Figure 33. A summary of the InceptionV3 

network is presented in Table 37. 



 

124 
 

 

 
Figure 33. InceptionV3 network architecture. 

8.3.3.6. ResNet Network 

The authors, He et al. (2016), investigated the effect of increasing the depth of the convolutional 

neural network and its impact on network performance. The authors noticed that increasing the depth 

of the network decreases the generalizability of the network, which means that the test error of the 

network is higher than a shallow network. This may be due to the vanishing gradients, where the 

weights are not updated in deep layers. Therefore, He et al. (2016) introduced a novel architecture 

called ResNet, where Res signifies the application of a residual connection between the convolutional 

layers, which is then passed to the ReLU activation layer. One of the main benefits of adding the 

residual connection is that the weights learned from the previous layers can be carried to the next 

layers during the backpropagation step. ResNet won the ImageNet competition in 2015 with Top-5 

accuracy of 94.29%. It has a total of 23,587,712 parameters, and its ImageNet weights are available 

in the Keras package. A summary of ResNet network is presented in Table 37. 

8.3.3.7. DenseNet Network 

DenseNet network (Huang et al., 2017) was inspired by the residual connection of the ResNet 

architecture. All the layers are connected to all their subsequent layers, meaning that a residual 

connection is established between all the layers. Merging will be used instead of adding to combine 

the layers. DenseNet has many variants depends on the number of layers; some of the variants are 

DenseNet 121, DenseNet169, and DenseNet201. In this paper, we opted for the DenseNet121 

network. A summary of the DenseNet network is presented in Table 37. 

Table 37. Number of layers and parameters of the CNNs used in this study. 

Networks Number of Layers Number of Parameters 
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VGG16 16 14,714,688 

InceptionV3 48 21,802,784 

ResNet50 50 23,587,712 

DenseNet121 121 7,037,504 

8.3.4. Overcoming Overfitting 

Overfitting generally consists of memorization of the training dataset and usually leads to poor 

performance on the test dataset. This means that the performance on the training set can be excellent, 

but the performance on the test set is quite poor. The loss of the generalizability of the network may 

be due to many issues, such as the capacity of the network or the nature of the training dataset itself. 

Many measures have been introduced in the literature to overcome overfitting. Below are some 

techniques that were used in this research to overcome overfitting. 

8.3.4.1. Dropout 

A regularization layer introduced by (Srivastava et al., 2014) can be applied to any layer in the 

network. During network training, some neurons are disabled with a pre-defined dropout-rate 

probability 𝑃. This can be understood as a sort of bagging for neural networks. 

8.3.4.2. Image Augmentation 

Increasing the size of the training set improves the performance of the network. For image 

datasets, many duplicates can be created with simple changes to the original dataset, including 

rotation, flipping, zooming, and cropping. These transformations make the network more robust in 

defending against overfitting, and it enhances network performance as well. In our case, the original 

images are flipped, rotated, zoomed, and shifted. The rotation range used was 180°; and the images 

were randomly flipped horizontally and vertically; the shifting range used was 25%; and the zoom 

range used was 40%. 

8.3.4.3. Early Stopping 

Early stopping is a precautionary measure used to prevent the network from overfitting, which 

may be defined as stopping the training phase of the network when the performance on the validation 

set stops improving for a pre-defined number of epochs. This pre-defined number usually ranges from 

10–50 epochs. In our case, the number of epochs is 10. 

8.3.5. Evaluation Metrics 

To assess the quality of the trained CNN, many measures have been developed. For classification 

tasks, a confusion matrix is constructed to assess the model quality; it categorizes the model 

predictions, according to whether they match the correct label of the image. It has four central values: 
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𝑇𝑃: True positive (A positive example, classified as a positive example) 

𝑇𝑁: True negative (A negative example, classified as a negative example) 

𝐹𝑃: False positive (A negative example, but classified as a positive example) 

𝐹𝑁: False-negative (A positive example, but classified as a negative example) 

To visualize the model performance, the ROC curve was introduced to examine the trade-off 

between sensitivity and specificity visually. The main idea of the ROC curve is to plot the specificity 

of the algorithms, which is the percentage of the correctly classified negatives against the sensitivity, 

which is the percentage of the correctly classified positives of the algorithm (Fawcett, 2003). The 

ROC curve has a diagonal line, which represents a random guess model. It means that the model 

cannot differentiate between true positives and false positives; this diagonal line can be considered as 

the baseline where models can be judged. The best model has a curve that passes through the top left 

corner for “100% Sensitivity” and has a 0% false-positive rate. To measure the quality of the model 

using the ROC curve, a statistic known as AUC or “Area under the ROC curve,” is used; this treats 

the ROC diagram as a two-dimensional square and measures the area under the curve. AUC has a 

minimum value of 0.5 and a maximum value of 1, where 0.5 represents a model with no predictive 

power, and 1 represents a model with 100% predictive power. According to Vuk (2006), the AUC is 

calculated by Equation (33): 

AUC = ∫
TP

P
 d

FP

N

1

0

=
1

PN
 ∫ TP

N

0

 dFP  (33) 

where 𝑇𝑃 + 𝐹𝑁 = 𝑃 and 𝑇𝑁 + 𝐹𝑃 = 𝑁. 

8.4. Results 

The following section details the results obtained from training the four network architectures 

using the six selected optimizers with three learning rates, namely, 1 × 10−3,1 × 10−4, and 

1 × 10−5. Many experiments have been conducted on this dataset, to determine the behavior of each 

optimizer with each network architecture to determine the best combination. The performance of each 

optimizer with the VGG16 architecture is presented in Table 38, with the InceptionV3 architecture in 

Table 39, with the ResNet architecture in Table 40, and with the DenseNet architecture in Table 41. 

To test the performance of each configuration, two types of evaluation were used; the first consists of 

splitting the training dataset into 80%/20% to train and validate the dataset. After training, the model 

is used to predict the class of the images in the test set, and the result is submitted to the Kaggle 

platform to assess the performance of each model. The AUC of the ROC curve measured the 

performance. The optimizers are ranked based on their test AUC that was acquired from the Kaggle 

platform. 

In all the experiments, the default settings of each optimizer were chosen, except the learning 

rate, and image augmentation used for rotating, flipping, and cropping all the images. The size of the 

images was kept constant at 96 × 96; a batch size of 64 images was used, and early stopping was 

applied with the number of epochs equal to 10. 
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8.4.1. VGG16 Architecture Result 

Table 38 shows the results for the VGG16 architecture, which shows that the highest AUC was 

achieved by Adam optimizer, which also took the shortest time to achieve convergence. At the same 

time, the lowest test AUC was achieved by RMSProp and Adamax optimizers that did not converge 

at all. For the highest learning rate (1 × 10−3) the highest AUC achieved was by the Adam optimizer, 

and the lowest AUC achieved was by the RMSProp and Adamax optimizers. For the medium learning 

rate (1 × 10−4) the highest AUC achieved was by NAG optimizer, and the lowest AUC achieved was 

by both AdaGrad and Adam optimizers. For the lowest learning rate (1 × 10−5 The AdaGrad 

optimizer achieved), the highest AUC achieved by the Adam optimizer and the lowest AUC. Overall, 

the medium learning rate achieved the best results, followed by the lowest learning rate. Adam 

optimizer was the most stable optimizer with high results and low variance between different learning 

rates. 

Table 38. Results obtained with the VGG16 architecture. Where LR stands for learning rate; NAG 

represents Nesterov momentum; AdaGrad represents the adaptive gradient optimizer; RMSProp represents 

the root mean square propagation optimizer; Adam represents adaptive moment estimation optimizer; 

AdaMax represents maximum adaptive moment estimation optimizer; and Nadam represents Nesterov and 

Adam optimizer. 

Optimizers LR = 10−3 LR = 10−4 LR = 10−5 

NAG 89.45% 94.64% 94.25% 

AdaGrad 88.50% 87.40% 88.07% 

RMSProp 50.00% 94.33% 93.45% 

Adam 90.88% 90.39% 95.01% 

Adamax 50.00% 94.02% 94.20% 

Nadam 85.00% 91.14% 94.33% 

8.4.2. InceptionV3 Architecture Result 

Table 39 shows the results for the InceptionV3 architecture, which shows that the highest AUC 

was achieved by the RMSProp optimizer, which also took the shortest time to achieve convergence. 

At the same time, the lowest test AUC was achieved by AdaGrad optimizer, which also took the 

longest time to convergence. For the highest learning rate (1 × 10−3), the AdaGrad optimizer 

achieved the highest AUC, while, the Adam optimizer achieved the lowest AUC. For the medium 

learning rate (1 × 10−4) the highest AUC achieved was by the RMSProp optimizer, and the lowest 

AUC achieved was by the AdaGrad optimizer. For the lowest learning rate (1 × 10−5 The AdaGrad 

optimizer achieved), the highest AUC achieved by the AdaMax optimizer and the lowest AUC. 

Overall, the medium learning rate achieved the best results, followed by the lowest learning rate. 

Adamax optimizer was the most stable optimizer with high results and low variance between different 

learning rates. 
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Table 39. Results obtained with the InceptionV3 architecture. Where LR stands for learning rate; NAG 

represents Nesterov momentum; AdaGrad represents the adaptive gradient optimizer; RMSProp represents 

the root mean square propagation optimizer; Adam represents adaptive moment estimation optimizer; 

AdaMax represents maximum adaptive moment estimation optimizer; and Nadam represents Nesterov and 

Adam optimizer. 

Optimizer LR = 10−3 LR = 10−4 LR = 10−5 

NAG 93.18% 93.25% 90.81% 

AdaGrad 93.64% 90.46% 86.32% 

RMSProp 91.41% 94.91% 92.65% 

Adam 90.44% 92.53% 93.22% 

Adamax 93.44% 93.11% 93.95% 

Nadam 91.97% 91.33% 92.46% 

8.4.3. ResNet Architecture Result 

Table 40 shows the results for the ResNet architecture, which shows that the best AUC was 

achieved by the Nadam optimizer, while the AdaGrad optimizer achieved the lowest AUC. For the 

highest learning rate (1 × 10−3) the highest AUC achieved was by the AdaGrad optimizer, and the 

lowest AUC achieved was by the RMSProp optimizer. For the medium learning rate (1 × 10−4) the 

highest AUC achieved was by the NAG optimizer, and the lowest AUC achieved was by the AdaGrad 

optimizer. For the lowest learning rate (1 × 10−5 The AdaGrad optimizer achieved), the highest AUC 

achieved by the Nadam optimizer and the lowest AUC. Overall, the medium learning rate achieved 

the best results, followed by the lowest learning rate. Adamax optimizer was the most stable optimizer 

with high results and low variance between different learning rates. 

Table 40. Results obtained with the ResNet architecture. Where LR stands for learning rate; NAG represents 

Nesterov momentum; AdaGrad represents the adaptive gradient optimizer; RMSProp represents the root mean 

square propagation optimizer; Adam represents adaptive moment estimation optimizer; AdaMax represents 

maximum adaptive moment estimation optimizer; and Nadam represents Nesterov and Adam optimizer. 

Optimizer LR = 10−3 LR = 10−4 LR = 10−5 

NAG 90.07% 93.84% 89.00%  

AdaGrad 93.04% 89.11% 83.46% 

RMSProp 89.56% 89.62% 93.04% 

Adam 90.24% 90.24% 93.84% 

Adamax 90.24% 92.24% 93.70% 

Nadam 91.91% 89.36% 93.85% 

8.4.4. DenseNet Architecture Result 

Table 41 shows the results for the DenseNet architecture, where the best AUC was achieved by 

the Adamax optimizer, while the Adam optimizer achieved the lowest AUC. For the highest learning 

rate (1 × 10−3) the highest AUC achieved was by the AdaGrad optimizer, and the lowest AUC 

achieved was by the Adam optimizer. For the medium learning rate (1 × 10−4) the highest AUC 

achieved was by the Adamax optimizer, and the lowest AUC achieved was by the Adam optimizer. 



 

129 
 

For the lowest learning rate (1 × 10−5 The AdaGrad optimizer achieved), the highest AUC was 

achieved by the RMSProp optimizer and the lowest AUC. Overall, the medium learning rate achieved 

the best results, followed by the lowest learning rate. Adamax optimizer was the most stable optimizer 

with high results and low variance between different learning rates. 

Table 41. Results obtained with the DenseNet architecture. Where LR represents learning rate; 

NAG represents Nesterov momentum; AdaGrad represents the adaptive gradient optimizer; 

RMSProp represents the root mean square propagation optimizer; Adam represents adaptive 

moment estimation optimizer; AdaMax represents maximum adaptive moment estimation 

optimizer; and Nadam represents Nesterov and Adam optimizer. 

Optimizer LR = 10−3 LR = 10−4 LR = 10−5 

NAG 93.08% 94.31% 91.64% 

AdaGrad 93.89% 93.57% 87.70% 

RMSProp 88.19% 93.98% 94.61% 

Adam 84.18% 89.69% 94.43% 

Adamax 90.62% 95.12% 93.91% 

Nadam 86.77% 94.21% 93.77% 

 

Overall, in terms of performance across all four networks, the highest results were achieved by 

the adaptive learning optimizers, like Adam, Adamax, Nadam, and RMSProp. However, these 

optimizers needed a lower learning rate to be able to converge, while the high learning rate did not 

achieve good results. One exception was the AdaGrad optimizer that did not achieve high results with 

a low learning rate; on the contrary, it needed a high learning rate to be able to converge to an 

acceptable result. From our results and the results obtained by Prilianti et al. (2019), it is apparent that 

every combination of network and optimizer will produce a unique combination. However, the 

general behavior of each optimizer can be noted, which can be concluded from the results. Overall, 

the NAG optimizer did achieve high results overall the four architectures and overall, the three 

learning rates used with the medium learning rate (1 × 10−4) achieved the best results. The AdaGrad 

optimizer did not achieve high results compared to other optimizers used, especially when trained 

using low learning rates. RMSProp optimizer did achieve high results with a low learning rate but 

was unstable with high learning rates. Adam optimizer needed a low learning rate to be able to 

converge to high results. While, the AdaMax optimizer behaved similarly to the Adam optimizer, 

except for a high learning rate with the VGG16, where it did not converge at all, one reason may be 

the shallow depth of the VGG16 network. Nadam optimizer did achieve high results with both the 

medium learning rate and the low learning rate. 

8.5. Discussion 

Taking into account the results achieved from the experimental campaign, it is possible to draw 

some interesting observations of the behavior of the CNNs and optimizers considered in this paper. 

By focusing on the choice of the optimizer and its relation with the learning rate, the experimental 
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results confirm that the choice of the learning rate may result in an unstable behavior of the training 

process. This is particularly evident, for some of the considered networks and optimizers, when 

considering the smallest learning rate used in the experiments. As one can see, when LR = 10−3, the 

training process of VGG16 with both RMSProp and Adamax optimizer result in a poor performance 

of the model. As explained in the previous sections, this can be motivated by the fact that the weights 

of the network change abruptly from one epoch to the next. Moving to lower LR values allows the 

convergence of the training process in all the configurations that were investigated. Overall, the 

results match the theoretical expectation: A lower LR value allows for a smoother convergence, but 

it requires more time with respect to a greater LR value. 

Another interesting observation relates to the importance of the hyperparameters. While this is a 

topic of fundamental importance in the area of deep learning, it is particularly evident from the results 

of the experimental phase. In particular, all the considered architecture produced a comparable 

performance when the best configuration of the learning rate and optimizer (that is different for each 

type of architecture) was considered. In other words, it seems that the choice of the hyperparameters 

not only plays an essential role in determining the performance of the model, but the CNNs under 

exam are indistinguishable in terms of performance. We believe that this is an interesting observation 

that should further stress the importance of the tuning of the hyperparameters. 

Focusing on the optimizers, AdaGrad produces the best performance with LR = 10−3 and, under 

this aspect, it behaves differently with respect to the other optimizers under analysis. Conversely, 

Adam, Adamax, and Nadam obtained the best performance on the considered CNNs when 

LR = 10−5 (except Adamax on the DenseNet architecture, where the best performance is obtained 

with LR = 10−4). 

Globally, the best result on the considered dataset was achieved by Adamax optimizer and 

DenseNet network. Anyway, the differences in terms of performance among the best configurations 

of each network, are not statistically significant. Overall, every optimizer behaved differently 

according to the particular architecture. For instance, for the deep architectures like ResNet, AdaGrad 

outperformed Adam and Adamax. For the shallow architectures like VGG16, AdaMax and NAG had 

the same performance. Given a specific network, each optimizer requires a different amount of time 

for converging (i.e., concluding ten epochs). In particular, RMSProp was the fastest optimizer, 

whereas training a CNN with AdaGrad resulted in the slowest training process. This result is coherent 

with respect to the one discussed proposed by Dogo et al. (Dogo et al., 2018), in which the authors 

investigated the effect of different optimizers in terms of required time to reach. More in detail, 

training the VGG16 architecture requires a minimum of 90 min (RMSProp optimizer and learning 

rate of 10−3) and a maximum of nine hours (AdaGrad optimizer and learning rate of 10−5). 

InceptionV3 requires approximately one hour more than VGG16; in this case, the use of RMSProp 

(with a learning rate of 10−3) resulted in the fastest training process (approximately 150 min), while 
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the use of AdaGrad (with a learning rate of 10−5) required approximately 10 h to finish. An identical 

pattern was observed for ResNet and DenseNet, that are requiring approximately two hours more than 

VGG16 for concluding the training process. 

Finally, it is important to compare the results achieved with transfer learning against the ones 

obtained with CNNs that were specifically built for classifying the images of the PatchCamelyon 

dataset. The winner of the Kaggle competition obtained an AUC of 1, while the second-best 

performing network obtained an AUC of 0.98. On the other hand, the best performing network 

obtained with transfer learning (DenseNet architecture, with Adamax optimizer, and a learning rate 

of 10−4) was able to obtain an AUC of 0.95. This result confirms the suitability of transfer learning 

for the task at hand. More in detail, we believe that, by considering deeper architectures and more 

epochs, it could be possible to improve the results of this study, thus equaling the performance 

achieved by the winner of the Kaggle competition. On the other hand, we highlight a fundamental 

difference between the best performance reported in the present study and the best performance of 

the Kaggle competition: The former was obtained using an existing network (used for addressing 

different computer vision tasks) and by fine-tuning it, while the latter was achieved by designing an 

ad hoc CNN, a time-consuming task that requires some expertise. 

8.6. Conclusions 

CNN represents an analysis of images created using current computation techniques. This is 

mostly due to their ability to obtain a performance that is similar to, or better than, the one achieved 

by human beings. Nevertheless, similarly to other deep learning models, training a CNN is a task that 

usually requires a vast amount of images. This is an essential limitation in all the domains, like the 

medical one, in which data are scarce and difficult to obtain. In such a situation, transfer learning may 

provide a viable option. The idea of transfer learning is to use a model trained over thousands of 

observations (i.e., images in this study) to provide an initial architecture and set of weights for 

addressing a similar problem over a different domain. Motivated by the success of transfer learning 

in the analysis of medical images, and for further studying this promising research area, this paper 

compared the performance optimizers used in popular CNNs for the classification of histopathology 

images. In particular, four network architectures were used in the evaluation process. These networks 

were trained on the ImageNet dataset, which consists of millions of images, and their weights were 

fine-tuned to suit the considered histopathology images dataset. The results obtained from the 

experimental phase, in which different combinations of network, optimizer, and learning rate were 

considered, corroborated the initial hypothesis on the importance of the optimizer and the learning 

rate. While the choice of CNN is essential, it is clear that by fixing the value of the learning rate, the 

results obtained using different optimizers could be significantly different. On the other hand, once a 

particular optimizer is selected, the choice of the learning rate plays an essential role in determining 

the final performance of CNNs. 
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Interestingly, for each of the different CNNs under exam, it is possible to notice that the best 

performing configuration of optimizer and learning rate produces an AUC that is approximately 94%. 

This result strengthens the importance of selecting the hyperparameters of the network, and, in a 

future investigation, we will extend this work to include additional hyperparameters and datasets 

aiming at providing formal guidelines for medical experts that want to use CNN models to support 

their daily work. 
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Chapter 9. Conclusion 

The computer-assisted analysis of medical images is a recently emerging application of artificial 

intelligence that can save time, money, and the workforce. The main challenge of using CNNs in 

medical image classification is the size of the training dataset, which is typically limited since an 

experienced doctor is required to annotate each image and, sometimes, even resort to a second opinion 

to classify some difficult images. Two main techniques have been developed to help in the 

classification of medical images: (1) transfer learning and (2) designing a new CNN and training it 

from scratch. The first technique, transfer learning, can be a viable option considering its suitability 

when a limited number of training observations are available to address the image classification task. 

Thus, transfer learning can play an essential role in the medical field. The second technique is to 

design a new CNN, where complex and deep architectures are developed to solve tasks related to 

computer vision. These architectures can be successfully applied to solve the challenges of the field 

of medical images. In this chapter, we present our main findings and future works.  

In the third chapter, we reviewed the most recent literature about the classification of DR using 

transfer learning of CNN. Many open questions were presented as well to help future researchers. In 

the fourth chapter, we investigated the usage of transfer learning, comparing it to training from 

scratch. We concluded that transfer learning is highly beneficial in training CNN, especially in the 

case of medical images. In the fifth chapter, we introduced a novel CNN trained from scratch to help 

classify histopathology images. In this work, we have also studied the effect of different activation 

functions on the CNN performance and the effect of the location of the activation function on the 

performance of the network. Based on the obtained results, we recommend authors try different 

activation functions and comprehensively analyze their impact other than choosing the ReLU 

activation function as a default. Moreover, we recommend placing the normalization layer before the 

activation function. 

In the sixth chapter, we studied the effect of the batch size on the classification power of CNN. 

According to our results, we can conclude that the learning rate and batch size significantly impact 

the network's performance. There is a high correlation between the learning rate and the batch size. 

When the learning rates are high, a large batch size performs better than with small learning rates. In 

the seventh chapter, we investigated the effect of depth on the accuracy of CNN. We studied the effect 

of three CNN architectures with three different learning rates on two different histopathology datasets. 

Our results suggest that fine-tuning the top layers for shallow networks like VGG can be sufficient to 

obtain decent results, while for deep networks like InceptionV3, fine-tuning the entire network can 

yield better results. In all cases, a low learning rate is highly recommended when fine-tuning the 

network not to mess up the original weights. In the eighth chapter, we compared the performance of 

six different optimizers using three learning rates. We concluded that the optimizer's choice could 

significantly impact both the performance and the convergence of the CNN. For our future works, we 
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intend to investigate the use of neuroevolution algorithms that can provide a different way of 

exploring the search space of deep learning architectures, especially for CNN. 
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