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Abstract

The use of omnidirectional cameras underwater is
enabling many new and exciting applications in
multiple fields. Among them, it will allow Re-
motely Operated Underwater Vehicles (ROVs) to
be piloted directly by means of the images captured
by omnidirectional cameras through virtual reality
(VR) headsets. This immersive experience will ex-
tend the pilot’s spatial awareness and reduce the
usual orientation problems during missions. This
paper presents this concept and illustrates it with
the first experiments for achieving this purpose.

Keywords: Immersive teleoperation, underwa-
ter robot, ROV, omnidirectional image, virtual
reality, omnidirectional multi-camera system.

1 INTRODUCTION

In the last few years, omnidirectional cameras
have received increasing interest from the com-
puter vision community, in tasks such as mapping,
augmented reality, visual surveillance, motion es-
timation, and simultaneous localization and map-
ping (SLAM). The use of omnidirectional cam-
eras in underwater environments opens the door
to several new technological applications in fields
as diverse as underwater robotics, marine science,
oil and gas industries, underwater archeology and
public outreach. However, due to the challenges
of the underwater medium, the use of these cam-
eras is still very limited compared with land and
air applications.

The integration of omnidirectional cameras with
underwater robots is expected to have a large im-
pact in both Autonomous Underwater Vehicles
(AUVs) and Remotely Operated Vehicles (ROVs)
[1]. For AUVs, the wide field of view of the cam-
eras is very convenient for mapping tasks and vi-
sual SLAM [2], especially in confined or cluttered
environments. In the case of ROVs, it will allow
them to be piloted directly, using the images cap-
tured by omnidirectional cameras through virtual
reality headsets. This immersive experience will
extend the pilot’s spatial awareness and reduce the

usual orientation problems during missions.

In this paper we focus on this concept, analysing
the advantages and challenges of this new ap-
proach, and present the first experiments towards
achieving a prototype of this system.

At present the exploration of the seafloor using an
ROV in an oceanographic campaign requires one
or more professional ROV pilots who are only re-
sponsible for commanding the ROV, and a group
of scientists who are interested in exploring spe-
cific areas of the sea according to their disciplines.
Both the pilots and scientists observe display mon-
itors with live video feed from one or multiple con-
ventional cameras located in the robot, to decide
where to move the robot and which areas to ex-
plore. On frequent occasions the cameras show
scenes with no recognisable landmarks, which af-
fects the pilot’s spatial orientation and the aware-
ness of the area surveyed. The use of a virtual
reality headset with a 360◦ coverage of the area
surveyed can help both pilots and scientists to
have better spatial awareness and save time and
resources while performing missions. When us-
ing VR headsets, the pilot cannot see the stan-
dard ROV interface screens for navigation data
such as depth, altitude, heading or speed which
are extremely valuable to operate the ROV safely.
To overcome this problem the essential navigation
data can be overprinted in a corner of the headset
screen, in a way the pilot is able to check the in-
formation whenever he wants without distracting
him from the live feed.

The same issue applies to the teleoperation of the
robots, which is typically performed using joy-
sticks or gamepads. They allow high precision
commands with a user-friendly interface for pi-
lots, but the task of operating the vehicle with-
out removing the VR headset could become very
complex. In order to simplify the teleoperation
under such conditions a new approach has been
studied, which takes advantage of the recent de-
velopments in the gesture-tracking field for VR.
Furthermore, the use of these techniques can facil-
itate the teleoperation task within the limitations
that non-expert pilots such as archaeologists, bi-
ologists or geologists could operate the robot by
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Figure 1: A pilot tele-operating a ROV using a VR
headset for achieving an immersive experience and
sending commands using gesture recognition.

themselves.

Figure 1 illustrates the concept presented in this
paper: an inexperienced pilot uses a VR head-
set to supervise a mission performed by an ROV
in a full-immersive experience while being able to
operate it easily by sending commands through
hand-gesture recognition.

A selection of the related work can be found in
section 2. The equipment used for experiments
is described in section 3. Section 4 and section 5
present the composition of the panoramas and the
teleoperation technique used, respectively. Sec-
tion 6 presents practical results. Finally, section
7 draws some brief conclusions and makes sugges-
tions for future work.

2 SELECTED RELATED WORK

One of the most known and widely used appli-
cations of omnidirectional cameras on land, is
Google Street View [3]. This globally known
technology featured in Google Maps provides
panoramic views from different positions, on
streets from thousands of cities around the world
and has proved the value of omnidirectional cam-
eras for practical applications. Following the same
concept, the authors of this paper presented the
concept of an underwater version of this product
in a previous work [4].

On the other hand, the problem of developing new
tools for improving locational awareness for ROV
pilots is an issue that has attracted attention in
the underwater scientific community [5]. With the
rapid evolution of VR headsets in recent years,
many works related to immersive virtual reality
have been published recently [6, 7] and some au-
thors have applied this concept to the underwater
domain. Domingues et al. [8] proposed a semi-
immersive Human Robot Interface (HMI), using
a large screen with active stereoscopy and a force
feedback device for teleoperation. Garcia et al.
[9] proposed, for the first time, the use of a VR

headset and teleoperation using a gesture-based
method and tested it in a virtual environment us-
ing a simulator. Our work has similarity with Gar-
cia’s, but it presents results with omnidirectional
video collected from experiments in real environ-
ments, and real tests with gesture-based teleoper-
ation on an ROV. At the same time different au-
thors [10] worked on data-compression techniques
in order to send panoramic video in real time for
diverse applications.

3 EQUIPMENT

In order to illustrate the concept, preliminary ex-
periments have been carried out during 2015 using
the equipment described in this section.

3.1 GIRONA500 AUV

The Girona500 [11] (Fig. 2a) is a reconfigurable
vehicle which can be used in autonomous mode
(AUV mode) or remotely operated mode (ROV
mode). It is rated for 500 m depth and is hovering-
capable with 5 thrusters actuated in 4 DOFs:
surge, sway, heave and yaw. It is stable in pitch
and roll. Its navigation sensor suite includes
GPS, a pressure sensor, a Doppler Velocity Log
(DVL), and an attitude and heading reference unit
(AHRS) that makes it able to navigate precisely.
In addition, for long underwater missions, the ve-
hicle can be equipped with an ultra short base line
(USBL) device to avoid drifting. The navigation
is based on an extended Kalman filter (EKF) that
combines input from the sensors to obtain a ro-
bust estimation of the AUV position and velocity.
The vehicle has a large payload capacity (up to 35
liters) which allows it to carry extra equipment.
In the case of the work described in this paper,
this area was used to accommodate the omnidi-
rectional camera.

3.2 OMNIDIRECTIONAL CAMERA

The omnidirectional multi-camera system (OMS)
used is based on a Point Grey’s Ladybug 3 [12]
which comprises 6 individual cameras and is de-
signed for land applications. A custom housing
was designed to make it submersible up to 60 me-
ters depth (Fig. 2b). The housing is composed of
a transparent poly methyl methacrylate (PMMA)
dome, which encapsulates the camera, and a body
made of aluminum alloy, which contains a small
form factor computer, dedicated to processing the
video feed. The camera outputs 6 separate images
that can be combined to create an hemispheri-
cal panorama (Fig. 3) using the calibration pa-
rameters of the camera. Due to the waterproof
housing and the changes in the optics required to
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(a) The omnidirectional camera integrated
with the Girona500 AUV.

(b) The omnidirectional underwater cam-
era used for the survey.

Figure 2: Equipment used for data collection.

obtain a complete hemispherical image in water,
the factory-provided calibration is not valid, and a
custom calibration procedure for underwater OMS
was developed.

Calibration of multi-camera systems typically cov-
ers two different sets of parameters: intrinsic pa-
rameters, concerning the image formation geome-
try for each individual camera, and extrinsic pa-
rameters, which describe the relative positions and
orientations between cameras. In omnidirectional
multi-camera systems, the calibration of the ex-
trinsic parameters is an important challenge, due
to the usually small overlap between neighboring
cameras. Furthermore, for underwater cameras it
must be taken into account that the direction of
the rays of light changes at every medium tran-
sition along the path from a point in water to
the imaging sensor inside the camera. In order to
model accurately the distortion due to this effect,
it becomes essential to explicitly model and simu-
late the intersection of each light ray with the dif-
ferent media. Due to this phenomenon, any small
variation in the estimated relative position of the
housing can significantly affect the final direction
of the rays and generate projection errors.

The calibration procedure was done in three dif-
ferent stages. The first consisted of the estimation

Figure 3: The omnidirectional camera outputs
six individual images that are combined into a
panorama.

of the intrinsic parameters, which was done sepa-
rately for each single camera in air and without the
waterproof housing. The second stage consisted of
the estimation of the extrinsic parameters, carried
out under the same conditions as the first step.
Finally, the last stage took place underwater and
estimated the camera pose with respect to the wa-
terproof housing. The full design and calibration
of the camera can be found in [13].

3.3 VIRTUAL REALITY HEADSET

A virtual reality headset is a stereoscopic head-
mounted display able to track the head motion
using multiple tracking sensors for the purpose of
computer games, 3D simulations or any other vir-
tual immersive experience. The Virtual Reality
headset used in this paper is the Oculus Rift De-
velopment Kit 2 (DK2) [14], a development ver-
sion of the final Oculus Rift headset that will be
released during 2016. The DK2 version has a field
of view of 100◦ with a resolution of 960x1080 pix-
els per eye and a refresh rate of 75Hz with a pixel
persistence of 3ms. The device is equipped with
gyroscope, accelerometer and magnetometer up-
dating at 1000Hz that allow it to precisely track
the motion of the user’s head.
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Figure 4: Hands motion being tracked by the Leap
Motion Device.

3.4 HAND GESTURE RECOGNITION
DEVICE

A new approach for robot teleoperation has been
studied using a controller able to track the hands
of a user at a high frequency. The Leap Motion
controller [15] is a small peripheral device which is
designed to be placed on a physical desktop, fac-
ing upward (Fig. 4), or it can be mounted onto a
virtual reality headset, which would be very useful
in the concept presented in this paper. The device
uses two monochromatic infra-red cameras and
three infrared LEDs to observe a roughly hemi-
spherical area up to a distance of about 1 meter.
The LEDs generate pattern-less IR light and the
cameras generate almost 200 frames per second of
reflected data.

4 PANORAMA COMPOSITION

As seen in section 3.2 the camera outputs six sep-
arate images that must be combined appropri-
ately into a panoramic or omnidirectional image
for their correct interpretation (Fig. 3). Making
use of the calibration of the cameras, each pixel
of the output images can be associated with a
3D ray in the underwater space. Except for the
small area where there is image overlap, it is not
possible to estimate the distance to the objects
from just one set of images acquired at a single
location. For this reason, for visualization pur-
poses, the world around the camera is assumed
to be a sphere, where all of the points sensed by
the camera are at a constant preselected distance.
Once the sphere radius is defined, a spherical point
cloud is quick to compute, and it can be easily
loaded into a computer 3D-viewer or re-projected
into a 2D image; the equirectangular projection
being the most widely used.

Given a world point in Cartesian coordinates Q =
(X,Y, Z), it can be converted to spherical coordi-
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φ

θ x

y

z

R

Figure 5: Conversion from Cartesian to spherical
coordinates.
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Figure 6: Scheme and notation for the equirect-
angular projection.

nates (Figure 5) Q = (θ, φ,R) through Equations
1–3.

R =
√
X2 + Y 2 + Z2 (1)

θ = atan2(Y,X),−π ≤ θ ≤ π (2)

φ = acos

(
Z

R

)
, 0 ≤ φ ≤ π (3)

The equirectangular projection projects a given
point Q to a cylinder (Figure 6) through Equa-
tions 4 and 5:

u =
θ + π

2π
·W (4)

v =
φ

π
·H (5)

The inverse equations are:

θ =
u · 2π
W

− π (6)

φ =
v · π
H

(7)

The first step when composing a panorama is
choosing its parameters: projection type, projec-
tion distance and final size. For every pixel of the
panorama, the 3D point it represents is computed
according to the inverse equations of its projec-
tion (Equations 6, 7). This 3D point is then pro-
jected to each one of the six cameras according
to the calibration. If the point is only within the
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FOV of one camera, we give to the pixel of the
panorama the same intensity values as the pixel
corresponding to the projection of the 3D point
into the camera. In the case of overlapping re-
gions, a blending criterion is needed, to establish
the value of the panorama pixel. Further details
on blending techniques can be be found in [16].

5 TELEOPERATION

The Leap Motion Controller is able, out of the
box, to track the position of both hands of the pi-
lot when they are in the field of view of the cam-
eras, and output their relative pose with respect
to the frame of the device. A high-level controller
has been written to translate the gestures of the
pilot into commands that the robot can under-
stand. The gestures have been chosen in so that
they are both easy to perform and intuitive to
inexperienced users. The main idea behind this
is that during a scientific mission, scientists such
as biologists or archaeologists could wear the VR
headset and pilot the vehicle by themselves in or-
der to examine with more detail regions with high
interest, rather than having to indicate to a pro-
fessional pilot the regions they want to explore in
detail.

The set of gestures used is called First Person and
consists of using one hand as if it was the robot.
As seen in Figure 7 tilting the hand slightly for-
ward is sent to the robot as a move forward com-
mand, rotating the hand (with respect to an imag-
inary vertical axis) to the left is sent as a left ro-
tation, etc. The only commands which require
movement translations are the upwards and down-
wards movements that require the pilot to slightly
move his hand in the desired direction.

6 RESULTS

In order to obtain preliminary results from testing
the concept presented here, the setup was tested
separately in two sets of experiments. In the first
set, the omnidirectional camera was integrated
with the Girona500 AUV and tested during map-
ping missions. In the other set, the experiments
were focused on tele-operating the Girona500 us-
ing hand-gesture techniques.

The omnidirectional camera has already been in-
tegrated with the Girona500 AUV (Fig. 2a) and
tested both in a water tank and under real sea con-
ditions. The equipment was tested repeatedly in
mapping missions in the framework of MORPH
EU-FP7 [17] project experiments that were car-
ried out in Horta, Azores Islands during Septem-
ber 2015. The data was recorded onto the cam-

Figure 7: Gestures for moving the robot. A: Stay
still. B: Move forward. C: Move backwards. D:
Sway left. E: Sway right. F: Turn left. G: Turn
right. H: Move upwards. I: Move downwards

era’s disk memory for later post-processing. Once
the data was retrieved, all the images captured
in the same time instant were composed into an
equirectangular panorama, as explained in section
4, before combining them into a 360◦ video (Fig.
8). The final video can be played in a spherical
panorama viewer such as Kolor Eyes [18], for vi-
sualizing it in VR headsets such as the Oculus
Rift. For making it available to a larger public,
the video can be uploaded to platforms such as
Youtube [19] or Facebook [20], which provide the
spectators with spherical vision.

The users that tried the Oculus Rift headset were
impressed by the immersive sensation achieved,
and they all agreed that the capability to have on-
line streaming of omnidirectional video from the
robot could help both pilots and scientists to per-
form better during their missions. Nevertheless,
testers said that the continuous use of the headset
caused them a slight feeling of dizziness, and that
the experience would be even better with a higher
screen resolution. These are issues that with the
rapid evolution of VR technologies are expected
to be solved in the next release of the headset.

Besides this, a hand motion interpreter based on
the Leap Motion Device was developed and inte-
grated into the robot software architecture using
ROS [22]. The tests consisted in deploying the
Girona500 AUV in a water tank and performing
simple trajectories, using the gesture-based inter-
face with direct vision of the robot’s movements.
The pilot tried on several occasions to achieve a
specific position in the water tank, departing from
different locations in order to test the precision
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Figure 8: Equirectangular panorama captured during a mission in Horta, Azores Islands, September
2015, where the omnidirectional camera was used to track AUVs navigating at close range [21].

of the technique. People with different training
levels tested the robot teleoperation with both
a gamepad and the gesture-based technique pro-
posed. All users reported that it was easy to learn
and perform the gestures, and that the technique
was useful even though for operations requiring
high precision the use of a gamepad was recom-
mended. It was also said that it was tiring to
command the robot for a long period, as the hands
are not used to be in a holding position for a long
time.

7 CONCLUSIONS AND
FUTURE WORK

The concept of immersive teleoperation presented
in this paper shows great potential in terms of
increasing the scientific capabilities in oceano-
graphic expeditions, even though it is yet not fully
implemented. It could help in achieving a bet-
ter spatial awareness of the seafloor during explo-
rations, and in saving both time and resources for
pilots and scientists. Regarding the use of an al-
ternative teleoperation method, the use of gesture-
based technology has been proved to be intuitive
for non-pilots and thus an useful technique for sci-
entists participating in oceanographic expeditions.
However the use of a joystick or a gamepad is
preferable in terms of precision and long-time use
for expert pilots. The next step towards achieving
a fully-working system will focus on developing a
fiber-optics cable to allow higher speeds of data
transmission between the ROV and the control
station, and studying data-compression methods

for the transmission of the images. Ongoing and
future work will provide the pilot with more com-
prehensive information of the status of the robot,
such as issuing automated warnings when the dis-
tances to obstacles fall below a safety minimum,
making use of augmented reality.
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