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PALAVRAS‐CHAVE

Modelos de Turbulência; RaNS; Mecânica dos Fluidos Computacional; Métodos Numéri‐
cos; Ventilação; OpenFOAM

RESUMO

Mecânica dos Fluídos Computacional tem sido implementada em estudos de ventilação
de espaços interiores. Apesar da sua maturidade e utilidade, a sua utilização para apli‐
cações de engenharia comoprojetos de aquecimento, ventilação e ar condicionado (AVAC)
ainda é escassa em Portugal. Com este objetivo, esta dissertação apresenta alguns estu‐
dos introdutórios para a criação de um workflow de mecânica de fluídos computacional
(CFD) para uso por engenheiros de AVAC com pouco conhecimento acerca de práticas de
CFD. Assim, alguns aspetos foram investigados, tais como, geração de malhas, esquemas
de discretização,solvers, condições de fronteira e modelos de turbulência.
A partir de uma panóplia demodelos de turbulência, seis modelos de Reynolds‐averaged
Navier‐Stokes (RaNS) de turbulência foram testados e validados para espaços interiores,
standard k − ε, renormalization group (RNG) k − ε, realizable k − ε, v′2 − f , k − ω e
k−ω shear stress transport. Omodelo standard k−ε apresenta os resultadosmais satis‐
fatórios entre os estudados. Omodelo RNG k−ε tambémdemonstrou boa concordância
com os resultados experimentais disponíveis na literatura, no entanto necessita de mais
tempo de simulação para convergir do que o modelo standard k − ε. Com o realizable
k − ε não foi possível obter convergência e os modelos k − ω e k − ω SST produzem
resultados significativamente desfasados da realidade, especialmente na zona afastada
das paredes. Estes estudos foram comparados com benchmarks do International Energy
Agency Annex 20.
Esta dissertação também apresenta estudos de convergência de malhas, efeitos de im‐
pulsão sobre o escoamento (casos incompressíveis, isotérmicos e não isotérmicos) e sim‐
ulações de escoamento em regime permanente e transiente.
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ABSTRACT

Computational Fluid Dynamics has been implemented for indoor environments ventila‐
tion studies. Despite of its maturity and usefulness, its use for engineering applications
such as heating, ventilation, and air conditioning (HVAC) projects is still scarce in Por‐
tugal. With this aim, this dissertation presents some introductory studies to create a
computational fluid dynamics (CFD) workflow for the use by HVAC engineers with min‐
imal knowledge of CFD practices. Thus, some aspects were investigated, such as mesh
design, discretization schemes, solvers, boundary conditions and turbulence models.
For the latter, from a large set of turbulencemodels, six Reynolds‐averaged Navier‐Stokes
(RaNS) turbulence models were tested and validated for indoor ventilation, the standard
k− ε, the renormalization group (RNG) k− ε, the realizable k− ε, the v′2 − f , the k−ω

and the k−ω shear stress transport (SST). The standard k−εmodel continues to present
the most satisfactory results of all the studied turbulence models. The RNG k − εmodel
also showed good agreement with the experimental data, however it requiredmore time
to achieve convergence. It was not possible to achieve convergence with the realizable
k−εmodel. The k−ω and k−ω SST models yield results significantly different from the
experimental measurements, specially in the far wall region. These studies were com‐
pared with the benchmarks from the International Energy Agency Annex 20.
This work also presents 2D and 3D cases, mesh convergence studies, effects of flow buoy‐
ancy (incompressible, isothermal and non‐isothermal cases), and steady‐state and tran‐
sient flow simulations.
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NOMENCLATURE XI

NOMENCLATURE

Abbreviations

1D/2D/3D 1,2,3‐Dimensional
Ansys Fluent Fluid Simulation Software
CAD Computer‐aided Design
CFD Computational Fluid Dynamics
CO2 Carbon Dioxide
COMSOL Software for Multiphysics Simulation
COVID‐19 Coronavirus Disease 2019
CV Control Volume
DES Detached Eddy Simulation
DNS Direct Numerical Simulation
DNS Direct Numerical Simulation
e.g. exempli gratia (for example)
EVMs Eddy Viscosity Models
FVM Finite Volume Methods
GB Gigabyte
HVAC Heating, Ventilation and Air‐Conditioning
IEA International Energy Agency
LES Large Eddy Simulation
Log‐law Semi‐logarithmic relation
OpenFOAM Open Field Operation and Manipulation
PIMPLE PISO and SIMPLE combination
PISO Pressure‐Implicit with Splitting of Operators
QUICK Quadratic Upwind Interpolation for Convective Kinematics
RaNS Reynolds‐averaged Navier‐Stokes
RDT Rapid Distortion Theory
RMS Root Mean Square
RNG Re‐normalization Group
SGS Sub‐grid Scale
SIMPLE Semi‐Implicit Method for Pressure Linked Equations
SST Shear Stress Transport
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NOMENCLATURE XII

Roman Characters

A Diagonal component of the coefficient matrix
A0, C1, C2, C3,
C3,RDT , Cµ,
Cµkε, CL, Cη,
Cε2 and Cε1

Model coefficients

B Source vector
Cµ Model coefficient for the eddy viscosity
cp Specific heat capacity at constant pressure
Dk,Dε Effective diffusivity for turbulent kinetic energy and its dissipation
E Total energy
e Thermal/internal energy
f Relaxation function
F1, F2, F2 3, F3 Blending functions
f2, fµ Damping functions
g Gravity
Gb Generation of turbulent kinetic energy due to buoyancy
Gk,G Generation of turbulent kinetic energy due to mean velocity gra‐

dients
H Off‐diagonal component of the coefficient matrix
I Identity matrix
I Turbulent intensity
k Turbulent kinetic energy
K Mechanical/kinetic energy
kcond Thermal conductivity
kl Laminar kinetic energy
Lref Turbulent reference length scale
L Turbulent length scale (v′2 − f Turbulence model)
M Coefficient matrix
n Unit normal vector to the surface
p Pressure
pk Kinematic pressure
q Square root of turbulent kinetic energy (

√
k)

q Heat flux
R Renormalization group
Re Reynolds number
Reθ Transition momentum thickness Reynolds number
Sij Rate of strain tensor
Sϕ Source term for a variable ϕ
T Temperature
T Turbulent time scale (v′2 − f Turbulence model)
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NOMENCLATURE XIII

Roman Characters (continuation)

u Velocity vector
U Mean velocity vector
u, v, w x, y and z‐components of the velocity
U, V,W x, y and z‐components of the mean velocity
u+ Dimensionless velocity
uτ Friction velocity
u′ Fluctuating components of the velocity
u′2 Normal stress
u′
iu

′
j Reynolds stresses

v′2 Turbulent stress normal to streamlines
w (in Boundary
conditions) Value fraction

x Position vector
x (in Solution
Methods) Vector of unknowns

x, y, x Cartesian coordinates
y (in Law of the
wall) Distance to the wall

y+ Dimensionless wall distance
YM Fluctuating dilation in compressible turbulence

Math Symbols

∂()/∂() Partial derivative
d()/d() Total derivative
∇ Gradient operator
∇· Divergence operator
∇2 Laplacian operator∫
V

Volume integral∮
S

Surface integral

Super and Subscripts

uu Average
0 and ref Initial or reference value
i, j, k Einstein notation
∗ Guessed or previous iteration value of a variable
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NOMENCLATURE XIV

Greek Letters

α Phase fraction of the given phase
β Coefficient of thermal expansion
β, β⋆, β0, γ, γ1,
γ2 η0

Model coefficients

γ Intermittency
Γ Diffusion coefficient or diffusivity
∆ Face to cell distance
δij Kronecker delta function
ε Turbulent kinetic energy dissipation rate
ζ Square root of turbulent kinetic energy dissipation rate
η Ratio of the turbulent to mean strain time scale
µ Absolute or dynamic viscosity
µt Turbulent viscosity
ν Kinematic viscosity
κ Von Karman’s constant
ρ Density
σij Stress tensor
σk , σε Prandtl numbers for turbulent kinetic energy and its dissipation

rate, respectively.
τij Viscous stresses
ϕ Generic variable
ϕc Cell value
ϕf Face value
ω Specific dissipation rate
ωiωi Mean‐square vorticity fluctuation
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1 INTRODUCTION

1.1 Context

Accurate prediction of ventilation flow is essential for designing a healthy, comfortable,
and energy‐efficient indoor environment [9].
Energy consumption in residential and commercial air‐conditioning‐related sectors rep‐
resents about 40% of the primary energy consumption in the world [10]. In Portugal,
approximately 47% of the total energy consumption in residential buildings is for space
heating and cooling [11] and in services, approximately 62%of the energy total consump‐
tion is for space heating and cooling (data for 2018) [12]. The International Energy Agency
(IEA) offers no official data about the segmentation of energy consumption in industrial
buildings. However, about 29% of the energy total final consumption in the world is for
industry (being≈ 42% electricity consumption) [10]. In Portugal, the situation is similar,
28% of the energy total final consumption is for industry (being ≈ 34% electricity con‐
sumption) [13]. The consideration of energy consumption of industrial buildings mainly
focuses on the heating, ventilation, and air conditioning (HVAC) systems [14].
The optimization of HVAC systems, as well as the effectiveness improvement of comfort
parameters for the occupants, are crucial to reach CO2 emission reduction targets. The
forecast of these parameters is of extreme importance for calculating the building energy
consumption, ergo in the decision making by the design team when it comes to the best
technical‐economic option to pursue. A major design objective is to ensure that air ven‐
tilation is delivered from a limited number of supply openings to every part of a space
in an effective and efficient manner [15]. As buildings have become more complex, for
these geometries or even complex boundary conditions, it is possible to use, more fre‐
quently, numerical methods. In this sense, the purpose of this dissertation is to study
some important aspects of HVAC systems design parameters, such as pressure, velocity,
and temperature distribution in order to achieve energy efficiency targets on a space,
based on computational fluid dynamics (CFD) models.
The set‐up, simulation, and analysis of several benchmark test cases, will contribute to
the validation of models and methodology with the aim being the ventilation study of
an industrial building with considerable temperature stratification. CFD is often used in
situations when experimentation is not possible. It allows scientists to test different sce‐
narios and retrieve more information of physical phenomena. However caution must be
taken, as Li and Nielsen [15] suggested ”CFD has not become a replacement for experi‐
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ment and theoretical analysis in ventilation research, rather it has become an increasingly
important partner.”.

1.2 Objectives

The objectives of the present dissertation can be divided into two primary categories,
namely the validation of turbulence models and the development of a CFD work‐flow to
study the ventilation effectiveness in air‐conditioned spaces. This work is implemented
mainly in open‐source software, because of its flexibility (possible to make changes to
meet specific needs), quality, since there are thousands of users going through the code
errors are more often detected and quickly corrected, shared knowledge (a lot of docu‐
mentation is available) and because it’s free. To achieve these goals, some factors must
be taken into account:

• Define a work‐flow for the geometry and meshing;

• Select the proper OpenFOAM solver;

• Validation of existing turbulencemodels in theOpenFOAMcode for isothermal and
non‐isothermal calculations of airflows in indoor environments;

• Perform convergence studies;

• Perform Benchmark tests for indoor environments;

• Set‐up and simulation of a case study.

1.3 Methodology

In order to achieve the objectives defined for this dissertation, themethodology followed
was:

• Investigation of computational fluid dynamics general applications. Focus on in‐
door environments applications.

• Investigation and selection of turbulence models.

• Selection of mesh design tools, CFD software and post‐processing tools.

• Selection and analysis of benchmarks/case studies.

• Pre‐Processing, simulation and post‐processing of benchmark studies. Mesh gen‐
eration and cases set‐up; Running the cases, monitoring and control; data extrac‐
tion, benchmark results comparison and data analysis.

• Work‐flow validation for the case study.

• Set‐up and simulation of the case study, critical analysis of the results.
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1.4 Structure

This dissertation is divided into four chapters, as follows:

• Chapter 1 ‐ Introduction, aims to introduce the dissertation’s subject and its con‐
text. The objectives, structure and methodology are described in this chapter.
Since this paper was carried out under a curricular internship, the host company is
also here presented.

• Chapter 2 ‐ Literature Review, provides a brief history about computational fluid
dynamics. This chapter also includes a theoretical framework to different ways of
approaching the modelling of turbulent flows;

• Chapter 3 ‐ Equations and Numerical Methods, in this chapter some basics of com‐
putational fluids dynamics are studied: governing equations, some assumptions
and approximations; boundary conditions; and some two‐equations, eddy‐viscosity
models based on the Reynolds averaged Navier‐Stokes equations (RaNS models).

• Chapter 4 ‐ Turbulence Models Validation, aims to present the performed bench‐
mark simulation results. The results are reviewed and critically evaluated in the
context of the literature and the present knowledge about the subject.

• Chapter 5 ‐ Conclusions and FutureWork, aims to summarize themain conclusions
and to present some future work ideas and/or improvements to be made.

1.5 Host Company

This study is the outcome of a curricular internship that took place at Paulo Queirós de
Faria ‐ Engenheiros Consultores,Lda (PQF), specialized in building physics, performance
and services consultancy, specially HVAC projects, energy consumptions analysis and
thermal comfort.
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2 LITERATURE REVIEW

2.1 Computational Fluid Dynamics (CFD)

CFD was firmly established in the aerospace, automotive and power generation sectors.
Subsequently, it has spread throughout engineering industry [16]. The increase in com‐
putational power, specially in the last decade, has contributed to the simulation of cases
with more complex geometries and elaborate boundary conditions, with a significant re‐
duction of the time spent simulating. A recent revolutionary CFD simulation was con‐
ducted by Professor Bert Blocken of Eindhoven University of Technology entitled The
Peloton Project. Blocken et al. [17] conducted the first aerodynamic simulation and wind
tunnel test of a full peloton of 121 cyclists. With almost 3 billion calculation cells, the
Peloton Project simulation was the largest ever in sports and the largest using commer‐
cial CFD software [18].
CFD has becomeone of themost powerful tools in ventilation research. The very first pre‐
dictions of room air movement were made in the ’70s. Nielsen [7, 19] presented an early
CFD prediction of flow in a ventilated room by showing the great advantage of flexibility
in choosing the configuration and boundary conditions. His work became a fundamental
reference to the majority of the indoor ventilation research that follow. A cooperative
work performed under the IEA for the Energy Conservation in Buildings and Community
Systems Programme, was developed by researchers from 13 different countries [6] with
the aim of evaluating the performance of single‐ and multi‐zone air and contaminant
flow simulation techniques, and to establish their viability as design tools. This project
has become known as Annex 20: Air Flow Patterns within Buildings and it consolidates
the information from the technical reports and papers produced within this subtask, in
such a manner that it serves as entry to more detailed papers, such as Nielsen [20, 21].
Jones andWhittle [22] reviewed the application of CFD to building environmental design,
by analysing the major technical issues, status and capabilities of the ’90s. In the begin‐
ning of the twenty‐first century, Russell and Surendran [23] have reviewed work on the
subject, including one of the first simulations of the thermal mannequin case [24].
In 1996, Baskaran and Kashef [25] presented the application of CFD for modelling wind
environmental conditions around a variety of building configurations. The examined con‐
figurations included, wind flow around a single building, flow between parallel buildings
and air flow around multiple building configurations. They attempted for the first time
ever to simulate the surrounding landscape such as the hills and trees, accounting with
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far more than the buildings. Wind tunnel studies were used for model validation, but
also data from open country exposure, using the power law and normal wind flow con‐
dition, for the comparison. This paper used a number of cells, which at that time would
be considered high, however, now that mesh would still be considered coarse, due to
the massive increase of computational capacity in the last two decades. This evolution
allowed for CFD cases to become more detailed and representative of the physical phe‐
nomena of the real case to study. With CFD it is possible to study specific situations, such
as night ventilation as a way of cooling office buildings and provide comfort in summer
[26] and, therefore, retrieve more detailed conclusions about the strategies that can be
more efficient and advantageous to follow.
In 2003, Sørensen andNielsen [27] discussedmodelling aspects of turbulence andbound‐
ary conditions, as well as aspects related to numerical errors, with emphasis on choice
of differencing scheme and computational grid. Both the development of CFD models
for room air movement and progress in general fluid dynamics research are still strongly
influenced by the increase computer power that has been available for the past few
decades [5]. In 2010, Goethals and Janssens [28] studied the impact of different inlet
and outlet orientations in indoor air flow patterns.
The evaluation of indoor air environment has been one of the main targets in venti‐
lation design, from the start of CFD applications. Simulations of mechanical ventila‐
tion in buildings became a common practice [29, 30, 31]. However, due to energy con‐
sumption reduction targets, natural ventilation studies have also significantly increased
[32, 33, 34, 35, 36, 37].
Only in the last three years, CFD simulation of air flow in indoor environments have sig‐
nificantly increased. Inspired by the impact of COVID‐19, many researchers and scientists
have reviewed, updated and re‐simulated previous papers about pathogen transmission.
This new wave of research papers includes research from subjects such as saliva par‐
ticulate transport during human cough with and without facial masks [38], to more di‐
rect studies involving air conditioning systems, such as the one done by Bhattacharyya et
al.[39] that investigates the effectiveness of conditionedair released fromair‐conditioning
machines to mix with aerosol sanitizer to reach every point of the space of the isolation
room so as to kill the COVID‐19 virus.
In 2015, Ito et al. [40, 41, 24] reviewed and compared performance and results for two
benchmark tests, from the IEA Annex 20, for six different commercial CFD codes. Some
IEA Annex 20 benchmarks will be part of this dissertation studies.
In order to understand and properly implement CFD methods, some basic contents have
to be initially examined. This is the subject of the following sections.

2.2 Modelling of Turbulent Flows

Flows that include turbulence are difficult to describe exactly mathematically, therefore
it is costume to use semi‐empiricalmodels to represent this phenomena. These are called
turbulence models. These models combined with simplifications such as the Boussinesq
approximation affect the accuracy of the solution, thereupon, care is neededwhen draw‐
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ing conclusions from calculations in which these models are used [42].
Turbulence models predict eddy viscosity as a function of position in the flow. They do it
so by solving a set of transport equations for properties of the turbulence. These trans‐
port equations are not exact laws of fluid motion, they contain a degree of empiricism
that is designed to allow predictions of engineering accuracy in many, although not all,
situations [43].

2.2.1 Direct Numerical Simulation

The Direct Numerical Simulation (DNS) of turbulence consist in solving numerically the
Navier‐Stokes equations in such a way as to resolve all the essential turbulent scales [44].
The principal advantage of DNS is that it provides extremely detailed information about
the flow, such as turbulence intensities, vorticity, fluctuations, Reynolds stresses, their
budget terms, along with others [45]. In addition, it is possible to specify the case pa‐
rameters (inflow, boundary conditions, etc.) more accurately [46], which can be very
useful.
Moin and Mahesh [47], Perić and Ferziger [48], Lee and Moser [49], among others, con‐
cluded that DNS must be used as a research tool and not as brute‐force solution to the
Navier‐Stokes equations for engineering problems. DNS spends most of the computa‐
tional effort on resolving scales that are not very important for determining second‐order
quantities such as the Reynolds stresses and the scalar flux [50]. This degree of detail con‐
tributes to a highly time‐consuming data generation and requires a large computational
capacity. For example, Wu and Moin [51], to simulate a simple case of a fully developed
incompressible pipe flow with a relatively small number of cells, required for:

• Re ≈ 5300, 128 processors on 16 IBM 8‐way P655+nodes;

• Re ≈ 44000, 1024 processors on 128 IBM 8‐way P655+nodes.

Furthermore, in DNS large memory to store data is required. In this case, it was achieved
up to 25 GB of data per iteration datafile.
Another well known limitation of DNS is its restriction to low Reynolds numbers. Most
of the cases use Reynolds numbers up to≈ 6000 and simple geometries (channel flows,
backward‐facing step case and free jets) [52, 45, 53].
More recently, and due to the advances in computer power, more complex cases, such
as the ones including heat transfer have been simulated with DNS [54].

2.2.2 Large Eddy Simulation

Large Eddy Simulation (LES) attempts to overcome the limitations of DNS by resolving
some eddies (largest scale), while the effects of the smaller scale (sub‐grid scale (SGS))
motions are modelled. LES is an unsteady, three‐dimensional simulation methodology
[55].
In LES, the dependent variables are time‐dependent, therefore the equations must be
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solved transiently. This is themain reasonwhy LES ismuchmore expensive thanReynolds‐
averaged Navier‐Stokes (RaNS) [56]. In spite of LES being much more costly than RaNS, it
is also more accurate.
The conceptual steps for LES are presented with more detail by Pope [50]. LES has been
widely used for not only turbulent flow analysis but also for combustion, aeroacoustics,
and more. A great majority of large‐eddy simulation include external flows around build‐
ings [57, 58, 59] and combustion [60, 61].
”Good” LES will resolve at least 80% of the turbulent kinetic energy [62], which inevitably
requires an advanced and accurate SGS model to properly model the effects of SGS mo‐
tions. Pope [61] discussed the development of a numerical algorithm and solver capable
of performing large‐eddy simulation in the very complex geometries and high Reynolds
numbers, two of the main issues of LES. In addition, in most practical engineering flows,
performing a wall resolved LES is too big of a task due to large Reynolds number, since
the log‐law will not hold as in RaNS [62, 63].

2.2.3 Detached Eddy Simulation (DES)

Detached Eddy Simulation (DES) was created in 1997 to address the challenge of consid‐
erably separated flows at high Reynolds number. DES was defined with intent of com‐
bining the strengths of Reynolds‐averaged methods and of Large‐Eddy Simulations, in a
non‐zonal manner [64, 65]. Spalart [66] proposed a ”working definition” of DES, which
states ”that the boundary layer is treated by RaNS, and regions of massive separation
are treated with LES; the space between these areas, known as the gray area, may be
problematic unless the separation is abrupt, often fixed by the geometry”(p.183).
DES has been shown good results, speciallywhen applied to aerodynamics such as perfor‐
mance of airfoils andwinged bodies [65, 67, 68, 69], propulsive jets [70], gases dispersion
[71] and aeroacoustic of high lift devices and landing gears [72, 73, 74, 75, 76, 77].
The main advantage of DES over LES in case of external flows, is its requirement of lesser
number of nodes because unsteadiness dominates predominately over a small region
around the body [78].

2.2.4 Reynolds‐averaged Navier‐Stokes Simulation (RaNS)

The vast majority of CFD simulations has been carried out with procedures based on
the Reynolds‐averaged approach to the Navier–Stokes equations [16]. Usually, the av‐
eraged properties of the flow, provide sufficient information for most engineering pur‐
poses. RaNS methods require much less computational capacity when compared with
LES or DNS, therefore remain the first choice for most industrial CFD users [79].
The base of RaNS methods is the Reynolds decomposition [48]. These fluctuating com‐
ponents of the velocity give rise to the Reynolds stresses, which are computed by tur‐
bulence models. Most RaNS models use the Boussinesq hypothesis (linear eddy‐viscosity
models (EVMs)) for the viscosity [80] or non‐linear eddy viscosity formulations [81]. Non‐
linear EVMs were developed to combine computational robustness and efficiency of lin‐
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ear EVMs with improved accuracy of second moment closures [82]. Others do not use
these hypotheses and are far superior to the EVMs, the Reynolds‐stress models. How‐
ever, they are much more complex, numerically unstable and require a higher computer
capacity [83].
Figure 2.1 shows different groups of turbulence models and there relative computational
cost.

Figure 2.1 – Multiscale and Multiresolution approaches for turbulence [1]

The RaNS turbulence models are usually classified on the basis of the number of addi‐
tional transport equations that need to be solved along with the flow equations [16].
Some examples are: the zero‐equation (Mixing length),one‐equation (Spalart‐Allmaras),
two‐equation (k− ε, k−ω, q− ζ), three‐equation (k− kl−ω), four‐equation (γ−Reθ,
v′2 − f ), seven‐equation (Reynolds Stress Models) etc.

k − ω and k − ε are the more common ”families” of RaNS turbulence models used.
Historically, the k−ω appear first, however this version proposed by Kolmogorov in 1942
[84] was somewhat brief and didn’t establish values for all of the closure coefficients.
In 1970, Saffman [85] proposed a superior formulation for the k − ω model that has
served as the basis for the k − ω turbulence models that followed. Since 1970, several
formulations of the k − ω model were proposed, such as the more known Wilcox’s k −
ω model versions [86, 87, 2] and Menter’s [88] formulation of the k − ω Shear Stress
Transport.
The k − ω model is mostly used in aerodynamics and turbo machinery [89, 90] for two
main reasons, doesn’t require any wall‐damping functions nor the computation of wall
distances, and it models near‐wall interactions more accurately than k − ε models. The
k − ω model is superior to k − ε in the treatment of the viscous near‐wall region, and
in accounting for the effects of streamwise pressure gradients [50]. The k − ω model
has, however, a major drawback, it is very sensitive to free‐stream boundary conditions
[88, 91, 92].
The k − ω SST (Shear Stress Transport) model it is a combination of the k − ω model (in
the inner boundary layer) and the standard k − ε model (in the outer region) [93]. This
model has been successful for flows with moderate adverse pressure gradients, but fails
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for flows with pressure induced separation [94]. Although, the k − ω SST model is still
sensitive to free‐stream boundary conditions [88].

The earliest development efforts of the k−εmodel weremade by Chou [95] in 1945, but
similarly to what happened with the k − ω formulation, it wasn’t until 1972 that Jones
and Launder [96] presented the very first complete formulation of the k − ε, this ver‐
sion would be adjusted two years latter, regarding the model’s closure coefficients, by
Launder and Spalding [97] and this what is currently known as the standard k− εmodel.
Besides the standard k− εmodel, some well known variants exist, such as the realizable
k − ε [98] and the RNG k − ε [99, 100] models.
The standard k − ε model has shown to be reliable in the prediction of both near‐wall
and free‐shear‐flow phenomena, with relatively small pressure gradients [97]. However,
when it comes to problems involving adverse pressure gradients, large separations, and
complex flows with strong curvatures, the model might not yield accurate predictions
[101]. The standard k− εmodel has proven to be reliable and robust for many engineer‐
ing applications [102]. This model has shown good results in air ventilation performance
[103, 104, 31]
The realizable k − εmodel was developed with the aim of solving some of the standard
k−ε limitations, such as the performance for flowswith a highmean shear rate or amas‐
sive separation, which in the cases of the eddy viscosity is over‐predicted by the standard
eddy viscosity formulation [105]. The realizable k−εmodel has been tested for different
turbulent flow calculations and it has shown good agreement with the experimental data
for:

• Rotating homogeneous shear flows. The realizable k − ε is better in predicting
rotation flows. The standard k − ε model does not show the effects of rotation,
as it gives the same growth rate of turbulent kinetic energy as in cases with no
rotation [98, 106, 107].

• Boundary‐free shear flows (mixing layer, planar and round jet). For the first two,
the realizable k−ε has shown significant improvements in the prediction of turbu‐
lent kinetic energy and the Reynolds shear stress distributions, specially for their
peak levels. For round jets, both the standard and the realizable k − ε predictions
agreewell with the experimental data, however the standard k−ε predicts a wider
distribution of the mean velocity profile [108, 109, 110, 111].

• Good predictions of the recirculation zone near walls [112, 113], specially in bench‐
marks as the backward‐facing step [114, 115]

• Channel flow and boundary layer flows. In these case, the predictions for the real‐
izable and standard k−εmodel are very similar and little improvement is observed
[105, 116].

RNG k−εmodel is anotherwell known k−εmodel formulation, here the effective viscos‐
ity accounts for low‐Reynolds number effects [100]. The model has showed good agree‐
ment with experimental measurements in modelling different configurations of swirling
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flow [117, 118], homogeneous shear flows [119, 100], supersonic axisymmetric sepa‐
rated base flows [120], engine flows [121, 122, 123] and external flows [124, 125]. Good
agreement with experimental data has also been found for indoor environments ventila‐
tion [126, 127, 128].

In the next chapter, focus will be given to the formulation of some RaNS models based
on the eddy viscosity assumption, as some basic notions needed to develop a CFD case.
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3 EQUATIONS AND NUMERICAL METHODS

3.1 Governing Equations

CFD is fundamentally based on the governing equations of fluid flow [129]. They are
a mathematical representation of the conservation laws of physics. Understanding the
governing equations it is necessary to numerically solve a fluid flow. This equations are
the continuity (eq. 3.1), momentum (eq. 3.8) and energy (eq. 3.12) equations [16].

3.1.1 Continuity Equation

The differential equation of mass conservation or continuity equation does not require
assumptions except that the density and velocity are continuum functions. The continuity
equation (eq. 3.1), is a general expression of the overall mass conservation requirement,
and it must be satisfied at every point in the fluid [130].

∂ρ

∂t
+∇ · (ρu) = 0 (3.1)

where ρ is the density of the fluid and u is the velocity vector.
For steady flow, this law requires that the net rate at which mass enters a control volume
must equal zero. Furthermore, considering an incompressible fluid, where ρ is a constant
it yields [131]:

(∇ · u) = ∂u

∂x
+

∂v

∂y
+

∂w

∂z
= 0. (3.2)

where u, v and w are the x, y and z‐components of the velocity.

3.1.2 Momentum Equation

Conservation of linear momentum can be presented as a general differential equation
known as the Cauchy’s Equation:

∂

∂t
(ρu) +∇ (ρuu) = ρg+∇σij (3.3)

Cauchy’s equation (eq. 3.3) is not very useful as it is, because the stress tensor σij , con‐
tains more unknown variables then equations. To the problem be solvable it is necessary
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six more equations. These equations are called constitutive equations [132], and they
allow to write the stress tensor as:

σij = τij︸︷︷︸
viscous stresses

− pI︸︷︷︸
pressure stresses

(3.4)

If it is assumed that the flow is isothermal and incompressible, then:

τij = µ

(
∂ui

∂xj

+
∂uj

∂xi

)
(3.5)

Substituting equation 3.5 and equation 3.4 into the Cauchy’s equation (eq. 3.3), is possi‐
ble to obtain, for example, for the x‐component:

ρ
du

dt
= −∂p

∂x
+ ρgx + µ


∂

∂x

= 0, due to continuity equation
for incompressible flow︷ ︸︸ ︷(
∂u

∂x
+

∂v

∂y
+

∂w

∂z

)
+

Laplacian of velocity
component u︷ ︸︸ ︷

∂2u

∂x2
+

∂2u

∂y2
+

∂2u

∂z2

 (3.6)

Therefore, the momentum equation of the x‐component can be written as:

ρ
du

dt
= −∂p

∂x
+ ρgx + µ∇2u (3.7)

Combining the three components into one vector equation the result is theNavier‐Stokes
Equations for incompressible flow with constant viscosity:

ρ
du
dt

= ρg−∇p+ µ∇2u (3.8)

Equation 3.8 still has 4 unknowns (3 velocity components and pressure), thus it’s nec‐
essary another equation to make the problem solvable, the incompressible continuity
equation (eq. 3.2).

3.1.3 Energy Equation

In the most cases, temperature variations are significant and considerations must be
taken when preparing a CFD case. The main issue is that the energy and momentum
equations are coupled and must be solved simultaneously. Fortunately, the coupling is
not usually so strong that will withhold the solution of the equations in sequential ap‐
proach [48, 8].
CFD codes generally do not consider radiation and radiation heat transfer, since its up to
the user to choose if, considering radiation is relevant or not. When consider, its usually
implemented by radiation models [133]. The following form of the energy equation will
not have into account radiation or radiation heat transfer.
In most CFD codes, such as Ansys Fluent, COMSOL and OpenFOAM can deal with the en‐
ergy equation as total energy, internal/thermal energy or energy equation in terms of
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enthalpy (useful for chemical reactions and combustion). The thermal energy/internal
energy (e) equation is:

∂(ρe)

∂t︸ ︷︷ ︸
Unsteady

+∇ · (ρue)︸ ︷︷ ︸
Convection

= − ∇ · q︸ ︷︷ ︸
Diffusion

+ Se︸︷︷︸
Source

(3.9)

where e = cpT and the heat flux is q = −kcond∇T (Fourier’s Law)[131]. Equation 3.9 is
not sufficient for compressible flowswhere the flow speed is high. Internal energy can be
converted into mechanical/kinetic energy (K). The kinetic energy of the flow (per unit
mass) is:

K =
1

2
(u · u) = 1

2
(|u|)2 (3.10)

The kinetic energy (K) can be written in form of a differential equation, after a derivation
process [134], as:

∂(ρK)

∂t
+∇ · (ρuK) = ∇ · (σ · u)︸ ︷︷ ︸

Strain energy

+ ρg · u︸ ︷︷ ︸
Potential energy

(3.11)

Now, the differential total energy (E) equation can be obtain, by simply adding the inter‐
nal (e) and kinetic energy (K) equation, E = e+K, and considering the decomposition
of the total stress tensor (eq. 3.4), it yields:

∂(ρE)

∂t
+∇ · (ρuE) +∇ · (pu) = −∇ · q+ Se +∇ · (τ · u) + ρg · u (3.12)

This is the formusedbydensity‐based solvers (compressible flows), pressure‐based solvers
use the internal energy equation, rather than the total energy equation.

3.1.4 Boussinesq Approximation for Buoyancy Driven Flow

Density it is often assumed to vary linearly with temperature. However if the variation is
not large, it is possible to neglect the density in the unsteady and convection terms, but
not in the gravitational term [80]. This is called the Boussinesq approximation. It is also
a standard practice to use the kinematic pressure in incompressible flow solvers:

pk =
p

ρ0
(3.13)

and therefore the continuity and Navier‐Stokes equations can be written as follows:

∇ · u = 0 (3.14)

∂u
∂t

+∇ · (u · u) = −∇pk + ν∇2u+
ρg
ρ0︸︷︷︸

Buoyancy force term

(3.15)
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This approximation assumes that the density can be written on the form:

ρ ≈ ρ0 [1− β(T − T0)] , (3.16)

where β is the coefficient of volumetric expansion.
Thus the buoyancy force term can be computed as:

ρg
ρ0

≈ [1− β(T − T0)] g (3.17)

By implementing this approximation, the memory requirement is reduced, because the
density has been removed from the Navier‐Stokes equation. In addition, the degree of
non‐linearity of the Navier‐Stokes equations is reduced, contributing to a more stable
simulation.
This approximation introduces errors of the order of 1% if the temperature differences
(T − T0) are below 2◦C for water and 15◦C for air [48].
The equation can be now written as:

∂u
∂t

+∇ · (uu) = −∇pk + ν∇2u+ (1− β(T − T0)) g︸ ︷︷ ︸
buoyancy

(3.18)

Is still necessary to solve some form of the energy equation to compute the temperature.
In OpenFOAM, the temperature equation is defined in TEqn.H, its definition can be found
in 7.1 ‐ Annex 1.

3.1.5 Law of the wall

The law of the wall is one of the most famous empirically‐determined relationships in
turbulent flows near solid boundaries. According to the classical law of the wall [135],
within the viscous inner layer adjacent to the wall, the molecular viscosity is dominant
and the turbulence‐eddy viscosity is neglected [136]. Themean stream‐wise velocity can
be approximately expressed by a linear relation:

u+ = y+ (3.19)

In the logarithmic sublayer, it can be assumed that the turbulence eddy viscosity is dom‐
inant, whereas the molecular viscosity is negligible. The streamwise velocity can be ap‐
proximately described by the most widely used law of the wall, the semi‐logarithmic re‐
lation (log‐law) [137]:

u+ =
1

κ
ln(y+) + C (3.20)

where κ is the von Karman constant, C is the constant of integration. The values of κ ≈
0.41 andC ≈ 5.0 have beenwidely used for all the wall‐bounded flows and incorporated
in almost all CFD turbulencemodels [138]. y+ is non‐dimensional wall distance for a wall‐
bounded flow.

y+ =
uτy

ν
(3.21)

TURBULENCE MODELS STUDY APPLIED TO ROOM VENTILATION CÉLIA PATRÍCIA DIAS DE ALMEIDA



EQUATIONS AND NUMERICAL METHODS 23

Bradshaw and Huang [139] presented typical values for y+ and the constant C as well as
more detailed formulation of the log law for both velocity and temperature.

Figure 3.1 – Typical velocity profile for a turbulent boundary layer.[2]

3.2 Boundary and Initial Conditions

The laws of motion are incomplete without boundary conditions, they indicate how the
user includes the specific physical phenomena into themathematicalmodel [83]. Bound‐
ary conditions are appropriate constraints that must be specified on the surfaces that
bound a computational domain [43].
To the system can be physically correct and properly solved, the combinations of the
boundary conditions should be close to the real scenario as much as the CFD software
allows, in order to prevent incorrect predictions, and even solver failure.
There are a lot of boundary conditions in CFD codes and OpenFOAM provides a wide
range, such as, geometry constraints, inlet, outlet, wall and coupled conditions, and also,
general conditions for patches and fields.
Special attention must be given to the following boundary conditions:

• General conditions. Boundary conditions are usually reduce to oneof the following
types:

– Dirichlet: fixed value, ϕf = ϕref .
– Neumann: fixed gradient, ϕf = ϕc +∆∇ϕref .
– Mixed: linear combination of Dirichlet and Neumann, ϕf = wϕref + (1 −
w)(ϕc +∆∇ϕref )

• Geometry constraints boundary conditions. The geometry setting of a CFDmodel
refers to the size of the computational domain along with sizes and locations of
all the solid objects. Some cases can be ”geometrically” simplified, e.g. a 3D/2D
geometry can be converted into a 2D/1D geometry, if physically the case remains
feasible; symmetric and cyclic conditions can sometimes be used, etc.
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• Inlet conditions. Theway air is supplied affects the airflowpattern in a room, there‐
fore inlet conditions are the most important. Variables usually defined at the inlet
are, the velocity, pressure, temperature and turbulence conditions.

• Outlet conditions. An outlet generally has little impact on room airflow. However,
the conditions set for the outlet can have a significant influence on the numerical
stability of the simulation.

• Wall conditions. Solid surfaces in an indoor space, such as walls, ceilings, floors,
and the objects surfaces, are all classified as walls.

Nielsen et al. [5] approaches a specific set of boundary and initial conditions more fre‐
quently implemented in CFD ventilation design.

3.3 Turbulence Modelling

Turbulence modelling comes instead of simulating all of the scales of the Navier‐Stokes
equations in space and time. Approximations are going to be made, that allow to obtain
engineering quantities of interest much more efficiently.

3.3.1 Reynolds‐averaged Navier‐Stokes Simulation (RaNS)

When solving all scales of the Navier‐Stokes equations in space and time (DNS) isn’t al‐
ways necessary or possible, when LES is infeasible to use (e.g. 2D simulations) or when
we just want to get some engineering quantities of interest such as average velocity or
temperature in a room it is much more efficient to use Reynolds‐averaged Navier‐Stokes
(RaNS) based turbulence models.
By using RANS, the computational costs can be reduced by solving the statistically aver‐
aged equation system. The present study will take focus on a few two‐equations models,
which are models that prevail in calculations of indoor airflows [140].
In RaNS, the governing equations are the continuity and Navier‐Stokes equations com‐
binedwith amodel for the fluctuations (u′(x, t)). The Reynolds averaging approach to the
Navier‐Stokes equations base idea is to take the Reynolds decomposition of the pressure
(p(x, t)) and velocity field u(x, t),

p(x, t) = p(x) + p′(x, t) (3.22)

u(x, t) = U(x) + u′(x, t) (3.23)

and plug it into the Navier‐Stokes equations,

∂u
∂t

+ (u ·∇)u = −∇p+
1

Re
∇2u (3.24)

and continuity equation (e.g. incompressible flow),

∇ · u = 0 (3.25)
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and average these equations to get a simplified equation of just the mean flow U(x, t) to
obtain a simpler set of equations to solve, that is less expensive but provide a large scale
of information (average lift, average velocity, separation point of the flow over an airfoil,
etc.). From the full derivation [141] we get the momentum equation (x‐component) in
terms of the mean and fluctuating components of the velocity field:

U
∂U

∂x
+ V

∂U

∂y
+W

∂U

∂z
+

∂u′u′

∂x
+

∂u′v′

∂y
+

∂u′w′

∂z︸ ︷︷ ︸
Reynolds stresses

= −∇p+
1

Re
∇2U (3.26)

or, in a more embracing form:

Uj
∂Ui

∂xj

=
1

ρ

∂

∂xj

Pressure︷ ︸︸ ︷
−pδij +

Viscous diffusion︷ ︸︸ ︷
2µSij −

Reynolds stresses︷ ︸︸ ︷
ρu′

iu
′
j

 (3.27)

where Sij is the rate of strain tensor,

Sij =
1

2

(
∂Ui

∂xj

+
∂Uj

∂xi

)
. (3.28)

Here, it is possible to verify that the mean flow profile depends on turbulent fluctuations
(Reynolds stresses), this is what we call the closure modelling problem. The goal of RaNS
approach is to find amodel for the Reynolds stresses in terms ofmean flow and it do it so,
by modelling how the energy flow occurs only using mean flow variables and therefore
the need to define the turbulent kinetic energy (k).

k =
1

2
u′
iu

′
j (3.29)

Whatever the notation of the turbulent kinetic energy equation, this includes terms for
the k rate of change, mean flow convection, pressure diffusion, turbulent transport, vis‐
cous transport, turbulent production and dissipation [141]. A common formulation is the
following:

∂ρk

∂t
+∇ · (ρUk) = ∇

[(
µ+

µt

σk

)
∇k

]
+Gk +Gb − ρε+ Sk (3.30)

In order to finally close the problem, a way to calculate Reynolds stresses (−ρu′
iu

′
j)must

be found. The simpler approach to solve the closure problem, and still the most widely
used, are the eddy viscositymodels [2]. In 1877, Boussinesq [80] proposed away tomodel
the smallest turbulent scales that generate Reynolds stresses, that will act as viscosity in
the Navier‐Stokes equations:

− ρu′
iu

′
j = µt

(
∂Ui

∂xj

+
∂Uj

∂xi

− 2

3

∂Uk

∂xk

δij

)
− 2

3
ρkδij (3.31)
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Equation 3.31 is valid for both the shear and normal stress components. µt is the turbu‐
lent or eddy viscosity, an artificial parameter that controls the ”strength” of the diffusion.
There are a large variety of turbulence models based on the eddy viscosity assumption,
here only the following models will be approach:

• The standard k − ε turbulence model;

• The RNG k − ε turbulence model;

• The realizable k − ε turbulence model;

• The v′2 − f turbulence model.

• The k − ω turbulence model;

• The k − ω SST turbulence model;

3.3.1.1 The standard k − ε turbulence model

The standard k−ε is one of themost common andwidely used turbulencemodel in CFD.
The k− εmodel basis and modifications to the k− ε of Launder and Spalding [97] model
are shown in detail in [142]. In the standard k − ε model, the dependent variables are
the turbulence kinetic energy (k (eq. 3.29)) and the dissipation rate of turbulence energy
(ε (eq. 3.32)):

ε = ν
∂u′

i

∂xj

∂u′
i

∂xj

(3.32)

The turbulent kinetic energy and the dissipations rate of turbulence energy are deter‐
mined from the following pair of equations:

∂

∂t
(ρk) +

∂

∂xj

(ρkUj) =
∂

∂xj

[(
µ+

µt

σk

)
∂k

∂xj

]
+Gk +Gb − ρε− YM + Sk (3.33)

∂

∂t
(ρε) +

∂

∂xj

(ρεUj) =
∂

∂xj

[(
µ+

µt

σε

)
∂ε

∂xj

]
+ C1

ε

k
(Gk + C3Gb)

− C2f2ρ
ε2

k
+ Sε

(3.34)

Equation 3.33 together with equation 3.34 enables the turbulent viscosity µt to be found:

µt = Cµfµρ
k2

ε
(3.35)

f2 and fµ are damping functions:

f2 = fµ = 1 (3.36)

According to Launder and Spalding [97], the constants appearing in equations 3.33 and
3.34 take the values given in following table:
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Table 3.1 – Default model coefficients for standard k − ε.

Cµ C1 C2 C3
a σk σε

0.09 1.44 1.92 ‐0.33 (usual value) 1.0 1.3
a Only used when the effect of buoyancy is included. Not to be confused with (C3,RDT).

In the standard version of the k− εmodel the transport equations are not integrated up
to the walls, instead the logarithmic law of the wall is used to specify the production and
dissipation of kinetic energy in cells near to the wall.
TheOpenFOAM k−εmodel chosen for turbulence is a standard k−ε turbulence model
that can be used for incompressible and compressible flows, its own variant of themodel
includes a compression term based on rapid distortion theory (RDT), a method based
on linear analysis, for calculating ”rapidly changing turbulent flows” under the action of
different kinds of distortions, such as large‐scale velocity gradient, the effects of body
forces, etc. [143].
This alternative differs from the standard k− εmodel (eq. 3.33 ‐ 3.34), hence the model
equations for the turbulence kinetic energy and the dissipation rate are now, respectively,
the following (eq. 3.37 ‐ 3.38):

∂

∂t
(αρk)+∇ ·(αρUk)−∇2(αρDkk) = αρG− 2

3
αρ∇ ·Uk−αρϵ+Sk+SfvOptions (3.37)

∂

∂t
(αρε) +∇ · (αρUε)−∇2(αρDεε) = C1αρG

ε

k
− C2αρ

ε2

k

−
(
2

3
C1 − C3,RDT

)
αρ∇ · Uε+ Sε + SfvOptions

(3.38)

whereDk = νt/σk+ν is the effective diffusivity for k andDε = νt/σε+ν is the effective
diffusivity for ε.

Table 3.2 – OpenFOAM default model coefficients for standard k − ε.

Cµ C1 C2 C3,RDT σk σε

0.09 1.44 1.92 0 1 1.3

In OpenFOAM, as in many CFD codes, it is necessary to stipulate some initialization free‐
stream boundary conditions values at the inlet, in this model the values of k and ε. Es‐
timating these turbulent variables directly is not always easy and therefore, variables as
the turbulence intensity (I) and turbulent length (Lref ) are used. Once the appropriate
values of this properties have been estimated or measured, k and ε can be computed.
For isotropic turbulence1, the turbulence kinetic energy can be estimated by (eq. 3.39):

k =
3

2
(I|Uref|)2 (3.39)

where I is the turbulent intensity, andUref a reference velocity. The turbulence dissipation

1Idealised turbulent state in which the turbulent fluctuations are statistically uniform in all direc‐
tions.
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rate follows as (eq. 3.40):

ε =
C0.75

µ k1.5

Lref

(3.40)

3.3.1.2 The RNG k − ε turbulence model

RNG k−εwas developed by using re‐normalization group (RNGmethods) by Yakhot and
Orszag [99] to re‐normalize the Navier‐Stokes equations, to account for the effects of
smaller scales of motion. Yakhot and Orszag [99] showed how turbulence models could
be developed based on a dynamic re‐normalization group (RNG methods) with the im‐
provements made by Yakhot et. al [100], scale expansions for the Reynolds stress and
production of dissipation terms, lead to a generalised form of the RNG k − ε turbulence
model. The additional parameter is the ratio of the turbulent to mean strain time scale
(η ≡ Sk/ε). In this model the derivation of the ε equation is revised and the constant in
the production of dissipation term is re‐evaluated. A detailed development and analysis
can be found in [144].
The RNG k − εmodel transport equations are:

∂

∂t
(ρk) +

∂

∂xj

(ρkUj) =
∂

∂xj

[(
µ+

µt

σk

)
∂k

∂xj

]
+Gk − ρε (3.41)

∂

∂t
(ρε) +

∂

∂xj

(ρεUj) = C1
ε

k
Gk − C2ρ

ε2

k
−R+

∂

∂xj

[(
µ+

µt

σε

)
∂ε

∂xi

]
(3.42)

where

R = 2ν0Sij
∂u′

i

∂xj

∂u′
j

∂xi

or R =
Cµη

3(1− η/η0)

1 + βη3
ε2

k
(3.43)

and
η =

√
2SijSij

k

ε
(3.44)

and the constants C1, C2, and σk = σε are calculated explicitly. The contributions of R
in eq.3.42 is small for weakly strained turbulence and large in the rapid distortion limit
when η → ∞.
In the renormalization group procedure the values of all the model coefficients (except
β) are derived explicitly.

Table 3.3 – Default model coefficients for RNG k − ε.

Cµ C1 C2 C3 σk σε η0 β

0.0845 1.42 1.68 ‐0.33 0.71942 0.71942 4.38 0.012

The OpenFOAM RNG k − ε can be applied for both incompressible and compressible
flows. The dissipation and turbulent kinetic energy equations are respectively:

∂

∂t
(αρε)+∇ · (αρUε)−∇2(αρDεε) =

(C1 −R)αρCµ
G

ν
− (

2

3
C1 − C3)αρ∇ · Uε− C2αρ

ε2

k
+ Sε + SfvOptions

(3.45)
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∂

∂t
(αρk)+∇·(αρUk)−∇2(αρDkk) = αρG− 2

3
αρ∇·Uk−αρε+Sk+SfvOptions (3.46)

where
R =

η(1− η/η0)

1 + βη3
(3.47)

and
η =

√
2SijSij

k

ε
(3.48)

The default model coefficient are the same as the model defined by Yakhot and Orszag
[99], with the exception of C3 that now equals zero2.

Table 3.4 – OpenFOAM default model coefficients for RNG k − ε.

Cµ C1 C2 C3 σk σε η0 β

0.0845 1.42 1.68 0 0.71942 0.71942 4.38 0.012

The turbulent free‐stream boundary conditions variables can be found in the same man‐
ner as in the standard k − εmodel.

3.3.1.3 The realizable k − ε turbulence model

The realizable k−εmodel was first proposed by Shih et. al [98], among the k−εmodels
is themost recently developed. This model consists on a new definition of the dissipation
rate equation and new eddy viscosity formulation. The dissipation rate equation is based
on the dynamic equation of the mean‐square vorticity fluctuation (ωiωi), once the equa‐
tion for ωiωi is modelled, it is possible to obtain the dissipation rate equation through
equation 3.49 at large Reynolds numbers:

ε = ωiωi (3.49)

In this model, the turbulent viscosity is also modelled as:

νt = Cµ
k2

ε
(3.50)

However, here the coefficient Cµ is not a constant. Shih et al. [105] used a proposed
formulation by Reynolds [145] for the coefficient Cµ, that satisfied the realizability con‐
ditions3 [146]:

Cµ =
1

A0 + AsU (∗) k/ε
(3.51)

where
U (∗) =

√
SijSij + Ω̃ijΩ̃ij, (3.52)

Ω̃ij = Ωij − εijkωk (3.53)

2This is a common change in the value of C3 for k − ε based models, however an explanation
couldn’t be found in the literature.

3Any non‐negative turbulent quantities must remain positive during the evolution of turbulence, and
Schwarz’s inequality between any turbulent quantities must be satisfied all of the time
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and
Ωij = Ωij − εijkωk (3.54)

whereΩij is themean rotation rate viewed in a rotating reference framewith the angular
velocity ωk. The parameter AS and C1 are determined by:

AS =
√
6 cosϕ, ϕ =

1

3
arccos(

√
6W ) (3.55)

W =
SijSjkSki

S̃3
S̃ =

√
SijSij (3.56)

C1 = max
{
0.43,

η

5 + η

}
(3.57)

where
η =

Sk
ε
, S =

√
2SijSij (3.58)

Table 3.5 – Default model coefficients for realizable k − ε.

Cµ C1 C2 A0 σk σε

Equation 3.51 Equation 3.57 1.9 4.0 1.0 1.2

The model equations for k and ε are:

∂

∂t
(kρ) +

∂

∂xj

(kρUj) =
∂

∂xj

[(
µ+

µt

σk

)
∂k

∂xj

]
−Gk − ερ (3.59)

∂

∂t
(ερ) +

∂

∂xj

(εUjρ) =
∂

∂xj

[(
µ+

µt

σε

)
∂ε

∂xj

]
+ C1ρSε− C2

ε2

k +
√
νε

ρ (3.60)

The OpenFOAM realizable k−εmodel can be applied for both incompressible and com‐
pressible flows. The dissipation and turbulent kinetic energy equations are respectively:

∂

∂t
(αρε)+∇ · (αρUε)−∇2(αρDεε) = C1αρSε−C2

αρε2

k +
√
νε

+Sε+SfvOptions (3.61)

∂

∂t
(αρk)+∇·(αρUk)−∇2(αρDkk) = αρG−2

3
αρ∇·Uk−αρε+Sk+SfvOptions (3.62)

where
Cµ =

1

A0 + AsU (⋆) k
ε

(3.63)

and

As =
√
6 cosϕAs ϕAs =

1

3
arccos(

√
6W ) W =

SijSjkSki

(
√
SijSij)3

(3.64)

The turbulent free‐stream boundary conditions variables can be found in the same man‐
ner as in the standard k− ε and the RNG k− εmodel. The default model coefficient are
the same as the model defined by [98, 105] (table 3.5).
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3.3.1.4 The v′2 − f turbulence model

The v′2−f model was originally proposed by Durbin [147], latter improved andmodified
by Lien [148] and Davidson et al. [149], in order to alleviate the ”stiffness problem” asso‐
ciated with the original model caused by the boundary conditions at walls and enhance
numerical stability. The final formulation of the v′2 − f model is the following:
The eddy‐viscosity νt is given by

νt = Cµv′2T, (3.65)

where, T is the turbulent time scale defined as

T = max
{
k

ϵ
, 6

√
ν

ϵ

}
, (3.66)

and L is the turbulent length scale

L = CLmax

{
k3/2

ϵ
, Cη

(
ν3

ϵ

)1/4
}
. (3.67)

νt, T and L are determined from the standard k − ε equations:

∂k

∂t
+ Uj

∂k

∂xj

= Gk − ε+
∂

∂xj

[(
ν +

νt
σk

)
∂k

∂xj

]
(3.68)

∂ε

∂t
+ Uj

∂ε

∂xj

=
Cε1Gk − Cε2ε

T
+

∂

∂xj

[(
ν +

νt
σε

)
∂ε

∂xj

]
(3.69)

The v′2 transport equation is

∂v′2

∂t
+ Uj

∂v′2

∂xj

= kf − 6v′2
ε

k
+

∂

∂xj

[(
ν +

νt
σk

)
∂v′2

∂xj

]
, (3.70)

where kf represents the redistribution of turbulence energy from the streamwise com‐
ponent, therefore equation 3.70 is called the turbulence stress normal to streamlines
equation. Non‐locality is represented by solving an elliptic relaxation equation for f

L2∂
2f

∂x2
j

− f =
1

T

[
(C1 − 6)

v′2

k
− 2

3
(C1 − 1)

]
− C2

Gk

k
. (3.71)

As referred, to overcome some difficulties of the original v′2 − f model, some modifica‐
tions were made by Lien [148] and Davidson et al. [149], these include:

• Modification I ‐ reduction of v′2 as walls are approached.
v′2 should be smaller than the other normal stresses, whichmeans that v′2 ≤ 2k/3.
This relation is not satisfied in the standard v′2 − f model. The first modification
proposed gives v′2 ≤ 2k/3 everywhere. The source term kf in the v′2‐equation
(eq. 3.68) is the modelled pressure strain term which is dampened near walls as f
goes to zero. In the homogeneous region far away from the wall, the Laplace term
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is assumed to be negligible i.e. ∂2f/∂xj∂xj → 0. Then 3.71 reduces to

fhom = − 1

T

[
(C1 − 6)

v′2

k
− 2

3
(C1 − 1)

]
+ C2

Gk

k
(3.72)

In the region far away from the wall, the Laplace term is not negligible, and con‐
sequently v′2 gets too large so that v′2 > 2

3
k. A simple upper bound limit on the

source term kf in the v′2−equation was also proposed:

v′2source = min
{
kf,

1

T

[
(C1 − 6)v′2 − 2k

3
(C1 − 1)

]
+ C2Gk

}
(3.73)

This modification ensures that v′2 ≤ 2k/3.

νt = min
{
0.09k2/ε, 0.22v′2T

}
(3.74)

• Modification II ‐ two turbulent viscosities are defined.
In the v′2− f model there are two velocity time scales, (v′2)1/2 and k1/2. The wall‐
normal stress v′2 is dampened near walls as f goes to zero. Thus it is natural to
introduce two viscosities, one for wall‐normal diffusion (νt,⊥) and one for diffusion
parallel to the wall (νt,∥). Davidson et. al [149] propose to compute them as

νt,⊥ = 0.22v′2T, νt,∥ = 0.09kT (3.75)

Table 3.6 – Default model coefficients for v′2 − f .

Cµ σk σε Cε2 C1 Cη CL C2 Cε1

0.22 1 1.3 1.9 1.4 70 0.23 0.3 1.4(1 + 0.05(k/v′2)1/2)

OpenFOAM’s model equations for the v′2 − f turbulence model are the following:
Dissipation rate of turbulence energy equation (ε)

∂

∂t
(αρε) +∇ · (αρUε)−∇2(αρDεε) = Cε1αρ

G

T
−
(
2

3
Cε1 + Cε3

)
αρ∇ · Uε

− Cε2α
ρ

T
ε+ SfvOptions

(3.76)

Turbulent kinetic energy equation (k)

∂

∂t
(αρk)+∇ · (αρUk)−∇2(αρDkk) = αρG− 2

3
αρ∇ ·Uk−αρε+SfvOptions (3.77)

Relaxation function equation (f )

−∇ ·2 f = − 1

L
f − 1

Lk

[
1

T

[
(C1 −N)v′2 − 2

3
k(C1 − 1.0)

]
− C2G

]
(3.78)
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Turbulence stress normal to streamlines equation (v′2)

∂

∂t
(αρv′2) +∇ · (αρUv′2)−∇2 · (αρDkv′2) = −Nαρ

ε

k
v′2 + SfvOptions

+ αρmin
{
kf , C2G− 1

T

[
(C1 −N)v′2 − 2

3
k(C1 − 1.0)

]} (3.79)

where
T = max

{
k

ε
, 6

√
ν

ε

}
(3.80)

L = CL ·max

{
k3/2

ε
, Cη

(
ν3

ε

)1/4
}

(3.81)

νt = min
{
Cµke

k2

ε
, Cµv′2T

}
(3.82)

and

Cε1 = 1.4

[
1 + 0.05min

{√
k

v′2
, 100

}]
(3.83)

Table 3.7 – OpenFOAM default model coefficients for v′2 − f .

Cµ Cµkε C1 C2 CL Cη Cε2 Cε3 σε σk

0.22 0.09 1.4 0.3 0.23 70 1.9 ‐0.33 1.3 1

The turbulent free‐stream boundary conditions k and ε variables can be found in the
same manner as in the standard k− εmodel. The inlet value for v′2 can also be approxi‐
mated by

v′2 = 2/3k (3.84)

and the boundary condition for f is zeroGradient.

3.3.1.5 The k − ω turbulence model

The k− εmodels are not very accurate at predicting boundary layers with adverse pres‐
sure gradients and low Reynolds numbers applications [150]. The second most widely
used two‐equation turbulence model is the k − ω model, originally proposed by Kol‐
mogorov [84] and Spalding [151] that has been developed byWilcox [86] and others (see
[150, 2]).
There are many variants of the k − ω model, however OpenFOAM (version 6) uses the
k − ω turbulence model version developed by Wilcox in 1998 [87, 152], and therefore
the k − ω model presented here4.

∂(ρk)

∂t
+

∂(ρUjk)

∂xj

= Gk − β⋆ωk +
∂

∂xj

[(
µ+ σk

ρk

ω

)
∂k

∂xj

]
(3.85)

4The most recent version of OpenFOAM (version 9) now includes the Wilcox (2006) [2] formulation.
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∂(ρω)

∂t
+

∂Ujω

∂xj

=
γω

k
Gk − βρω2 +

∂

∂xj

[(
µ+ σω

ρk

ω

)
∂ω

∂xj

]
(3.86)

Table 3.8 – Default model coefficients for k − ω.

Cµ = β⋆ σk σω β0 γ

0.09 0.5 0.5 9/125 13/25

The eddy viscosity is:
µt =

ρk

ω
or νt =

k

ω
(3.87)

The k − ω model in OpenFOAM is a standard high Reynolds‐number k − ω turbulence
model for incompressible and compressible flows. OpenFOAM’s model equations for
the k − ω turbulence model that implement the Wilcox (1998) formulation [87] are the
following:

∂

∂t
(αρω) +∇ · (αρUω)−∇2(αρDωω) = γαρG

ω

k
− 2

3
γαρ∇ · Uω − βαρω2

+ SfvOptions

(3.88)

∂

∂t
(αρk)+∇·(αρUk)−∇2(αρDkk) = αρG− 2

3
αρ∇·Uk−β⋆αρωk+SfvOptions (3.89)

Table 3.9 – OpenFOAM default model coefficients for k − ω.

Cµ = β⋆ αk = σk
−1 αω = σω

−1 β = β0 γ

0.09 0.5 0.5 0.072 0.52

The turbulent free‐stream boundary conditions k and ε variables can be found in the
same manner as in the standard k− εmodel. The inlet value for ω can be found through
equation 3.90:

ω =
k0.5

Cµ Lref

(3.90)

3.3.1.6 The k − ω SST turbulence Model

The k − ω SST model was proposed by Menter [89, 153] in attempt to address the prob‐
lems of the k−ε and k−ωmodels. It has been especially designed for predicting adverse
pressure gradient flows where most of the two‐equation models are known to fail [93].
The idea behind the SST model, the combination of the best elements of the k − ε and
the k − ω model. There are three main differences in the k − ω SST model:

• The introduction of a cross‐diffusion term (eq.3.91) in the ω equation, that makes
the model insensitive to free‐stream flows.

2(1− F1)ρσω2
1

ω

∂k

∂xi

∂ω

∂xi

(3.91)
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• The use of blending functions to blend the equations together and also blend be‐
tween the empirical constants. They allow proper calculation of the near‐wall and
far‐field areas. F1 is equal to zero away from the surface (k−εmodel), and switches
over to one inside the boundary layer (k − ω model).

γ = γ1F1 + γ2(1− F1) (3.92)

• The turbulent eddy viscosity now takes into account the transport of the turbu‐
lent shear stress (based on Bradshaw’s assumption) [153] by including a”viscosity
limiter” and is defined as follow:

νt =
a1k

max(a1ω, SF2)
(3.93)

Where S is the invariant measure of the strain rate and F2 is a second blending
function defined by:

F2 = tanh


[
max

(
2
√
k

β⋆ωy
,
500ν

y2ω

)]2 (3.94)

These differences intend to make the k − ω SST model more precise for a larger variety
of flows than the k − ω model.
In the k − ω SST the transport equations for k and ω are the following [94]:

∂(ρk)

∂t
+

∂(ρUik)

∂xi

= G̃k − β⋆ρkω +
∂

∂xi

[
(µ+ σkµt)

∂k

∂xi

]
(3.95)

∂(ρω)

∂t
+

∂(ρUiω)

∂xi

=
γGk

νt
− βρω2 +

∂

∂xi

[
(µ+ σωµt)

∂ω

∂xi

]
+ 2(1− F1)ρσω2

1

ω

∂k

∂xi

∂ω

∂xi

(3.96)
Where the blending function F1 is defined by:

F1 = tanh


{
min

[
max

( √
k

β⋆ωy
,
500ν

y2ω

)
,
4ρσω2k

CDkω y2

]}4
 (3.97)

with
CDkω = max

(
2ρσω2

1

ω

∂k

∂xi

∂ω

∂xi

, 10−10

)
(3.98)

and y is the distance to the nearest wall.
A production limiter is used in the SST model to prevent the build‐up of turbulence in
stagnation regions:

G̃k = min(Gk, 10 · β⋆ρkω) (3.99)
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Table 3.10 – Default model coefficients for k − ω SST.

β⋆ γ1 β1 σk1 σω1 γ2 β2 σk2 σω2

0.09 5/9 3/40 0.85 0.5 0.44 0.0828 1 0.856

OpenFOAM’s version of the k − ω SST used is based on the Menter (2001) [154] for‐
mulation, with the updated coefficients fromMenter (2003) [94] and the addition of the
optimal F3 term for rough walls from Hellsten [93]. In OpenFOAM the implementation
of the k − ω SST is written in terms of αk or ω coefficients instead of σ (α = 1/σ) so that
the blending could be applied to all of the coefficients in a consistent manner.
The turbulent eddy viscosity is defined as follows:

νt =
a1k

max
(
a1ω , b1F2

√
S2

) (3.100)

and the turbulent frequency (ω) and turbulent kinetic energy (k) are respectively:

∂

∂t
(αρω)+∇ · (αρUω)−∇2(αρDωω) =

αργ ·min
{
G

ν
,
c1
a1

β⋆ω ·max
{
a1ω , b1F23

√
S2

}}
− 2

3
αργ∇ · Uω

−αρβω2 − αρ(F1 − 1)CDkω

ω
+ Sω + SfvOptions +QSAS

(3.101)

∂

∂t
(αρk) +∇ · (αρUk)−∇2(αρDkk) = αρG̃− 2

3
αρ∇ · U− αρβ⋆ωk + Sk

+ SfvOptions

(3.102)

Where the blending functions (F1, F2 and F3) are defined by:

F1 = tanh


[
min

[
max

( √
k

β⋆ωy
,
500µ/ρ

y2ω

)
,

4αω2k

CDkωy2

]]4 (3.103)

F2 = tanh


[
max

{
2
√
k

β⋆ωy
,
500µ/ρ

ωy2

}]2 (3.104)

F3 = 1− tanh

{[
150µ/ρ

ωy2

]4}
(3.105)

where
G̃ = min {G , c1β

⋆kω} (3.106)

and
CDkω = max

(
2αω2∇k∇ω

1

ω
, 10−10

)
(3.107)

All the constants are computed by a blend from the corresponding constants of the k− ε
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and the k − ω model via γ = γ1F1 + γ2(1− F1).

Table 3.11 – OpenFOAM default model coefficients for k − ω SST.

αk1 αk2 αω1 αω2 β1 β2 β⋆ γ1 γ2 a1 b1 c1
0.85 1.0 0.5 0.856 0.075 0.0828 0.09 5/9 0.44 0.31 1.0 10.0

The turbulent free‐stream boundary conditions k, ε and ω variables can be found in the
same manner as in the k − ω model.

3.3.2 Main Conclusions

There are some limitations with RANS models due to the assumptions made. For exam‐
ple the use of an eddy viscosity to close the Navier‐Stokes equations or the presumption
that the turbulence is effectively isotropic. These limitations include, among others, sec‐
ondary flows induced by turbulence, rotational flows, transitional flows, unsteady flows
and stagnant regions in flows. However, each model tries to provide some sort of solu‐
tion for one or more of these limitations.
The models here studied can be divided into two groups, the k− εmodels and the k−ω

models. It was possible to verify that, the former are commonly used when the main
area of interest is the far from walls region and the latter in near wall regions. This can
be justified by the way this models first appeared.
It was found that the use of damping functions that are necessary in the k − ε become
unreliable when applied to a variety of flows that are different from the ones used for
their calibration. Therefore, constant updating of the k − ε model functions and coef‐
ficients have be presented, throughout the years, by other versions of the k − ε model
(e.g. realizable or RNG) or by using other functions for the near wall treatment (v′2 − f ,
log‐law, wall functions,etc.).
The k − ω model typical application would be external aerodynamics, such as flow over
an airfoil, as such the region to be analysed is near the wall. The formulation of these
models does not require near wall damping functions. After the k − ω was first pro‐
posed, it was found that the solution values for the k − ω model were actually sensitive
to initial conditions. The k − ω SST tries to solve the problem of separated flows, which
was found, for both k − ε and k − ω models, that the wall shear stress was to high and
the flow would not separate correctly.
The most important notion to retain is, no universal RaNS turbulence model exists yet!
Computational results must be compared with experimental data, critically analysed and
validated for each model and case.
A proper CFD study case doesn’t depend only on the proper choice of turbulence model
or boundary conditions, the way the equations are coupled and solved is another impor‐
tant factor, as it will be analysed in the next section.
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3.4 Solution Method

Considering the continuity and incompressible Navier‐Stokes equations, there are four
equations and four unknown variables, hence it shouldn’t be a problem to solve this
equations numerically. However, there’s no equation for pressure (p). The continuity
equation is actually a restriction. The convection term in themomentumequation is non‐
linear and it may not necessarily be available an equation of state (e.g. Ideal gas law) to
use to compute the pressure. These are some of the many reasons why algorithms, such
as SIMPLE and PISO, are used to solve the equation system.

3.4.1 Finite Volume Methods

OpenFOAM applications are designed for use with unstructured meshes, offering up to
2nd order accuracy, predominantly using collocated variable arrangements [155]. In the
2nd order finite volume methods (FVM), the flow variables (p, T,U) vary linearly across
the cell(control volume (CV)) and these values are stored at the centroid of the control
volume [48].
The conservative form of the general scalar transport equation for the property ϕ is:

∂

∂t
(ρϕ)︸ ︷︷ ︸

unsteady

+∇ · (ρϕu)︸ ︷︷ ︸
convection

−∇ · (Γ∇ϕ)︸ ︷︷ ︸
diffusion

− Sϕ︸︷︷︸
source

= 0 (3.108)

The Finite Volume Method requires the integration over a control volume such that:∫
V

∂

∂t
(ρϕ) dV +

∫
V

∇ · (ρϕu) dV −
∫
V

∇ · (Γ∇ϕ) dV −
∫
V

Sϕ dV = 0 (3.109)

This equation is discretized to produce a system of algebraic equations of the form of a
general matrix: 

M11 M12 . . . M1n

M21 M22 . . . M2n

. . . . . .
. . . . . .

Mn1 Mn2 . . . Mnn



x1

x2

...
xn

 =


B1

B2

...
Bn

 (3.110)

Or
Mx = B (3.111)

Where,M is the coefficient matrix, x a vector of unknowns and B a source vector.

The discretization process employs user selected schemes (fvSchemes file in OpenFOAM)
to buildM matrix and x vector (e.g. U). This is where it is defined how to integrated each
term in the equation. Integration process of constant source terms, linear source terms,
convection terms, and diffusion terms can be found in books such as Perić and Ferziger
[48], and Versteeg and Malalasekera [16].
Integration of the convection and diffusion terms, it’s very complex, because they contain
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the divergence operator. Therefore, the Gauss divergence theorem is used to integrate
these terms: ∫

V

(∇ · u) dV =

∮
S

(n · u)dS (3.112)

The above equation is the starting point for the finite volumemethod [48]. The equation
3.109 can now be written as follows:

∂

∂t

∫
V

(ρϕ) dV +

∮
S

(ρϕu · n) dS︸ ︷︷ ︸
convective flux

−
∮
S

(Γ∇ϕ · n) dS︸ ︷︷ ︸
diffusive flux

−
∫
V

Sϕ dV = 0 (3.113)

Since face centres are now being dealt with, and that is the only information available at
the centroid values, face interpolation is needed. The face values appearing in the con‐
vective and diffusive fluxes are therefore computed by interpolation from the centroid
values of the control volumes at both sides of face f . This is where the face interpola‐
tion schemes enter. Some examples are, Upwind, second‐order /linear‐Upwind, central
differencing, Quadratic Upstream Interpolation for Convective Kinematics (QUICK), etc.
Many other interpolation schemes exist, and is up to the user to choose which one is the
most appropriated [156, 48, 16].

The generic and comparable solution procedure inmatrix form, for pressure‐velocity cou‐
pling algorithms can be described as follows [157] :

1◦. Solve the momentum predictor

MU = −∇p (3.114)

The coefficient matrix (M ) is known. On the right hand side of equation 3.114, an
initial guess/previous iteration of the pressure term, and solving for the velocity field
(guessed value, since the continuity equation is not yet satisfied), it is possible to
calculate a H matrix. The reason the H matrix is calculated is because the H is a
source term on the right hand side of the pressure equation.

2◦. Extract theAmatrix (the diagonal) from theHmatrix and compute theHmatrix using
the computed velocity field.

H = AU−MU (3.115)

the Hmatrix depends on the velocity field.

3◦. The pressure equation can now be assemble:

∇ ·
(
A−1∇p

)
= ∇ ·

(
A−1H

)
(3.116)

Notice that the H and the A appear on the left and right‐hand side of the equation.
Once solved, the pressure field can be used to correct the velocity field so that it
satisfies the continuity equation.

U = A−1H− A−1∇p (3.117)
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the difference in equation 3.117 is that the velocity field is now calculated explicitly.
At this point, the velocity field computed will satisfy the continuity equation and this
is the velocity field at the end of the algorithm. However, the pressure field is no
longer correct even through the velocity field satisfies the continuity equation, and
therefore needs updating.
This is were the PISO and SIMPLE algorithms differ, in how to go back and update the
pressure equations by updating the Hmatrix.

In summation, the SIMPLE and PISO Algorithm procedure are, respectively, the following:

MU = −∇p (3.118)
H = AU−MU (3.119)

∇ ·
(
A−1∇p

)
= ∇ ·

(
A−1H

)
(3.120)

U = A−1H− A−1∇p (3.121)

MU = −∇p (3.122)
H = AU−MU (3.123)

∇ ·
(
A−1∇p

)
= ∇ ·

(
A−1H

)
(3.124)

U = A−1H− A−1∇p (3.125)

This is the baseline of the PISO and SIMPLE algorithms. However, additional transport
equations, such as energy or turbulence exist. This is not a problem, the additional equa‐
tions are solve within the loops (outer or inner), after the velocity corrector. For example,
considering additional transport equations for energy (E) and turbulence scalars (k, ε),
and the SIMPLE algorithm the solution procedure yields:

MU = −∇p (3.126)
H = AU−MU (3.127)

∇ ·
(
A−1∇p

)
= ∇ ·

(
A−1H

)
(3.128)

U = A−1H− A−1∇p (3.129)
MEE = SE (3.130)
Mkk = Sk (3.131)
Mεε = Sε (3.132)

If a mesh is non‐orthogonal, when dealing with these algorithms, non‐orthogonal correc‐
tors much be considered. Due to the non‐orthogonality of the mesh, (only) the pressure
equation 3.116 requires additional iterations. If two non‐orthogonal correctors are use,
this means that the pressure equation will be solve three times within each loop (inner
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or outer loops) and only then is the velocity field updated.
A more detailed description of the SIMPLE and PISO algorithms is presented in the fol‐
lowing subsections. Another algorithmused byOpenFOAM is also presented, the PIMPLE
Algorithm.

3.4.2 SIMPLE Algorithm

Semi‐ImplicitMethod for Pressure‐Linked Equations (SIMPLEMethod)derivedbyPatankar
[8], proceeds in a successive guess‐and‐correctmanner of the Eulerian partial‐differential
equations for the conservation of mass, momentum, energy and other properties [158].
The SIMPLE procedure is implemented by executing the following sequence of steps5

(1) Guess a pressure field p∗;

(2) Solve the momentum equations to obtain u∗, v∗, w∗, variables that describe the ve‐
locity field based on a guessed pressure field, p∗;

(3) Solve the p′ equation;

(4) Calculate p from p = p∗ + p′;

(5) Calculate u, v, w from their starred values using the velocity‐correction formulas;

(6) Solve the discretization equation for other variables (such as temperature or tur‐
bulence quantities) if they influence the flow field through fluid properties, source
terms, etc.;

(7) Treat the corrected pressure p as a new guessed pressure p∗, return to step 2, and
cycle through this loop until a converged solution is achieved.

3.4.3 PISO Algorithm

The Pressure‐Implicit with Splitting of Operators (PISO) method utilises the splitting of
operations [159] in the solution of the discretized momentum and pressure equations
such that the fields obtained at each time‐step are close approximations of the exact so‐
lution of the difference equations [160].
Although the method is cast in a time‐dependent form, it is also useful for steady‐state
calculations due to its stability for fairly large time‐steps.
Presently, the final formof the operator‐split equations, including themodifications deemed
necessary by the accuracy and stability consideration presented by Issa [159] are as fol‐
lows:

(1) Predictor Step for velocity. Here, the previous time steps are used to calculate the
coefficients of the momentum equations and solve this implicit equations;

(2) Predictor Step for pressure. Using the predicted velocity, calculate coefficients of
pressure equation and solve for the pressure field.
5Auxiliar information for the way pressure and velocity are establish can be found in 7.2 ‐ Annex 2.
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(3) First corrector step for the velocity. Correct the velocity field, using explicit‐type equa‐
tions.

(4) Using the corrected velocities, calculate the coefficients of the pressure equation in
the corrector step and solve the implicit system of equations to obtain an updated
pressure field.

(5) Second corrector step for the velocity. Using the corrected pressure field, re‐evaluate
the velocity field using explicit‐type equations.

(6) Next time step.

The PISO algorithm was intended for unsteady, incompressible flows. In this case, we
have a time derivative. As a result, the diagonal in the M matrix is a lot larger and the
system is more diagonally dominant, so under‐relaxation is not usually necessary [157],
on the condition that the time step is very small. If the time step is very small and the
Courant number is less than 1, it is possible to not use relaxation at all, this is how the
PISO algorithm was originally proposed.
The PISO algorithm is deliberately a lot shorter than the SIMPLE algorithm, usually it is
performed one momentum predictor and then two inner loops of the pressure corrector
which is often fairly sufficient to converge the time steps after having proceeded over the
initial transient in the simulation.

3.4.4 PIMPLE Algorithm

OpenFOAMhas an algorithm that combines the PISO and SIMPLE algorithms, the PIMPLE
Algorithm [155]. This algorithm merges the outer‐correction tools of SIMPLE with the
inner‐corrector loop of PISO in order to achieve amore robust and generalizable pressure‐
velocity coupling [161].
The PIMPLE Algorithm allows the use of larger time steps and then converge the time
steps partially, doing less iterations within a time step, when compared with the PISO
algorithm, allowing to extend the Courant Number greater than 1.

3.5 Convergence Criteria

In every simulation it is necessary to have a criteria to determine the solution conver‐
gence. The decision of stopping an iterative method, on each level(inner or outer itera‐
tions), is important from both accuracy and efficiency standpoint.
In an iterative method the criteria is to estimate the iteration error in order to decide
when to stop iterating. Some methods of estimating the iteration error and criteria for
stopping iterations can be found in [48].

One of the most common convergence criteria is based in controlling the dimensionless
error of the algebraic equations (values between 0.001 and 0.00001 are usual) [162].
Because the Navier‐Stokes equations are non‐linear, the iterations may become unstable
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in some cases while remaining stable in others. The instability often can be overcome
by adjustment in numerical parameters, such as relaxation factors or time‐steps. Grid
quality also can have an influence on convergence (smoothness and/or resolution).
The unknown error can be measured by residuals that monitor the rate that the itera‐
tions progress toward convergence.
In the unsteady problems, the solution itself is changing in time. The time‐dependent
solution is converged when the periodic limit cycle is approached. In cases like this, it is
very difficult to judge convergence by an examination of residuals without also examin‐
ing a solution variable.

Convergence is perhaps the most important propriety of a numerical solution, although
not the only. Other properties such as consistency, stability, conservation, boundedness
and realizability must be taken into account [48, 162].

3.6 Meshing

Amesh divides a geometry into a finite number of (non‐overlapping) sub‐domains which
are use by the CFD solver to construct a mesh of cells, control volumes or elements. In
these sub‐domains, the variables are to be calculated at discrete locations (cell centres,
face centres, etc.), some examples can be observed in figure 3.2.

Figure 3.2 – Some possible locations to store information at cells [3].

Mesh design and generation has huge literature, that is not possible to be dealt within
the length of this dissertation. Therefore only a few aspects will be referred. For more
information on mesh type and generation see [163, 5, 164].

3.6.1 Type of Numerical Grid

There are several types numerical grid or mesh, however they can be typically grouped
into three large families: structured, unstructured and hybrid [5]. The classification of
meshes is based on the way in which the grid cells and their nodes are locally organized.
Typically the mesh is considered to be structured when the grid nodes and the form of
the grid cells are defined by a general rule [164]. An unstructured mesh is one in which
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vertices may have arbitrarily varying local neighbourhoods, in other words the connec‐
tion of the neighbouring grid nodes varies from point to point [4]. If a number of small
structured meshes are combined into a general unstructured pattern is formed a hybrid
mesh. Figure 3.3 shows an example of the referred types of meshes applied to a simple
geometry.

(a) (b) (c)

Figure 3.3 – Types of meshes: (a) structured, (b) unstructured, and (c) hybrid [4].

Unstructuredmeshes are particularly useful when dealingwith very complex geometries.
They aremore flexible in the way they lay out the elements or volumes in space and offer
offer more convenient mesh adaptivity (refinement) [162].

3.6.2 Mesh Quality and Generation

The creation of a high quality mesh is a crucial factor to ensure simulation accuracy. It is
possible to evaluate mesh quality through some mesh proprieties, such as [5, 48]

• Smoothness ‐ The difference between cell sizes should not be very abrupt.

• Aspect ratio ‐ The ratio between the longest and the shortest length.

• Skewness ‐ The distance between the intersection of the line connecting two cell
centres with their common face and the centre of that face.

• Non‐orthogonality ‐ angle between a line connecting two cell centers in a mesh
and a face normal vector [165].

OpenFOAM provides a tool to verify mesh quality, the checkMesh utility, that and eval‐
uates this quality parameters and others [155]. The meshes created in this dissertation
were produced by making use of an open‐source software, FreeCAD and combining it
with two OpenFOAMmesh generation utilities, blockMesh and snappyHexMesh.

All the subjects covered so far contribute to the understanding of CFD simulation basics
and provide sufficient information to decide which steps to take when preparing a CFD
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case. It also raises awareness of some key moments in a CFD simulation, where special
attention much be given, to prevent possible errors or uncertainties. Figure 3.4 summa‐
rizes this process.

Figure 3.4 – Steps of CFD simulation and groups of error sources [5].
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4 TURBULENCE MODELS VALIDATION

4.1 Turbulent Channel Flow

4.1.1 Introduction

In order to define a proper entrance for the supplied air, it is of interest to study the
behaviour of a flow across a channel. The motive for its choice is that the channel simple
geometry allows to evaluate a few important aspects more quickly (less computational
power is required), such as:

• the develop of a flow through the channel (velocity, pressure, etc.);

• boundary layer behaviour;

• hydrodynamic entrance region. The time‐averaged velocity profile remains un‐
changed when the flow is fully developed [130].

4.1.2 Test Case Specifications

The case geometry is shown in figure 4.1.

Figure 4.1 – Channel Geometry

The test case here considered has the following dimensions:

H = 0.168m and L = 10m, (4.1)

which denotes the height and length of the channel, respectively.
For this test case, the air is supplied on the left and exhausted through the right of the
channel. The inlet velocity is

U0 = 0.455 m/s. (4.2)
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and the kinematic viscosity ν ≈ 15.3× 10−6 m2/s (at an assumed uniform temperature
of 20◦C). This leads to Reynolds number calculated with equation 7.12:

Re =
U0H

ν
=

0.455× 0.168

15.3× 10−6
≈ 5000 (4.3)

A turbulent intensity of 4% is used. Nielsen [20] proposed that the turbulent length scale
could be estimated from:

Lref =
H

10
(4.4)

Therefore, the free‐stream values for the channel case, can be estimated from equations
(3.39‐3.40):

k0 =
3

2
(0.04× 0.455)2 ≈ 4.9686× 10−4 m2/s2 (4.5)

and
ε0 =

0.090.75 · (4.9686× 10−4)1.5

0.0168
≈ 1.0832× 10−4 m2/s3 (4.6)

4.1.3 Pre‐Processing

4.1.3.1 Boundary Conditions

A 2D channel flow is considered and therefore an empty boundary condition for the front
and back walls of the channel is used. This means that the equations in the z‐direction
are not solved. The boundary conditions for the inlet, outlet and walls are presented in
tables 4.1, 4.2 and 4.3, respectively.

Table 4.1 – Inlet boundary conditions.

Field Boundary Condition
U (0.455 0 0)

p zeroGradient

k 4.9686× 10−4

ε 1.0832× 10−4

Table 4.2 – Outlet boundary conditions.

Field Boundary Condition
U zeroGradient

p 0

k zeroGradient

ε zeroGradient
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Table 4.3 – Walls boundary conditions.

Field Boundary Condition
U noSlip

p zeroGradient

k kqRWallFunction

ε epsilonWallFunction

The zeroGradient condition extrapolates the variables value to the boundary from the
nearest cell value, which means that the gradient is equal to zero in the direction per‐
pendicular to the boundary. Fixed value of the variables provide a constant value at the
boundary. noSlip, fixes the velocity to zero at the walls. kqRWallFunction wall func‐
tion simply implements a zeroGradient condition for turbulent kinetic energy, square‐
root of turbulent kinetic energy or Reynolds stress tensor. epsilonWallFunction wall
function [166] provides a wall constraint on the turbulent kinetic energy dissipation rate,
i.e. ε, and the turbulent kinetic energy production contribution. It inherits the traits of
the fixedV alue boundary condition, that is used as initial ”guess”.

4.1.3.2 Turbulence Model and Numerics

For this study, the standard k− εwas used to model the fluctuating quantities. From the
previous chapter (chapter 3), it was found that the standard k−εmodel has been proven
to be a robust, simple model with good convergence and insensitive to inlet values and
therefore a reasonable model to implement for a initial simulation test.
A first order divergence scheme, Gauss Upwind, was used to discretize the convection
and diffusion terms, due to its stability and simplicity [5].

For the pressure‐velocity coupling, the SIMPLE algorithm was used for steady‐state sim‐
ulations. For transient simulations, the PIMPLE algorithm is used for the coupling. In the
transient simulations, thetime step∆t is basedon themaximumCFL (Courant, Friedrichs,
and Lewy condition) number of 0.5.
First order Euler implicit time scheme was implemented, in order to determine time
derivative of variables in transient simulations (unsteady component of the transport
equation (eq. 3.108)). For steady state simulations, the temporal derivative’s contribu‐
tions were set to zero ( ∂

∂t
(ϕ) = 0).

Under‐relaxation factors were implemented. Smooth solvers based on the Gauss‐Seidel
method were used to converge the solution to the required tolerance.

The simulations were carried out on a desktop computer (Intel quad core i3‐9100f, 3.60
GHz processor) with OpenFOAM 6.

TURBULENCE MODELS STUDY APPLIED TO ROOM VENTILATION CÉLIA PATRÍCIA DIAS DE ALMEIDA



TURBULENCE MODELS VALIDATION 52

4.1.3.3 Mesh Independence

The mesh used in a CFD study has a significant impact on the results accuracy of the
simulation, since the code will use cells (control volumes) to perform the calculations.
Ideally, higher the number of cells, higher the independence of the results on the mesh.
However, it is not always attainable to indefinitely increase themesh density (higher com‐
putational time and cost). Nevertheless, it is not necessary to create meshes that are too
dense, because after a certain number of cells the differences in the results are negligible
and the results are nearly mesh independent. Therefore, results accuracy can be achieve
with amuch lessermesh density (coarsemeshes) and thus lower computational time and
cost.

Figure 7.4 in Annex 7.4 shows the meshes studied for the channel case. The ratio be‐
tween the maximum value of the velocity profile (U ) and the initial velocity (U0) across
the channel (fig. 4.2), in particularly at the exhaust opening (L = 10m)(fig. 4.3), was
evaluated in order to assess mesh independence.
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Figure 4.2 – Evolution of the U/U0 at the point of the velocity gradient maximum, for velocity profile throughout the

channel for different meshes.

It is possible to observe that for the last fourmeshes (cells number = 10240, 12960, 16000
and 20250) the results are similar, this means that increasing the number of cells of the
mesh will not bring any advantages, the results will be very much the same and the com‐
putational cost will increase.
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number of cells.

From figures 4.3 and 4.4 it is possible to clearly confirm that from approximately 10000
cells, (nearly) grid independence is achieved and the final mesh can be chosen.

To complement this mesh study, quality parameters must be analysed. This was achieved
by using an OpenFOAMutility, checkMesh (fig. 4.5), and parameters such asmesh aspect
ratio, skewness and non‐orthogonality, among others, were evaluated.
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Figure 4.5 – checkMesh excerpt.

4.1.3.4 Solver

Four different solvers from the OpenFOAM library were chosen:

• simpleFoam, steady‐state solver for incompressible, turbulent flows;

• pimpleFoam, transient solver for incompressible, turbulent flow;

• buoyantBoussinesqPimpleFoam, transient solver for buoyant, turbulent flow of in‐
compressible fluids. Uses the Boussinesq approximation;

• buoyantBoussinesqSimpleFoam, steady‐state solver for buoyant, turbulent flow of
incompressible fluids.
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Figure 4.6 – Solver comparison for the evolution of U/U0 max of the velocity profile.

TURBULENCE MODELS STUDY APPLIED TO ROOM VENTILATION CÉLIA PATRÍCIA DIAS DE ALMEIDA



TURBULENCE MODELS VALIDATION 55

 1.203

 1.204

 1.205

 1.206

 1.207

 1.208

 5  6  7  8  9  10

U
/U

0

L (m)

Evolution of U/U0 max of the velocity profile throughout 
 the last 5m of the channel, for different solvers

pimpleFoam
buoyantBoussinesqPimpleFoam

simpleFoam
buoyantBoussinesqSimpleFoam
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From the simulations performed with the four solvers it was possible to verified, that all
show good performance with negligible differences (figure 4.6).
The transient solver for incompressible flow (pimpleFoam) and transient thermal solver
at constant temperature (buoyantBoussinesqP impleFoam) (treating the case as isother‐
mal) show almost identical behaviour. However, the steady‐state solvers differ among
them (simpleFoam and buoyantBoussinesqSimpleFoam). Nevertheless, this differ‐
ences are not significant (variations in the order of 10−3) and is up to the user to choose
which solver to use.

4.1.3.5 Parallel Running

Simulations are often run in parallel to reduced computational time. The method of par‐
allel computing used by OpenFOAM is known as domain decomposition. In it, the geom‐
etry and associated fields are divided and allocated into separate processors to be solved
[155]. The 2D channel case was decomposed up to four processors by using a simple
geometric decomposition by direction (2 2 1), respectively in the x, y and z−directions.

Figure 4.8 – Cells distribution by processors.
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The number of cells distributed per each processors should not be much different, to en‐
sure stability and quality1 while reconstructing the case. An example of cells distribution
per processor is shown in table 4.4, for the mesh with a total cell number of 20250.

Table 4.4 – Number of cells distributed by processors.

Processor Number of cells
0 5149
1 4976
2 4976
3 5149

4.1.4 Post‐Processing

4.1.4.1 Residuals and Convergence

Convergence is a major issue in CFD. CFD problems are usually non‐linear (Navier‐Stokes
equations, turbulence, etc.) and the solution methods use iterative processes as already
approached in chapter 3. Therefore simulations canbecomeunstable in some caseswhile
remaining stable in others [43]. The solution should converge to some value, to evaluate
this, usually what is done is the analysis of the residuals. They are quantities that mea‐
sure the unknown error. Figure 4.9 shows the residuals of the channel case simulation,
convergence is achieved (the residuals show a periodic development).
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Figure 4.9 – Residuals for the main variables at study (U , k and ε).

1It is advised to use an equal number of cells on each core, in order to have an uniform simulation
time (a core doesn’t have to ”wait” for the other to finish). This also leads to low number of faces be‐
tween cores, reducing the interdependency between cores.
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4.1.4.2 Results

The development of the velocity and turbulent kinetic energy can be observed in figures
4.10 and 4.11. The velocity profile across the channel is presented in figure 4.14, here it
is possible to verify that from L = 6m onwards the velocity profile is fully developed.

Figure 4.10 – Velocity U/U0.

Figure 4.11 – Turbulent Kinetic Energy k (m2/s2).

(a) Velocity U/U0. (b) Turbulent Kinetic Energy k (m2/s2).

Figure 4.12 – Section of the channel in the fully developed region of the flow at L = 7m.

Figure 4.13 – yplus near the wall.
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4.1.4.3 Conclusions

This case allowed to assess some important aspects of CFD simulations:

1◦. Inadequate boundary conditions can lead to physically incorrect results. An initial
simulation performed with an ill boundary condition for the pressure at the supply
opening ( ̸= zeroGradient), lead to unrealistic velocity profiles;

2◦. Boundary layer behaviour and proper wall treatment are extremely important. Tur‐
bulence was integrated near the wall region through the use of wall functions, in
order to satisfy the physics in the near wall region.

3◦. Mesh independence studies should always be performed.

4◦. Mesh quality is a factor of weight, since, for example, high aspect ratio or skewness
can lead to unrealistic results or lack of convergence.

5◦. The flow across the channel developed as expected. For a certain number of cells
and a length of about 6m the flow is fully developed.
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4.2 2D Isothermal Test Case in Annex 20

4.2.1 Introduction

In this section a 2D benchmark from the IEA Annex 20 [6] was studied in order to evaluate
some important modelling aspects of CFD that influence the prediction accuracy in room
ventilation. Boundary and numerical conditions, mesh design and turbulencemodels are
some some topics addressed. Six turbulencemodels, standard k−ε, RNG k−ε, realizable
k−ε, v′2−f , k−ω and k−ω SST, were tested. The results were comparedwith the Laser
Doppler Anemometry (LDA) experiment measurements, performed by Nielsen [20].

4.2.2 Test Case Specifications

The case geometry, from the Annex 20 room benchmark is shown in figure 4.15.

Figure 4.15 – Sketch of the two‐dimensional test case [6].

The room has the following dimensions:

H = 3m, L = 9m, h = 0.168m and t = 0.48m, (4.7)

here,H andL are respectively the room high and length, h is the supply high and t is the
exhaust opening high. The air is supplied on the left at the top and exhausted through
the right at the bottom of the room.
A Reynolds number of Re = 5000 was used, according to the IEA Annex 20. For isother‐
mal flowat a constant temperature of 20◦C the kinematic viscosity is ν ≈ 15.3×10−6 m2/s.
In this benchmark a turbulence intensity of 4% is used and the turbulent length scale is
estimated as proposed by Nielsen [20]:

Lref =
h

10
(4.8)

Themean supplied velocity and free‐stream values for the IEA Annex 20 room are in table
4.5:
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Table 4.5 – Mean supplied velocity U0 and free‐stream values for the IEA Annex 20 room.

Variable Equation Free‐stream value Units
U0 7.12 0.455 m/s
k 3.39 4.9686× 10−4 m2/s2

ε 3.40 1.0832× 10−4 m2/s3

ω 3.90 14.7423 s−1

v′2 3.84 3.3124× 10−4 m2/s2

4.2.3 Pre‐Processing

4.2.3.1 Boundary Conditions

As seen in chapter 3 and the previous case, a poor definition of boundary conditions
can give rise to a lack of convergence of the simulation, or even convergence to a wrong
solution. The boundary conditions for the velocity and turbulence parameters of Annex
20 2D isothermal room, for the different turbulencemodels variables, for the inlet, outlet
and walls are presented in tables 4.6, 4.7 and 4.8, respectively.

Table 4.6 – Room supply opening boundary conditions.

Field Boundary Condition
U (0.455 0 0)

p zeroGradient

νt calculated

k 4.9686× 10−4

ε 1.0832× 10−4

ω 14.7423

v′2 3.3124× 10−4

f zeroGradient

Table 4.7 – Room exhaust opening boundary conditions.

Field Boundary Condition
U zeroGradient

p 0

νt calculated

k zeroGradient

ε zeroGradient

ω zeroGradient

v′2 zeroGradient

f zeroGradient
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Table 4.8 – Room walls boundary conditions.

Field Boundary Condition
U noSlip

p zeroGradient

νt nutkWallFunction

k kqRWallFunction

ε epsilonWallFunction

ω omegaWallFunction

v′2 v2WallFunction

f fWallFunction

nutkWallFunction boundary condition provides a wall constraint on the turbulent vis‐
cosity (νt), based on the turbulent kinetic energy (k)2. The omegaWallFunction bound‐
ary condition provides a wall constraint on the specific dissipation rate and the turbu‐
lent kinetic energy production contribution. v2WallFunction provides a turbulence
stress normal to streamlines wall function condition. fWallFunction gives a turbulence
damping wall function condition. Both the v2WallFunction and the fWallFunction

operate in two ways, based on the computed laminar‐to‐turbulent then switch‐over y+

value derived from the Von Kármán constant and a model coefficient.

4.2.3.2 Mesh Independence

Thirteen meshes were tested in order to evaluate the the results dependency on the
mesh density. For a quicker analysis three meshes were selected to demonstrate the
mesh independence evolution and they are highlighted in table 4.9 as coarse, medium
and fine. The extended comparison with all the meshes can be found in annex 7.5.

Table 4.9 – Number of cells of the meshes studied for the room geometry.

Mesh Number of cells Mesh Number of cells
0 1 850 ‐ 7 90 650 ‐
1 7 400 ‐ 8 110 400 ‐
2 16 650 coarse 9 118 400 ‐
3 29 600 ‐ 10 149 850 ‐
4 46 250 ‐ 11 154 800 ‐
5 66 600 ‐ 12 159 750 fine
6 76 200 medium

2The model equations used to calculate νt can be found in OpenFOAM code guide [155].
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In order to evaluate mesh independence, for this case three different vertical sections
were chosen (fig. 4.16) and the variable compared was the velocity (U/U0):

• x = 0H , supply opening;

• x = H and x = 2H .

Figure 4.16 – Test case measurement lines.

Figure 4.17 shows the evolution of the mean velocity (U ) over the supplied average ve‐
locity (U0) at the point of maximum ratio for all the meshes studied. From about 70 000
cells the results become similar. The same behaviour for other measurement sections,
the results of which can be found in annex 7.5 figures 7.8 ‐ 7.11.
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Figure 4.17 – Evolution of U/U0 maximum at the supply opening (inlet).

The velocity (U/U0) vertical profiles for the measurements sections chosen to analyse
the mesh independence, x = H and x = 2H , including a detail analysis near top and
bottom walls, for all meshes, are shown in annex 7.5, figures 7.12 ‐ 7.15.
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By comparing, as referred, the coarse, medium and fine meshes, it is possible to see that
the mediummesh presents essentially the same results accuracy as a more refinedmesh
(fine). Therefore it is possible to conclude that mesh independence is achieved.
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Figure 4.18 – Velocity profile (U/U0) at the room inlet for meshes 2(coarse), 6(medium) and 12(fine).
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Velocity Profile Detail near the Floor
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Figure 4.21 – Velocity profile (U/U0) at x=H and x=2H, near the room floor.
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Figure 4.20 – Velocity profile (U/U0) at x=H and x=2H, near the room ceiling.

Similar to the previous case, quality parameters were evaluated. Figure 4.22 shows the
maximum aspect ratio and skewness for the various room meshes studied. The analysis
of the quality parameters reinforce the choice of mesh 6 (medium), as they present very
low aspect ratio and skewness values. This contributes to simulation stability.
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Figure 4.22 – Aspect ratio and maximum skewness.

4.2.3.3 Parallel Running

The Annex 20 2D isothermal test case was decomposed up to six processors by using a
simple geometric decompositionbydirection (3 2 1), respectively in thex, y and z−directions.

Figure 4.23 – Cell distribution by processor for the Annex 20 room.

For the mesh chosen, the cells are distributed by processors as shown in table 4.10.

Table 4.10 – Cell distribution by processor for the Annex 20 room.

Processor Number of cells
0 7645
1 13037
2 17418
3 17755
4 12363
5 7982
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4.2.3.4 Solver

Two different solvers from the OpenFOAM library were compared, simpleFoam and
pimpleFoam.

Solver results are compared with LDA experiment measurements performed by Nielsen
[20]. The measurements sections are the ones already shown in figure 4.16. The results
compared are the dimensionless velocity field (U/U0) and the root mean square (RMS)
velocity (

√
u′2/U0). The latter can be related, according to Nielsen [20], to the turbulent

kinetic energy by: √
k ≈ 1.1

√
u′2, (4.9)

since the flow can be regarded as a flow with wall jet.

Figures 4.24 ‐ 4.26 show the results for the different solvers at themeasurement sections
of figure 4.16.

The transient solver, pimpleFoam shows the better agreement with the experimental
results, specially at x = H bottom region. At this location, the steady‐state solver,
simpleFoam, under‐predicts the velocity.
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Figure 4.24 – Transient and steady‐state solver comparison, for the velocity field magnitude (U/U0) and RMS velocity
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Figure 4.26 – Transient and steady‐state solver comparison, for the velocity field magnitude (U/U0) and RMS velocity
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4.2.3.5 Turbulence Models and Numerics

Nielsen et al. [5] states that second order schemes are always recommended if available,
and if convergence can be achieved. For the discretization of the convection and diffu‐
sion terms, it was chosen a second order divergence scheme, Gauss linearUpwind and
bounded Gauss linearUpwind to yield more accurate results than first order schemes,
however for some models convergence was no longer possible and it was necessary to
go back to first order schemes.
First orderEuler implicit time schemewas used, in order to determine time derivative of
variables in transient simulations. For steady state simulations, the temporal derivative’s
contributions were set to zero ( ∂

∂t
(ϕ) = 0).

For the pressure‐velocity coupling, the SIMPLE algorithmwas used for steady‐state simu‐
lations. For transient simulations, the PIMPLE algorithm is used for the coupling. For tran‐
sient simulations, an adjustable time step function was used with a maximum Courant
number up to 5 (studies were performed with Co = 0.5, 1, 2 and 5). Under‐relaxation
factorswere implemented. Smooth solvers based on theGauss‐Seidelmethodwere used
to converge the solution to the required tolerance.
The six RaNS turbulence models, previously mentioned, were tested and its validated for
room ventilation.
The simulations were carried out on a desktop computer (Intel quad core i3‐9100f, 3.60
GHz processor) with OpenFOAM 6.

Figure 4.27 shows the streamlines of the velocity magnitude for the various turbulence
models tested.

(a) Standard k − εmodel. (b) k − ω model.

(c) k − ω SST model. (d) RNG k − εmodel.

(e) v′2 − f model.

Figure 4.27 – Velocity magnitude (U/U0) for the turbulence models tested.
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Results for the realizable k−ε turbulencemodel are absent because it was not possible to
achieve convergence. The standard and RNG k−εmodels, figures 4.27a and 4.27d,show
similar flow patterns:

• large flow circulation was produced between the inlet and outlet;

• recirculating flow is found on the top, right corner and bottom, left corner;

• large stagnant flow region is generated slightly to the right of the room center.

The v′2−f model shows the same tendency as the standard and RNG k−εmodels. How‐
ever, it produces a larger recirculation on the bottom left corner than the k − εmodels.
For the k − ω SST model the flow detaches from the bottom wall (floor) closely to the
room center. A considerably large recirculating zone is generated bellow the supplied
jet at 0 < x/H < 2. The k − ω model produces resembling results, but with a smaller
recirculation area bellow the supplied jet, 0 < x/H < 1.5. These models also present a
large stagnation flow region as the k − εmodels.

The turbulent kinetic energy, k, for all models is shown in figure 4.28.

(a) Standard k − εmodel. (b) k − ω model.

(c) k − ω SST model. (d) RNG k − εmodel.

(e) v′2 − f model.

Figure 4.28 – Turbulent kinetic energy (k) for the turbulence models tested.

Turbulent kinetic energy predictions are very much like the same between the standard
and RNG k − εmodels. The RNG k − ε generates, in the occupied room, a sightly larger
area of turbulence levels than the standard k − ε. The v′2 − f model predicts lower
values and more disperse area of the turbulent kinetic energy, when compared with the
k− εmodels. The k−ω models generate jets with higher levels of turbulence, although
low levels of turbulent kinetic energy in the occupied room are shown. At the exhaust
opening, the k−ωmodel, the standard k−εmodel and the v′2−f model present higher
levels of turbulent intensity, specially the k − ω SST model.

TURBULENCE MODELS STUDY APPLIED TO ROOM VENTILATION CÉLIA PATRÍCIA DIAS DE ALMEIDA



TURBULENCE MODELS VALIDATION 70

Vertical and horizontal sections, as in the mesh independence study (fig. 4.16), were
taken to analyse the velocity profile, U/U0, and turbulent kinetic energy, calculated from
equation 4.9. The computational models data shown in figures 4.29 ‐ 4.34, are compared
with experimental measurements [20].
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Figure 4.29 – Velocity Profiles (U/U0) at the inlet for different turbulence models and experiment measurements

performed by Nielsen [7].
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Figure 4.30 – Turbulent kinetic energy in terms of root‐mean square (RMS) velocity profiles (
√

u′2/U0) at the inlet,

for different turbulence models and experiment measurements performed by Nielsen [7].
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Horizontal Velocity Profiles
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Figure 4.31 – Velocity Profiles (U/U0) at y = H − h/2 and y = h/2 for different turbulence models and experiment

measurements performed by Nielsen [7].
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Figure 4.32 – RMS velocity profiles (
√

u′2/U0) at y = H − h/2 and y = h/2 for different turbulence models and

experiment measurements performed by Nielsen [7].
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Vertical Velocity Profiles
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Figure 4.33 – Velocity Profiles (U/U0) at x = H and x = 2H for different turbulence models and experiment

measurements performed by Nielsen [7].
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Figure 4.34 – RMS velocity profiles (
√

u′2/U0) at x = H and x = 2H for different turbulence models and experi‐

ment measurements performed by Nielsen [7].
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The velocity profiles, for the different models at the inlet (fig. 4.29), show similar predic‐
tions, however slightly higher values than the experimental data. The turbulent energy
is over‐predicted at the inlet by all turbulence models (fig. 4.30), in particularly by the
k − εmodels. The same behaviour is not verified inside the room (occupied area).

The k−ω and k−ω SST, present very disparate results from the experimental data. This
is noticeable at the middle region (far from the walls) and near the floor at x = H (fig.
4.33). This near wall behaviour at x = H is caused by the k − ω models prediction of
the flow recirculation area (fig. 4.27b; fig. 4.27c), which can be reinforced by the velocity
profile analysis at y = h/2 (fig. 4.31).

Overall, the predictions made by the k − ε and the RNG k − ε models are the ones in
closest agreement with the experimental results. Nonetheless, the k − ε present more
stability and required less time to converge, therefore this model was chosen to perform
the following simulations.

4.2.4 Post‐Processing

4.2.4.1 Residuals and Convergence

For a steady‐state simulation the number of iterations is limited (fig. 4.36). However, for
a transient simulation the number of iterations per time step is defined (fig. 4.35).
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Figure 4.35 – Residuals for the main variables at study (U , k and ε) for transient solver.
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Figure 4.36 – Residuals for the main variables at study (U , k and ε) for steady‐state solver.

4.2.4.2 Results

The computational results here highlighted are those generated with the standard k − ε

model. The mean velocity, the velocity vector field and the turbulent kinetic energy are
shown in figures 4.37, 4.38 and 4.39, respectively.
The computational results are compared at the horizontal and vertical lines from figure
4.16, x = H , x = 2H , y = H −h/2, y = h/2 and x = 0H (inlet), with the experimental
measurements preformed by Nielsen [20].

Figure 4.37 – Velocity field (U/U0).
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Figure 4.38 – Velocity vector field.

Figure 4.39 – Turbulent kinetic energy (k (m2/s2)).
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Figure 4.40 – Comparison between computed results for mean velocity (U/U0) and RMS velocity (
√

u′2/U0) with

experiment measurements performed by Nielsen [7] at the supply opening.
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Vertical Profiles
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Figure 4.41 – Comparison between computed results for mean velocity (U/U0) and RMS velocity (
√

u′2/U0) with

experiment measurements performed by Nielsen [7] at x = H and x = 2H .
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Figure 4.42 – Comparison between computed results for mean velocity (U/U0) and RMS velocity (
√

u′2/U0) with

experiment measurements performed by Nielsen [7] at y = h/2 and y = H − h/2.
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4.2.4.3 Conclusions

This case allowed to draw some of the same conclusions as the previous case. Boundary
conditions must be evaluated, wall treatment and mesh independence studies should
always be performed, to ensure mesh quality and results accuracy.
Here additional conclusions can be made:

1◦. Better simulation performance with the transient solver. The steady‐state solution
achieved by the transient solver proved to be superior to the use of a steady‐state
solver. In this situation, the computational results are in good agreement with ex‐
perimental data.

2◦. From the turbulence models studied, the standard and RNG k − ε, are the ones in
closest agreement with the experimental results.

3◦. The performed turbulencemodels simulations showed somemain common features:

a. large flow was produced between the supply and exhaust opening;
b. stagnant flow region was produced near the middle of the room;
c. small recirculation was observed in the top right corner;
d. recirculation bellow the supplied air jet was observed and it varies between mod‐

els. The k − ω models exhibit larger recirculation area than the k − εmodels.

4◦. The v′2 − f model showed a similar behaviour tendency as the k − ε models. Con‐
sidering the v′2 − f model formulation, presenter in chapter 3, it it was reasonably
concluded that results closely to the k − εmodels will be possible to achieved for a
higher number ofmesh cells. This can be explained, by the fact that the v′2−f model
uses a damping approach of the turbulent transport close to the wall technique (use
of the elliptic relaxation function, f ).
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4.3 2D non‐Isothermal Test Case in Annex 20

4.3.1 Introduction

In this section a 2D non‐isothermal benchmark from the IEA Annex 20 [6] was studied.
Temperature gradients are usually present in ventilated rooms. Energy is transported
throughout the room and interacts with the flow, inducing buoyancy effects that affect
the mean velocity and the turbulence [167]. This case goal is to predict flow with strong
buoyancy effects, which are often expressed by an Archimedes number.

4.3.2 Test Case Specifications

The case geometry, from the Annex 20 room benchmark is shown in figure 4.43, it is the
same as the 2D isothermal test case. For the present case the mesh independence study
was already performed in the isothermal case. Therefore, the mesh used for this case is
the same as before (mesh 6, fig. 7.6).
For this case a constant heat flux (q′′) is added to the floor of the room. The remaining
walls are assumed to be adiabatic. Several simulations were performed for increasing
Archimedes number (increasing heat flux). As a result, the influence of temperature vari‐
ation (buoyancy effects) on the flow and wall jet behaviour can be assessed. The experi‐
ment was performed for two different Reynolds numbers, Re = 5000 and Re = 7100.

Figure 4.43 – Sketch of the two‐dimensional non‐isothermal test case.

The Archimedes number is defined as:

Ar =
β · g · h ·∆T0

U0
2 (4.10)

where β is the volumetric expansion coefficient, g is the gravitational acceleration and
∆T0 is the mean temperature difference between supply and exhaust opening.
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4.3.3 Pre‐Processing

4.3.3.1 Boundary Conditions

The boundary conditions for the velocity and turbulence parameters of Annex 20 2D non‐
isothermal room, for the two Reynolds numbers, for the inlet, outlet and walls are pre‐
sented in tables 4.11, 4.12 and 4.13, respectively.

Table 4.11 – Non‐isothermal room supply opening boundary conditions.

Field Boundary Condition
Re = 5000 Re = 7100

U (0.455 0 0) (0.65 0 0)

p zeroGradient zeroGradient

νt calculated calculated

k 4.9686× 10−4 1.0140× 10−3

ε 1.0832× 10−4 3.1581× 10−4

prgh fixedF luxPressure fixedF luxPressure

T 293.15 293.15

αt 0 0

Table 4.12 – Non‐isothermal room exhaust opening boundary conditions.

Field Boundary Condition
Re = 5000 Re = 7100

U zeroGradient zeroGradient

p 0 0

νt calculated calculated

k zeroGradient zeroGradient

ε zeroGradient zeroGradient

prgh 0 0

T zeroGradient zeroGradient

αt zeroGradient zeroGradient

For the temperature boundary condition at all the walls, except the room floor, was im‐
plemented a zeroGradient boundary condition. In the room floor grovyBC tools were
used to implement a gradient expression to introduce a constant heat flux (q′′) at thewall.
From Fourier’s law

q′′ = −kfluid ∇T W/m2 (4.11)

were kfluid is the thermal conductivity and q′′ = q/A. Therefore the gradient expression
normal to the wall is:

∇T =
q

kfluid A
(4.12)
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Table 4.13 – Non‐isothermal room walls boundary conditions.

Field Boundary Condition
Re = 5000 Re = 7100

U noSlip noSlip

p zeroGradient zeroGradient

νt nutkWallFunction nutkWallFunction

k kqRWallFunction kqRWallFunction

ε epsilonWallFunction epsilonWallFunction

prgh fixedF luxPressure fixedF luxPressure

T zeroGradient zeroGradient

αt alphatJayatillekeWallFunction alphatJayatillekeWallFunction

(Prt = 0.85)a (Prt = 0.85)
aTurbulent Prandtl number was retrieved from experimental data [168, 169].

4.3.3.2 Solver

Solver validation was performed by comparing the transient solver for buoyant, turbu‐
lent flow of incompressible fluids, buoyantBoussinesqP impleFoam, with the transient
solver for incompressible, turbulent flow previously studied pimpleFoam. Simulations
were performed by considering an uniform temperature of the room and all walls as‐
sumed to be adiabatic (isothermal test case conditions).
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Figure 4.44 – Isothermal and non‐Isothermal solver comparison, for the velocity field magnitude (U/U0) and RMS

velocity (
√

u′2/U0) at the inlet.
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Vertical Profiles for different solvers
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Figure 4.45 – Isothermal and non‐Isothermal solver comparison, for the velocity field magnitude (U/U0) and RMS

velocity (
√

u′2/U0) at x = H and x = 2H .
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Figure 4.46 – Isothermal and non‐Isothermal solver comparison, for the velocity field magnitude (U/U0) and RMS

velocity (
√

u′2/U0) at y = h/2 and y = H − h/2.

The buoyantBoussinesqP impleFoam solver shows goodagreementwith pimpleFoam

in predicting the velocity field. In terms of turbulent kinetic energy, the results are slightly
over‐predictedwhen compared to the incompressible solver (maximum increase of about
7%.)
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4.3.3.3 Turbulence Model and Numerics

In agreement with the previous cases conclusions, first order divergence schemes, Gauss
Upwind, was used to discretize the convection and diffusion terms. First orderEuler im‐
plicit time scheme was implemented, in order to determine time derivative of variables.
For the pressure‐velocity coupling, the PIMPLE algorithm is used. Correctors are used
(nOuterCorrectors = 1 and nCorrectors = 2). An adjustable time step function was
used with a maximum Courant number of 1.
Under‐relaxation factors were implemented. For matrix manipulation, the here solvers
used to converge the solution to the required tolerance were:

• For prgh, a preconditioned conjugate gradient solver for symmetric matrices (PCG),
with a simplified diagonal‐based incomplete Cholesky preconditioner for symmet‐
ric matrices (DIC);

• ForU, T, k and εwas used a preconditioned bi‐conjugate gradient stabilized solver
for asymmetric matrices (PBiCGStab) with a DILU (equivalent to DIC) precondi‐
tioner.

The standard k − ε model is used to predict turbulent quantities, for motives shown in
the previous case.

The simulations were carried out on a desktop computer (Intel quad core i3‐9100f, 3.60
GHz processor) with OpenFOAM 6.
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4.3.4 Post‐Processing

4.3.4.1 Results

The effects of the temperature on themean flowwere studied by increasing the heat flux
at floor for the two Reynolds numbers. The values testes can be found in table 4.14.

Table 4.14 – Temperature gradient (∇T ), heat flux (q′′) and∆T0 for different Archimedes numbers.

∆T0 (K or ◦C) Ar

∇T (K/m) q′′ (W/m2) Re = 5000 Re = 7100 Re = 5000 Re = 7100

10 0.25 0.0242 0.0172 6.60× 10−4 2.30× 10−4

100 2.52 0.2426 0.1706 6.62× 10−3 2.28× 10−3

500 12.59 1.2137 0.8552 3.31× 10−2 1.14× 10−2

1000 25.17 2.4321 1.6972 6.64× 10−2 2.27× 10−2

2000 50.36 4.8694 3.3981 1.33× 10−1 4.55× 10−2

3000 75.51 7.3050 5.1015 1.99× 10−1 6.83× 10−2

Nielsen [6] predicted that for the same conditions here presented, for Re = 5000, at
a ∆T0 = 0.74◦C the correspondent Archimedes number is 0.02. The evolution of the
Archimedes number for Re = 5000 is shown in figure 4.47.
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Figure 4.47 – Comparison of Nielsen predictions forAr = 0.02 atRe = 5000 and the computational results at

Re = 5000.

The figures 4.48 and 4.49 present computational results for increasing Archimedes num‐
bers at Re = 5000 and Re = 7100, respectively. Temperature contours and velocity
streamlines can be found in annex 7.6, figures 7.16 and 7.17.
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Re = 5000

(a)Ar = 6.60× 10−4 (b)Ar = 6.60× 10−4

(c)Ar = 6.62× 10−3 (d)Ar = 6.62× 10−3

(e)Ar = 3.31× 10−2 (f)Ar = 3.31× 10−2

(g)Ar = 6.64× 10−2 (h)Ar = 6.64× 10−2

(i)Ar = 1.33× 10−1 (j)Ar = 1.33× 10−1

(k)Ar = 1.99× 10−1 (l)Ar = 1.99× 10−1

Figure 4.48 – Temperature stratification and velocity vector field atRe = 5000, for different Archimedes numbers.

By increasing the heat flux applied to the bottom wall, it was possible to verify that for
these velocities (Re = 5000 and Re = 71000), buoyancy affects significantly the flow.
Buoyancy has more influence in flows with lower velocities (fig. 4.48) than slightly higher
ones (fig. 4.49). The stagnation area ”moves” to the left side of the room at inferior
Archimedes number, for example figure 4.48f compared with figure 4.49f.

TURBULENCE MODELS STUDY APPLIED TO ROOM VENTILATION CÉLIA PATRÍCIA DIAS DE ALMEIDA



TURBULENCE MODELS VALIDATION 85

Re = 7100

(a)Ar = 2.30× 10−4 (b)Ar = 2.30× 10−4

(c)Ar = 2.28× 10−3 (d)Ar = 2.28× 10−3

(e)Ar = 1.14× 10−2 (f)Ar = 1.14× 10−2

(g)Ar = 2.27× 10−2 (h)Ar = 2.27× 10−2

(i)Ar = 4.55× 10−2 (j)Ar = 4.55× 10−2

(k)Ar = 6.83× 10−2 (l)Ar = 6.83× 10−2

Figure 4.49 – Temperature stratification and velocity vector field atRe = 7100, for different Archimedes numbers.
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4.3.4.2 Conclusions

The introduction of a constant heat flux at the floor, shown strong influence on the mean
velocity field:

1◦. The recirculation near the top, right corner is reduced until it disappears;

2◦. The recirculation initially present in the bottom left corner does not exist;

3◦. With the temperature increasing, the stagnation flow region is being ”moved” to the
left of the occupied room, caused by the increasing of the mean velocity t the floor;

4◦. The jet maximum velocity decreases;

5◦. The temperature is significantly higher in the bottom left corner (x = 0), due to the
small velocity in this region.
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4.4 3D Isothermal Test Case in Annex 20

4.4.1 Introduction

It is not always possible to use a two‐dimensional geometry. This happens when, for ex‐
ample, the case geometry does not present any symmetry whatsoever or the physical
boundary conditions do not allow it, etc. Furthermore, it is possible that certain physical
phenomena are being overlooked in the 3rd direction, such as flow recirculation, or tur‐
bulence levels are not being predicted correctly.
Thus, in this section a 3D isothermal benchmark from the IEA Annex 20 [6] was studied.

4.4.2 Test Case Specifications

The case geometry, from the Annex 20 3D room benchmark is shown in figure 4.50.

Figure 4.50 – Sketch of the three‐dimensional isothermal test case.

The room has the following dimensions:

H = 3m, L = 9m, W = 3m, h = 0.168m and t = 0.48m, (4.13)

here,H , L andW are respectively the room high, length and width, h is the supply high
and t is the exhaust opening high. The air is supplied on the left at the top and exhausted
through the right at the bottom of the room.

The test case conditions are the same as the 2D isothermal room.
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4.4.3 Pre‐Processing

4.4.3.1 Boundary Conditions

The boundary conditions for the velocity and turbulence parameters of Annex 20 3D
isothermal room, for the inlet, outlet and walls are presented in tables 4.15, 4.16 and
4.17, respectively.

Table 4.15 – Room supply opening boundary conditions.

Field Boundary Condition
U (0.455 0 0)

p zeroGradient

νt calculated

k 4.9686× 10−4

ε 1.0832× 10−4

Table 4.16 – Room exhaust opening boundary conditions.

Field Boundary Condition
U zeroGradient

p 0

νt calculated

k zeroGradient

ε zeroGradient

Table 4.17 – Room walls boundary conditions.

Field Boundary Condition
U noSlip

p zeroGradient

νt nutkWallFunction

k kqRWallFunction

ε epsilonWallFunction

4.4.3.2 Mesh Independence

Three meshes were tested in order to evaluate the the results dependency on the mesh
density. There number of cells is presented in table 4.18 and shown in annex 7.7.

Table 4.18 – Number of cells of the meshes studied for the 3D room geometry.

Mesh Number of cells
coarse 53 000
medium 106 000
fine 462 500
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To evaluatemesh independence, for this case three different vertical sections of the room
symmetry plane (fig. 4.16) and the variable compared with the LDA experimental results
was the velocity (U/U0).
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Figure 4.51 – Velocity profile (U/U0) at the room inlet at the symmetry plane.
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Figure 4.52 – Velocity profile (U/U0) at x = H and x = 2H at the symmetry plane.
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Figure 4.53 – Velocity profile (U/U0) at y = h/2 and y = H − h/2 at the symmetry plane.

4.4.3.3 Parallel Running

The Annex 20 3D isothermal test case was decomposed up to six processors by using a
simple geometric decompositionbydirection (3 2 1), respectively in thex, y and z−directions.

Figure 4.54 – Cell distribution by processor for the IEA Annex 20 3D room.

For the mesh chosen, the cells are distributed by processors as shown in table 4.19.

Table 4.19 – Cell distribution by processor for the IEA Annex 20 3D room.

Processor Number of cells
0 45759
1 77091
2 108400
3 108408
4 77076
5 45766
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4.4.3.4 Turbulence Models and Numerics

In the 3D room case, for the discretization of the convection and diffusion terms, it was
chosen a second order divergence scheme, Gauss linearUpwind and bounded Gauss lin‐
earUpwind to yield more accurate results than first order schemes.
First order Euler implicit time scheme was implemented, in order to determine time
derivative of variables.
For the pressure‐velocity coupling, the PIMPLE algorithm was used. The implemented
Courant number of 1. Smooth solvers based on the Gauss‐Seidel method were used to
converge the solution to the required tolerance.
The standard k − ε model is used to predict turbulent quantities, for motives shown in
the previous case.
The simulations were carried out on a desktop computer (Intel quad core i3‐9100f, 3.60
GHz processor) with OpenFOAM 6.

4.4.4 Post‐Processing

4.4.4.1 Results

The figures 4.55, 4.56 and 4.57, show the comparison between computed results for
mean velocity (U/U0) and RMS velocity (

√
u′2/U0) with experiment measurements per‐

formed by Nielsen [7] at the symmetry plane.
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Figure 4.55 – Comparison between computed results for mean velocity (U/U0) and RMS velocity (
√

u′2/U0) with

experiment measurements performed by Nielsen [7] at the supply opening (symmetry plane).
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Figure 4.56 – Comparison between computed results for mean velocity (U/U0) and RMS velocity (
√

u′2/U0) with

experiment measurements performed by Nielsen [7] at x = H and x = 2H (symmetry plane).
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Figure 4.57 – Comparison between computed results for mean velocity (U/U0) and RMS velocity (
√

u′2/U0) with

experiment measurements performed by Nielsen [7] at y = h/2 and y = H − h/2 (symmetry plane).
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(a) (b) (c)

Figure 4.58 – Velocity distribution at the (a) and (c) near wall regions, and at the (b) symmetry plane.

(a) (b) (c)

Figure 4.59 – RMS velocity (
√

u′2/U0) distribution at the near wall regions (a) and (c), and at the symmetry plane

(b).

(a) (b)

Figure 4.60 – Velocity predictions (U/U0) at (a) x = H and (b) x = 2H .

(a) (b)

Figure 4.61 – RMS velocity predictions (
√

u′2/U0) at (a) x = H and (b) x = 2H .

(a) (b) (c)

Figure 4.62 – Velocity predictions (U/U0) at (a) y = h/2, (b) y = 0.5H and (c) y = H − h/2.
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(a) (b) (c)

Figure 4.63 – RMS velocity predictions (
√

u′2/U0) at (a) y = h/2, (b) y = 0.5H and (c) y = H − h/2.

4.4.4.2 Conclusions

The simulations of the 3D room of IEA Annex 20 allow to draw the following conclusions:

1◦. The room presents symmetry of the results in the z−direction.

2◦. Near the back and front walls, the jet deflects early from the celling.

3◦. The results at the symmetry plane present lesser good agreement with the experi‐
mental data than the 2D predictions. However, this differences can not be fully justi‐
fied by the change to a 3D simulation. This is also, probably the result of few number
of cells (from themesh study independence it is not possible to affirm that the results
are completely mesh independent).
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5 CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

The work presented in this dissertation was focused on the CFD simulations of airflow in
indoor environments. The two main goals were the validation of turbulence models and
the development of a CFD work‐flow to study ventilation. The CFD software used was
OpenFOAM.
From the chapter 1 it is possible to conclude that Reynolds‐averagedNavier‐Stokes (RaNS)
models and large eddy simulation (LES)models are themost commonones. Whilst, direct
numeric simulation models are often used for research purposes. RaNS models require
less computational effort due to the fact that they average the variables values. This is
also the reason why they are preferable when in comparison with LES, for most engineer‐
ing problems.
In chapter 3 the governing equations are presented and assumptions often made were
analysed. Some of these are, the concept of eddy viscosity, the Boussinesq approxima‐
tion, turbulent flow near walls approach (law of the wall) and the Reynolds decomposi‐
tion.
Boundary conditions and mesh quality are crucial in CFD simulations, since a simulation
may not achieve convergence simply due to unfit meshes (high skewness and/or high
aspect ratios). When it comes to boundary conditions, for some cases it is necessary to
try several numerical possibilities and evaluate from experience or through experimental
comparison, which ones to choose. This idea was reinforced by a simulation performed
for the turbulent channel case presented in chapter 4.
The turbulence models studied in chapter 3 were the standard k − ε model, the RNG
k− εmodel, the realizable k− εmodel, the v′2 − f model, the k−ω model and the SST
k − ω model.
In chapter 4 presents results for a 2D simple channel case and for the IEA Annex 20 2D
benchmark. 3D simulations were also carried out for the IEA Annex 20 benchmark. The
six RaNS turbulencemodels studied in 3 were tested and validated for indoor ventilation.
The standard k − ε model presented the most satisfactory results of all the studied tur‐
bulence models. The RNG model also showed good agreement with the experimental
data, however it spends more time converging. The k − ω models results show poor
agreement with the experimental data. These models predict a higher recirculation area
than the k − εmodels.
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The influence of temperature in the flow field was also studied, for different Reynolds
and Archimedes numbers. Comparison between transient and steady‐state solvers was
made. Transient solvers prove to be more suitable.
Finally, it was possible to validate the work‐flow process taken. Briefly the work‐flow
includes:

1. Define the physical problem and geometry;

2. Perform mesh convergence studies;

3. Choose physical and turbulence models;

4. Define boundary and initial conditions;

5. Select a solution method and adequate solver;

6. Run the case;

7. Post‐processing.

5.2 Future Work

Although the work performed within this dissertation provides a good starting point,
much work is yet to be developed.

1. 1st order upwind discretization schemes were used in the 2D simulations, investi‐
gations of 2nd order schemes is recommended;

2. Study of different types of meshes should be performed;

3. Comparison of the different turbulencemodels should bemade for non‐isothermal
flows and for 3D simulations.

4. Further investigation of wall treatment and wall functions is recommended;

5. Comparative analysis of the wall functions and low Reynolds formulations.

6. Validation of the performance of compressible solvers, without the Boussinesq ap‐
proximation, should be addressed.

7. Radiation models should be also look into.
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7 ANNEXES

7.1 Annex 1 ‐ T equation in OpenFOAM

Figure 7.1 – Equation for temperature in a steady‐state solver.

Figure 7.2 – Equation for temperature in a transient solver.
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7.2 Annex 2 ‐Pressure and Velocity Corrections [8]

The goal is to find a way of improving the guessed pressure p∗ such that the resulting
starred velocity field will progressively get closer to satisfying the continuity equation.
Consider that the correct pressure p is obtained from

p = p∗ + p′, (7.1)

where p′ is the pressure correction. Next, it is necessary to know how the velocity com‐
ponents respond to this change in pressure. The corresponding velocity corrections u′,
v′, w′ can be introduced in a similar manner:

u = u∗ + u′ v = v∗ + v′ w = w∗ + w′. (7.2)

Figure 7.3 – Representation of a 2D control volume [8].

Consider the control volume for the x−direction in Figure 7.3 (b) the discretization equa‐
tion can be written as

aeue =
∑

anbunb + be + (pP − pE)Ae (7.3)

and, the corresponding velocity component based on a guessed pressure field p∗

aeu
∗
e =

∑
anbu

∗
nb + be + (p∗P − p∗E)Ae, (7.4)

if Eq.(7.4) is subtracted from Eq.(7.3), it yields:

aeu
′
e =

∑
anbu

′
nb + (p′P − p′E)Ae. (7.5)

At this point, the therm
∑

anbu
′
nb will be dropped from the equation (computational

convenience). The result is:
aeu

′
e = (p′P − p′E)Ae (7.6)

or
u′
e =

Ae

ae
(p′P − p′E), (7.7)
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Equation 7.7 is called the velocity‐correction formula, which can also be written as

ue = u∗
e + de(p

′
P − p′E) where de =

Ae

ae
(7.8)

This shows how the starred velocity u∗
e is to be corrected in response to the pressure

corrections to produce ue.
The correction formulas for the velocity components in other directions can be written
similarly:

vn = v∗n + dn(p
′
P − p′N), (7.9)

wt = w∗
t + dt(p

′
P − p′T ). (7.10)

Thus, now it is possible to obtain a discretization equation for p′.

7.3 Annex 3 ‐ Dimensionless Numbers

Forces are generated between a fluid and an object, there magnitude depends on the
shape of the object and the speed, mass, viscosity and compressibility of the fluid. To
properly model these effects, similarity parameters [170] are often used. If two experi‐
ments have the same values for the similarity parameters, then the relative importance
of the forces are being correctly modelled. Some important relations are the following:

Table 7.1 – Some dimensionless numbers

Dimensionless
Number

Formula Expresses the:

Mach M =
u

a
(7.11)

Ratio of object speed to speed of
sound.

Reynolds Re =
uL

ν
(7.12)

Ratio of inertial forces to viscous
forces.

Archimedes Ar =
β g L∆T

u2
(7.13)

Ratio of gravitational forces to
viscous forces. It is used to deter‐
mine the motion of fluids due to
density differences.

Prandtl Pr =
cp µ

k
(7.14)

Ratio ofmomentum diffusivity
(kinematic viscosity) to thermal
diffusivity.
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7.4 Annex 4 ‐ 2D Channel Flow

(a) 250 cells (b) 500 cells

(c) 810 cells (d) 1000 cells

(e) 1210 cells (f) 1500 cells

(g) 1820 cells (h) 2100 cells

(i) 2250 cells (j) 3060 cells

(k) 4000 cells (l) 5060 cells

(m) 6250 cells (n) 8410 cells

(o) 9000 cells (p) 10240 cells

(q) 16000 cells (r) 20250 cells

Figure 7.4 – Channel meshes studied (1m).
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7.5 Annex 5 ‐ 2D Isothermal Test Case

Figure 7.5 – 2D Annex 20 room coarsemesh (16650 cells).

Figure 7.6 – 2D Annex 20 roommediummesh (76200 cells).

Figure 7.7 – 2D Annex 20 room finemesh (159750 cells).
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Figure 7.8 – Evolution of U/U0 maximum near the ceiling for x = H .
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Figure 7.9 – Evolution of U/U0 maximum near the floor for x = H .
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Figure 7.10 – Evolution of U/U0 maximum near the ceiling for x = 2H .
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Figure 7.11 – Evolution of U/U0 maximum near the floor for x = 2H .
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Figure 7.12 – Velocity profile (U/U0) at the room inlet for all meshes.
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Figure 7.13 – Velocity profile (U/U0) at x = H and x = 2H for all meshes.
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Figure 7.14 – Velocity profile (U/U0) at x=H and x=2H, near the room ceiling for all meshes.
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Figure 7.15 – Velocity profile (U/U0) at x=H and x=2H, near the room floor for all meshes.

TURBULENCE MODELS STUDY APPLIED TO ROOM VENTILATION CÉLIA PATRÍCIA DIAS DE ALMEIDA



ANNEXES 130

7.6 Annex 6 ‐ 2D non‐Isothermal Test Case
Re = 5000

(a)Ar = 6.60× 10−4
(b)Ar = 6.60× 10−4

(c)Ar = 6.62× 10−3
(d)Ar = 6.62× 10−3

(e)Ar = 3.31× 10−2
(f)Ar = 3.31× 10−2

(g)Ar = 6.64× 10−2 (h)Ar = 6.64× 10−2

(i)Ar = 1.33× 10−1
(j)Ar = 1.33× 10−1

(k)Ar = 1.99× 10−1
(l)Ar = 1.99× 10−1

Figure 7.16 – Velocity (U/U0) streamlines and Temperature isotherms (T in ◦C) forRe = 5000.
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Re = 7100

(a)Ar = 2.30× 10−4
(b)Ar = 2.30× 10−4

(c)Ar = 2.28× 10−3
(d)Ar = 2.28× 10−3

(e)Ar = 1.14× 10−2
(f)Ar = 1.14× 10−2

(g)Ar = 2.27× 10−2
(h)Ar = 2.27× 10−2

(i)Ar = 4.55× 10−2
(j)Ar = 4.55× 10−2

(k)Ar = 6.83× 10−2
(l)Ar = 6.83× 10−2

Figure 7.17 – Velocity (U/U0) streamlines and Temperature isotherms (T in ◦C) forRe = 7100.

TURBULENCE MODELS STUDY APPLIED TO ROOM VENTILATION CÉLIA PATRÍCIA DIAS DE ALMEIDA



ANNEXES 132

7.7 Annex 7 ‐ 3D Isothermal Test Case

Figure 7.18 – 3D Annex 20 room coarsemesh (53000 cells).

Figure 7.19 – 3D Annex 20 roommediummesh (106000 cells).

Figure 7.20 – 3D Annex 20 room finemesh (462500 cells).
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7.21 – Velocity distribution at the near wall regions and at the symmetry plane for the x‐component (a,d,g),

y‐component (b,e,h) and z‐component (c,f,i).

(a) (b) (c)

(d) (e) (f)

Figure 7.22 – Velocity distribution at the x = H (a,b,c) and x = 2H , for the x‐component, y‐component and z‐

component, respectively.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7.23 – Velocity distribution at the y = h/2 (a,d,g), y = 0.5H (b,e,h), and y = H − h/2 (c,f,i), for the x‐

component, y‐component and z‐component.
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