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Resumo 

O osso é um tecido fisiologicamente dinâmico e que quando lesionado tem a 

capacidade de se reparar com o próprio tecido, não envolvendo um tecido cicatrizante, ao 

contrário de outros tecidos. Esta característica torna-o particularmente interessante para 

investigar os processos inerentes de fraturas ósseas. A maior parte das fraturas cicatriza 

através de uma sequência de processos de diferenciação de tecidos, desde os processos 

iniciais de hematoma, aos tecidos conjuntivos, e através da cartilagem ao osso. No 

entanto, qualquer falha neste processo pode resultar em uniões tardias, más uniões ou não 

uniões. A compreensão na totalidade deste processo ainda constitui um desafio. Os 

mecanismos que envolvem os processos de estimulação mecânica não se encontram bem 

compreendidos, em consequência da complexidade dos testes experimentais in vivo, que 

se tornam dependentes de dados in vitro, tornando difícil validar os pressupostos 

biológicos. Consequentemente, os modelos computacionais têm demonstrado serem 

bastante úteis e eficazes na investigação sobre a cicatrização óssea.  

Desta forma, com o presente trabalho foi possível analisar as condições mecânicas 

de um calo ósseo resultante de uma fratura, assim como compreender as metodologias de 

análise numérica aplicadas. O modelo teve por base um estudo in vivo de forma a obter 

uma variação temporal progressiva da forma do calo e das propriedades mecânicas 

durante a cicatrização óssea. Com este modelo obtiveram-se os campos de tensão e 

deformação nas diferentes fases do processo de regeneração, obtendo-se resultados que 

se encontram em conformidade com a literatura. Adicionalmente, foi aplicado um 

algoritmo de remodelação óssea em combinação com o Radial Point Interpolation 

Method (RPIM) que foi capaz de reproduzir as condições apresentadas pela respetiva 

imagem histológica nesta fase. 

Por último, espera-se que os trabalhos desenvolvidos neste âmbito possibilitem a 

conceção de estratégias mais precisas e eficazes tanto para o tratamento como para 

aceleração da cura. De forma complementar, encontram-se em desenvolvimento modelos 

específicos dos pacientes e que incorporam variabilidade genética.  

 

Palavras-chave: cicatrização da fratura óssea; calo ósseo; métodos numéricos; 

mecanobiologia; biomecânica. 
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Abstract 

Bone is a physiologically dynamic tissue that, when injured, has the ability to 

repair itself, not involving scar tissue, unlike other tissues. This characteristic makes it 

particularly interesting for investigating the inherent processes of bone fractures. Most 

fractures heal through a sequence of tissue differentiation processes, from the initial 

hematoma, to connective tissues and through cartilage to bone. However, any failure in 

this process can result in a delayed union, mal-union or non-union. A complete 

understanding of this process is still a challenge. The mechanisms surrounding the 

mechanical stimulation processes are relatively poorly understood as a result of the 

complexity of in vivo experimental tests, which become dependent on in vitro data, 

making it difficult to validate the biological assumptions. Consequently, computational 

models have proven to be very useful and effective in the investigation of bone healing. 

Therefore, in the present work, it was possible to analyse the mechanical 

conditions of a bone callus as a consequence of a fracture and to understand the 

methodologies of numerical analysis applied. The model was based on an in vivo 

experimental study in order to obtain a progressive temporal variation of the callus shape 

and mechanical properties during bone healing. With this model, the stress and strain 

fields in the different phases of the regeneration process were obtained, where the results 

are in agreement with the literature. Additionally, a bone remodelling algorithm was 

applied in combination with the Radial Point Interpolation Method (RPIM), which was 

able to reproduce the conditions presented by the respective histological image at this 

stage.  

Finally, it is expected that the work developed in this area will enable the design 

of more accurate and effective strategies for both treatment and accelerating healing. 

Complementarily, patient-specific models and the incorporation of genetic variability are 

being developed. 

 

 

Keywords: bone fracture healing; bone callus; numerical methods; 

mechanobiology; biomechanics. 
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1. Introduction  

Biomedical engineering encompasses careers and research projects that integrate 

biological processes in order to develop innovative approaches with application in 

prevention, diagnosis and therapy. The evolution of computational power, methodologies 

and the combination of high-resolution medical imaging, made it possible to evaluate a 

wide variety of biological processes that include the repair and healing of fractured bone.  

Bone healing involves a complex and, at the same time, astonishing 

biomechanical process, which unlike other tissues does not require the production of scar 

tissue. Instead, new bone is formed and continuously remodelled until the original site of 

injury is not recognised. Bone fracture healing involves cell differentiation and tissue 

remodelling, both of which are influenced by the mechanical environment [1].  

The approaches adopted by researchers usually require the union of experimental 

and theoretical methods by applying the theory to understand the experimental data or the 

data to demonstrate the theory. However, these are limited due to the complexity of bone 

fracture healing. Therefore, computational numerical simulation has emerged as a widely 

promising tool, constituting a dynamic simulation that can be used in order to explore and 

establish an understanding of the problem, where there is greater control of the 

interactions between the system’s constituents. Thus, these computational models are 

developed in biomechanics in order to aid the understanding of biological phenomena, 

mainly time-dependent ones such as bone healing. 

In this chapter the motivation and objectives are presented, as well as the outline 

of this document. 

 

1.1.  Motivation 

Fractures are one of the most frequent injuries of the musculoskeletal system and 

the most common form of hospitalised trauma. Despite the extensive amount of research 

conducted, as well as the fact that treatment of fractures has improved considerably in 

recent decades, a large proportion of all fractures, up to 5-10%, still show delayed union, 

mal-union and non-union associated with some risk factors such as soft tissue injury, 

extensive bone loss, fracture instability, infection, and a poor general medical condition 

of the patient [2]. All these aspects contribute not only to considerable individual 
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disability and consequent loss of productivity but also to a reduction in quality of life and 

significant treatment costs [3]. In this regard, a detailed understanding of the 

biomechanical aspects of the bone healing process is essential for orthopaedic surgeons 

to create an optimal healing environment in the fractured limb [4]. 

The study of the bone healing process comprises two general approaches, 

experimental methods and computational modelling. Experimental studies in humans and 

animals provide detailed knowledge of the processes that occur during the bone healing 

response, such as: the influence of fixation stability, ageing, fracture size, etc. (tissue 

level); determination of the contribution of different cell phenotypes (cellular level) and, 

finally, investigation of intracellular signalling pathways for therapeutic application in 

bone regeneration (intracellular level) [5]–[9]. However, experimental approaches are 

unable to fully describe the underlying biochemical and biomechanical mechanisms 

leading to fracture healing and, therefore, understanding the process as a whole is still 

challenging [4]. 

Consequently, computer models have emerged to aid the investigation of bone 

regeneration and remodelling. These models have become increasingly complex, 

including more biological processes in order to understand the mechanical and biological 

interactions that lead to the different phases of bone healing. In general, the Finite 

Element Method (FEM) is one of the most widely applied methodologies in 

computational models. However, alternatively, to this method, meshless methods such as 

the Radial Point Interpolation Method (RPIM) have emerged, which have proven to be 

advantageous compared to mesh-based methods [10]. 

The main advantage of these simulation methodologies comes from the fact that 

they can predict the outcome of bone healing and how it might be influenced. 

Additionally, they are used in understanding the underlying mechanisms of the bone 

healing response. Ultimately, when the mechanisms of mechanically-regulated tissue 

formation are well defined, then physiological conditions and pharmacological agents can 

be developed and utilized to prevent non-unions and, furthermore, to promote and help 

accelerate fracture repair and restore optimal function. 
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1.2.  Objectives 

The main objective of this project is to develop a new mechanical model to predict 

bone callus formation as a consequence of a fracture. 

To achieve this objective, several secondary objectives were defined: 

• Understand the influence of stress and strain in tissues during bone healing 

phenomenon; 

• Develop 2D and 3D tibial models and include transverse fractures; 

• Analysis of the transverse fracture models in order to simulate the 

complete regeneration process and validation. 

• Analysis of bone callus remodelling in the presence of a mechanical 

stimulus and validation. 

 

1.3.  Document Structure 

This document is organized into seven chapters, starting with Chapter 1, which 

presents the theme under study and the main objectives of the work. Chapter 2 describes 

the bone tissue morphology, composition, structure and mechanical properties, and, 

lastly, bone formation. Chapter 3 focuses on the biological processes of bone growth and 

remodelling and also on bone fracture healing, ending with the bone callus mechanical 

properties. Then, Chapter 4 encompasses the numerical methods used in this work, 

describing their formulation, followed by an introduction of basic notions of solid 

mechanics. Chapter 5 corresponds to the state of the art of mechanobiological models that 

simulate bone callus. Afterwards, in Chapter 6, the numerical work performed is 

presented, with the computational models created, as well as the results obtained both in 

the analysis of the bone healing process over time and in the remodelling analysis. To 

finish, in Chapter 7, the main achievements of the work are outlined along with some 

limitations and suggestions for future improvements. 
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2. Bone Tissue 

Bone is a remarkably strong and lightweight material, being the hardest living 

tissue among other connective tissues in the body. Bone exerts important functions, such 

as: providing a stiff skeleton on which the muscles act to produce locomotion and other 

physical activities; protecting vital organs, such as the heart and lungs, which are 

protected within the rib cage, and the brain within the skull; storing calcium and 

phosphate ions, which are necessary for physiological function; and finally, harbouring 

of bone marrow [11], [12].  

Bone consists of 50% water and the remaining solid part contains various 

minerals, especially 70% calcium salt and 30% cellular material [13]. Therefore, the 

extracellular matrix is a complex composite with organic and inorganic components. 

Most of the organic part is composed of collagen, a natural polymer, and the inorganic is 

mainly a mineral chemically and crystallographically similar to hydroxyapatite, 

𝐶𝑎10(𝑃04)6(𝑂𝐻)2. The mineral component gives strength and stiffness to the tissue, 

while the collagen phase is ductile, giving bone its toughness [14]. Bone collagen is 

mainly type I collagen and has the same general composition and chemical structure as 

other type I collagens however, it differs in its mechanical and physicochemical 

properties. The third main component of bone is water. Wet bone and dry bone exhibit 

very different mechanical responses and, therefore, the importance of water for the 

mechanical functioning of bone cannot be underestimated [15], [16]. 

Bone has vascular tissue and cellular activity products, especially during growth 

which is very dependent on the blood supply as a basic source and hormones that greatly 

regulate this growth process. It is also a highly dynamic structure undergoing constant 

remodelling, being removed and replaced by two species of bone cells, osteoclasts and 

osteoblasts respectively, which are found on the free surfaces of bone. These cell species 

play an essential role in determining bone growth, the thickness of the cortical layer and 

the structural arrangement of the lamellae. Bone reacts to its mechanical environment by 

increasing or decreasing the amount of material present depending on the stress regime. 

This relationship between bone mechanical environment and bone internal and external 

structure was first described by J. Wolff [17]. Also, it continuously renews itself, 

removing old or damaged bone and replacing it with new material. As a consequence of 

the effects of gravity and compressive loads produced by muscle action, the stresses in 
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bone are usually compressive, although some tensile loading is seen in certain regions of 

the body and during specific activities. 

2.1.  Bone Morphology 

The skeletal system is the body system composed of bones, cartilages, ligaments 

and other tissues that perform essential functions for the human body. The adult human 

skeleton consists of 206 bones. Bones can be categorized into five types, i.e., long, short, 

flat, sesamoid and irregular [18]. Long bones include the femur, tibia, fibula, humeri, 

radii, ulna, metacarpals, metatarsals, phalanges, clavicles, which provide skeletal 

mobility and are subject to the most of the load during everyday activities [18].  

The shafts of the long bones are referred to as the diaphysis and the expanded ends 

as the epiphyses. Inside the diaphysis is the medullary cavity, which is filled with yellow 

bone marrow in an adult, consisting mostly of adipose tissue. The outer walls of the 

diaphysis (cortex, cortical bone) are composed of dense and hard compact bone. The 

epiphysis is filled internally with trabecular bone. Red bone marrow fills the spaces 

between the trabecular bone in some long bones and is composed of blood-forming cells, 

being the only site of blood formation in adults. Children's bones have proportionally 

more red bone marrow than adults due to ageing the red bone marrow is mostly replaced 

by the yellow bone marrow. Each epiphysis meets the diaphysis at the metaphysis. During 

growth, the metaphysis contains the epiphyseal plate, the site of long bone elongation. 

When the bone stops growing in early adulthood (approximately 18–21 years), the 

epiphyseal plate becomes an epiphyseal line (Figure 2.1). 

The interior of the bone adjacent to the medullary cavity is lined with a layer of 

bone cells forming a thinner connective tissue membrane, the endosteum. These bone 

cells promote the growth, repair and remodelling of bone throughout life (Figure 2.2).  

Most of the external surface of the bone is covered by dense connective tissue 

called the periosteum, also composed of a layer of cells that grow, repair, and remodel 

the bone. It consists of two layers and contains blood vessels, nerves and lymphatic 

vessels that nourish compact bone. In the periosteum tendons and ligaments are attached 

to the bones. It covers the entire outer surface except where the epiphyses meet with other 

bones to form joints (Figure 2.2), at this site the epiphyses are covered with articular 

cartilage, which constitutes a thin layer of hyaline cartilage that reduces friction and acts 

as a shock absorber. 
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Figure 2.1- Anatomy of a long bone. Adapted from [19]. 

 

 

Figure 2.2- The periosteum forms the outer surface of the bone, and the endosteum 

lines the medullary cavity. Adapted from [19]. 
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2.2.  Bone Composition and Structure  

2.2.1. Bone Matrix  

Bone tissue is connective tissue and consequently contains relatively few cells and 

large amounts of extracellular matrix (ECM). Concerning the bone body dry weight, the 

ECM is divided into organic and inorganic components. By mass, the bone tissue matrix 

consists of 30% collagen fibres (primarily of type I collagen) and 70% calcium phosphate 

salt [13]. The collagen provides a scaffolding surface for inorganic salt crystals to adhere. 

These salt crystals form when calcium phosphate and calcium carbonate combine to 

create carbonate-rich hydroxyapatite, also called bone apatite, which is smaller and less 

perfect in crystal arrangement than pure hydroxyapatite, 𝐶𝑎10(𝑃04)6(𝑂𝐻)2 [13]. Other 

inorganic salts are also present in the bone mineral matrix like sodium, magnesium, 

potassium, fluoride and chloride. The hydroxyapatite crystals give bones their hardness, 

stiffness and high ultimate compression stress. The collagen fibres (according to the 

orientation and the quantity of these fibres) confer a framework for calcification and give 

the bone elasticity and high ultimate traction and shear stress. The remainder of the 

skeleton consists of cells and blood vessels. 

The bone matrix constitutes a complex and organized framework that provides 

mechanical support and exerts an essential role in bone homeostasis. The bone matrix can 

release several molecules that interfere in the bone cells activity and, consequently, has a 

participation in the bone remodelling. Once the loss of bone mass alone is insufficient to 

cause bone fractures [20], it is suggested that other factors, including changes in the bone 

matrix proteins and their modifications, are of crucial importance to the understanding 

and prediction of bone fractures [21]. It is known that collagen plays a critical role in the 

structure and function of bone tissue [22]. Accordingly, it has been demonstrated that 

there is a variation in the concentration of bone matrix proteins with age, nutrition, 

disease, and antiosteoporotic treatments [21], [23], [24] which may contribute to post-

yield deformation and fracture of the bone. 

 

2.2.2. Bone Cells 

Even though bone cells constitute less than 2% of bone mass, they are essential 

for bone function. Therefore, five types of cells are found within bone tissue: osteogenic 
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(osteoprogenitor) cells, bone-lining cells, osteoblasts, osteocytes, and osteoclasts (Figure 

2.3) [25]. 

 

Figure 2.3- Development of bone precursor cells. Bone precursor cells are divided into 

developmental stages, which are: osteogenic cell (osteoprogenitor); bone-lining cell (pre-

osteoblast); osteoblast; osteocyte, and osteoclast. Adapted from [19]. 

 

The osteogenic (osteoprogenitor) cells are undifferentiated with high mitotic 

activity and they are the only bone cells that divide. Immature osteogenic cells are found 

in the cellular layer of the periosteum, endosteum and the Haversian’s and Volkmann’s 

canals. They differentiate and develop into osteoblasts. These cells are involved in the 

formation of all bone structures during the growth process and are generated in the bone 

marrow, or other connective tissues [25]. 

Osteoblasts are cuboidal cells responsible for forming new bone and are found in 

the growing portions of bone, including the endosteum and the cellular layer of the 

periosteum (comprising 4–6% of the total resident bone cells) [25]. Osteoblasts are 

derived from mesenchymal stem cells (MSC) and present morphological characteristics 

of protein-synthesizing cells and secrete the collagen matrix and other proteins [25]. With 

the calcification of the secreted matrix involving the osteoblasts, they get trapped in 

matrix-bound lacunae and as a result, they change the structure and become osteocytes, 

the primary cell of mature bone and the most common type of bone cell (90-95% of the 

total bone cells).  

The morphology of osteocytes differs depending on the type of bone, where the 

osteocytes from trabecular bone are more rounded than the osteocytes from cortical bone, 
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which exhibit an elongated morphology [26]. Osteocytes are derived from the MSC 

lineage through osteoblasts differentiation. They maintain the mineral concentration of 

the matrix through the secretion of enzymes. While sharing most matrixes related to 

osteoblast activities, osteocytes also express many different proteins, including paracrine 

and endocrine factors that help regulate bone remodelling. Osteocytes communicate with 

each other and receive nutrients via long cytoplasmic processes that extend through thin 

canals within the bone matrix, called canaliculi, and are connected within the canaliculi 

through gap junctions. These connections between osteocyte processes and nearly all 

other bone cells in the extensive lacunar-canalicular network allow osteocytes to serve as 

mechanosensors detecting the mechanical load on the bone as well as stress- or fatigue-

induced microdamage and to trigger remedial activity in osteoblasts and osteoclasts. 

Bone-lining cells, also called pre-osteoblasts, are inactive elongated and thin 

osteoblasts found in the periosteal and endosteal surfaces, where neither bone resorption 

nor bone formation occurs [25]. Once the bone formation or the bone remodelling has 

finished, these cells remain inactive in the bone surface but can be reactivated in response 

to mechanical or/and chemical stimulation [27]. 

The dynamic nature of bone means that new tissue is constantly formed, and old, 

injured, or unnecessary bone is dissolved for repair or calcium release. The cells 

responsible for bone reabsorption and/or elimination are the osteoclasts. These 

multinucleated cells originate from monocytes and macrophages, two types of white 

blood cells (hematopoietic stem cell lineage). Osteoclasts are continually breaking down 

old bone while osteoblasts are continually forming new bone. The ongoing balance 

between osteoblasts and osteoclasts is responsible for the constant but subtle reshaping 

of bone. 

 

2.2.3. Bone Tissue Hierarchy 

The various levels of hierarchical structural organization of bone are [28]: (1) the 

macrostructure: trabecular and cortical bone; (2) the microstructure: osteons or Haversian 

and trabeculae systems (10–500 μm); (3) the sub-microstructure: mineralised lamellae 

and collagen fibres (1–10 μm); (4) the nanostructure: mineralised collagen fibrils (about 

100 nm–1 μm), and (5) the sub-nanostructure: molecular and atomic structure of main 

components (<100 nm) (Figure 2.4). This hierarchically organized structure has an 
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irregular, yet optimized, arrangement and orientation of the components, making the 

material of bone heterogeneous and anisotropic.  

 

 

Figure 2.4- Hierarchical structural organization of bone: (a) cortical and trabecular bone; (b) 

osteons with Haversian systems; (c) lamellae; (d) collagen fibre assemblies of collagen fibrils; 

(e) bone mineral crystals, collagen molecules, and non-collagenous proteins. Adapted from [29]. 

 

2.2.3.1. Cortical and Trabecular Bone 

At the macrostructure level, bone is distinguished into the cortical (or compact) 

and trabecular (or cancellous, spongy) types. In cross-section, the end of a long bone such 

as the femur has a dense cortical shell with a porous, trabecular interior. Although both 

types of bone (cortical and trabecular) are most easily distinguished by their degree of 

porosity or density, true differentiation comes from a histological evaluation of the 

tissue’s microstructure. The microstructure of cortical bone is composed of regular, 

cylindrically shaped lamellae. In contrast, the microstructure produced by the compaction 

of trabecular bone is composed of irregular, sinuous convolutions of lamellae. Therefore, 

reliable differentiation can only be achieved by microscopy methods.  

In general, trabecular bone is much more active metabolically, being remodelled 

more frequently than cortical bone, and is, therefore, younger on average than cortical 

bone [30]. In fact, every year 25% of trabecular bone is replaced compared to only 2–3% 

of cortical bone. Cortical bone makes up 80% of the human skeleton; the remainder is 
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trabecular bone, which has a spongelike appearance with numerous large spaces and is 

found in the marrow space (medullary cavity) of a bone [31]. 

The cortical bone microstructure consists of Haversian systems also known as 

osteons (Figure 2.5).  

 

 

Figure 2.5- Cortical (or compact) bone. A cross-sectional view of cortical bone showing several 

osteons, the basic structural unit. Adapted from [19]. 

 

Osteons are circular or oval in cross-section, 20–110 μm in diameter and contain 

central blood vessels, in a cylindrical canal known as a Haversian canal and are typically 

2–3 mm long. The blood vessels are surrounded by three to eight concentrically arranged 

lamellae which are each 3–7 mm thick. Osteons generally run parallel to the long axis of 

the bone or the major loading direction, though they give off branches, Volkmann canals, 

which join adjacent Haversian canals. Between the individual lamellae are small spaces 

called lacunae and each contains a cell called an osteocyte. They are arranged 
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circumferentially around the central canal and the lacunae are interconnected by fine 

canaliculi containing osteocyte processes, which connect to adjacent osteocytes to allow 

osteocyte to osteocyte communication. The Haversian canals are organised to 

accommodate the small blood vessels of the microcirculation and are generally formed 

as part of a microvascular network. Nutrients and oxygen cannot diffuse easily through 

the calcified matrix. Instead, the branching canaliculi provide routes for nutrients and 

oxygen to reach the osteocytes and for the waste products of metabolism to diffuse away 

[32]. 

In contrast to the compact bone, the trabecular bone contains osteocytes housed 

in lacunae, but they are not arranged in concentric circles. Instead, the lacunae and 

osteocytes are found in a lattice-like network of matrix spikes called trabeculae (Figure 

2.6). The trabeculae are covered by the endosteum, which can readily remodel them. The 

trabeculae may appear to be a random network, but each trabecula forms along lines of 

stress to direct forces out to the more solid compact bone providing strength to the bone. 

Trabecular bone provides balance to the dense and heavy compact bone by making bones 

lighter so that muscles can move them more easily [19]. 

 

 

Figure 2.6- Trabecular (or cancellous, spongy) bone. Trabecular bone is composed of 

trabeculae that contain osteocytes. Red marrow fills the spaces in some bones [19]. 

 



Chapter - 2 

18 

Trabecular bone is structurally inhomogeneous at various levels, from sub-

microscopic to macroscopic, making it mechanically heterogenous and anisotropic; 

however, trabecular bone behaves like any other porous structure with the tensile and 

compressive strengths being proportional to apparent density squared [19]. 

 

2.3.  Bone Tissue Mechanical Properties 

The mechanical properties of bone tissue have been a topic widely addressed and 

discussed by several researchers over time. As mentioned above, bone tissue can be 

classified as cortical bone and trabecular bone. The distinction between cortical and 

trabecular bone can be made based on porosity (directly related to bone density). The 

cortical bone presents a porosity, 𝑝, lower than around 30% [33]. The porosity of adult 

human femoral cortical bone can vary from 5% at age 20 up to almost 30% above age 80 

[34]. In contrast, the porosity of trabecular bone can range from 70% in the femoral neck 

[35] to about 95% in the elderly spine [36]. 

Additionally, density can be defined in several ways at either the bone tissue or 

the bone material level. The wet mineralised mass of bone of the sample tissue, 𝑤𝑠𝑎𝑚𝑝𝑙𝑒, 

over the volume occupied by the same sample tissue, 𝑉𝑠𝑎𝑚𝑝𝑙𝑒, defines the value of 

apparent density, 𝜌𝑎𝑝𝑝, (Eq. (2.1)). Whereas the same mass of bone material over the 

volume occupied by the material itself defines the material density of bone. The two will 

differ in the presence of pores or the vacuous spaces that are related to canaliculi, 

osteocyte lacunae, osteonal canals and analogous non-mineralised architectural features. 

Additionally, there is also a relation that corresponds to the concept of porosity, defined 

by 𝐵𝑉/𝑇𝑉, i.e., the ratio of bone material volume over tissue volume. It represents a 

geometric and visible marker of the level of porosity in the structure, relating the apparent 

density value (primary influence of mechanical properties at the tissue/structural level) 

with the material density (determines material behaviour at the trabecular level and, 

consequently, properties at the structural level) [37].  

 

 𝜌𝑎𝑝𝑝 =
𝑤𝑠𝑎𝑚𝑝𝑙𝑒

𝑉𝑠𝑎𝑚𝑝𝑙𝑒
 Eq. (2.1) 
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The apparent density depends on the bone porosity, which can be obtained through 

the following expression, 

 

 𝑝 =
𝑉ℎ𝑜𝑙𝑒𝑠
𝑉𝑠𝑎𝑚𝑝𝑙𝑒

 Eq. (2.2) 

 

in which 𝑉ℎ𝑜𝑙𝑒𝑠 corresponds to the volume of bone holes obtained by the 

Archimedes principle. Therefore, the apparent density can also be established by applying 

the porosity,  

 

 𝜌𝑎𝑝𝑝 = 𝜌0 ∙ (1 − 𝑝) Eq. (2.3) 

 

where 𝜌0 is the compact bone density, 𝜌0 = 2.1 𝑔/𝑐𝑚3. 

With the increasing knowledge about the mechanical properties of bone tissue, it 

was possible to move from models that assumed an isotropic bone behaviour to models, 

based on experimental studies, that consider an orthotropic bone behaviour. 

 

2.3.1. Lotz’s Material Law 

The work of Lotz et al. [38] was one of the first that considered the bone 

orthotropic nature.  This work involved the determination of the elasticity modulus and 

the ultimate compression stress mathematical laws for both cortical and trabecular bone 

in the axial and transverse directions, with the apparent density being the only variable. 

Thus, the macroscale bone mechanical properties are approximated with the following 

expressions, 

 

 𝐸𝑖 = 𝑎1 ∙ (𝜌𝑎𝑝𝑝)
𝑎2 Eq. (2.4) 

 

 𝜎𝑖
𝑐 = 𝑎3 ∙ (𝜌𝑎𝑝𝑝)

𝑎4 Eq. (2.5) 
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in which 𝐸𝑖 and 𝜎𝑖
𝑐 correspond to the elasticity modulus and the ultimate 

compression stress in direction 𝑖, respectively, both expressed in MPa and the apparent 

density, 𝜌𝑎𝑝𝑝, in 𝑔/𝑐𝑚3. The coefficients 𝑎𝑗 are presented in Table 2.1 for both cortical 

and trabecular bone in the axial and transverse directions.  

 

Table 2.1- Coefficients of Lotz’s Law.  

Bone Tissue Direction 𝒂𝟏 𝒂𝟐 𝒂𝟑 𝒂𝟒 

Cortical 
Axial 2065 3.09 72.4 1.88 

Transversal 2314 1.57 37 1.51 

Trabecular 
Axial 1904 1.64 40.8 1.89 

Transversal 1157 1.78 21.4 1.37 

 

 

2.3.2. Belinha’s Material Law 

An experimental study developed by Zioupos et al. [37], also highlights that 

density is a property that has a crucial role in determining the mechanical properties of 

both its trabecular and cortical structural forms. In this work, from the measured apparent 

density in cubic micropatches, the bone was objectively isolated into trabecular and 

compact forms. The results show that the relation between apparent density and elasticity 

modulus is no longer an increasing monotonic function but rather a function with a 

“boomerang”-like pattern. It was shown that the law governing the mechanical behaviour 

of bone tissue corresponds to the same for cortical and trabecular bone, as opposed to the 

two distinct material laws as proposed by Lotz [38]. Thus, based on Zioupos’ work [37], 

Belinha [10] also proposed a law that regulates the mechanical behaviour of bone tissue, 

as observed in Figure 2.7. 
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Figure 2.7- Representative graph of the elasticity modulus in the axial direction with 

the respective comparison between the experimental data obtained in Zioupos' work with Lotz's 

law for cortical and trabecular bone and with the mathematical model proposed by Belinha. 

 

Belinha's work [10], established a unifying law for cortical and trabecular bone. 

Zioupos' work only involved the analysis of the bone elasticity modulus in the axial 

direction [37]. However, Belinha proposed the mathematical curves for the elasticity 

modulus in the transverse direction and the ultimate compression stress in the axial and 

transverse directions, based on the values suggested by Lotz [38]. Thus, it was defined a 

novel anisotropic material law that correlates accurately the bone apparent density with 

the obtained level of stress by means of a mechanical stimulus [39].  

The bone elasticity modulus, E, and the ultimate compression stress, 𝜎𝑐 , for the 

axial and transverse directions are obtained using the approximation curves of Eq. (2.6), 

(2.7), (2.8), (2.9) and (2.10). 

 

 𝐸𝑎𝑥𝑖𝑎𝑙 =

{
 
 

 
 ∑𝑎𝑗

3

𝑗=0

∙ 𝜌𝑗        𝑖𝑓       𝜌 ≤ 1.3 𝑔/𝑐𝑚3

 ∑𝑏𝑗

3

𝑗=0

∙ 𝜌𝑗        𝑖𝑓        𝜌 > 1.3 𝑔/𝑐𝑚3

 

Eq. (2.6) 

Eq. (2.7) 
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 𝐸𝑡𝑟𝑎𝑛𝑠 =∑𝑐𝑗

3

𝑗=0

∙ 𝜌𝑗   Eq. (2.8) 

 

 𝜎𝑎𝑥𝑖𝑎𝑙
𝑐 =∑𝑑𝑗

3

𝑗=0

∙ 𝜌𝑗   Eq. (2.9) 

 

 𝜎𝑡𝑟𝑎𝑛𝑠
𝑐 =∑𝑒𝑗

3

𝑗=0

∙ 𝜌𝑗   Eq. (2.10) 

 

where the coefficients 𝑎𝑗, 𝑏𝑗 , 𝑐𝑗, 𝑑𝑗 and 𝑒𝑗 are given in Table 2.2. The 𝐸𝑖 and 𝜎𝑖
𝑐 in 

direction 𝑖 are both expressed in MPa and the apparent density, 𝜌, in 𝑔/𝑐𝑚3. 

 

Table 2.2- Coefficients of Belinha’s Law. 

Coefficients 𝒋 = 𝟎 𝒋 = 𝟏 𝒋 = 𝟐 𝒋 = 𝟑 

𝒂𝒋 0.00 721.61 805.86 0.00 

𝒃𝒋 -177044.29 386136.43 -279771.43 68357.14 

𝒄𝒋 0.00 0.00 2003.56 -144.23 

𝒅𝒋 0.00 0.00 26.80 20.35 

𝒆𝒋 0.00 0.00 25.01 1.25 

 

 

2.4.  Bone Formation 

In the early stages of embryonic development, the embryo’s skeleton consists of 

fibrous membranes and hyaline cartilage. By the sixth or seventh week of embryonic life, 

the actual process of bone development, ossification (osteogenesis), begins. There are two 

osteogenic pathways – intramembranous ossification and endochondral ossification – but 

in the end, mature bone is the same regardless of the pathway that produces it. 
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2.4.1. Intramembranous Ossification 

During intramembranous ossification, cortical and trabecular bone develops 

directly from sheets of mesenchymal (undifferentiated) connective tissue. The flat bones 

of the face, most of the cranial bones, and the clavicles (collarbones) are formed via 

intramembranous ossification [19]. 

The process begins when mesenchymal cells in the embryonic skeleton gather 

together and begin to differentiate into specialized cells (Figure 2.8(a)). Some of these 

cells will differentiate into capillaries, while others will become osteogenic cells and then 

osteoblasts. Although they will ultimately be spread out by the formation of bone tissue, 

early osteoblasts appear in a cluster called an ossification centre [19].  

The osteoblasts secrete osteoid, uncalcified matrix consisting of collagen 

precursors and other organic proteins, which calcifies (hardens) within a few days as 

mineral salts are deposited on it, thereby entrapping the osteoblasts within. Once 

entrapped, the osteoblasts become osteocytes (Figure 2.8(b)). As osteoblasts transform 

into osteocytes, osteogenic cells in the surrounding connective tissue differentiate into 

new osteoblasts at the edges of the growing bone [19].  

Several clusters of osteoid unite around the capillaries to form a trabecular matrix, 

while osteoblasts on the surface of the newly formed trabecular bone become the cellular 

layer of the periosteum (Figure 2.8(c)). The periosteum then secretes cortical bone 

superficial to the trabecular bone. The trabecular bone crowds nearby blood vessels, 

which eventually condense into red bone marrow (Figure 2.8(d)). The new bone is 

constantly also remodelling under the action of osteoclasts [19]. 

Intramembranous ossification begins in utero during fetal development and 

continues on into adolescence. At birth, the skull and clavicles are not fully ossified nor 

are the junctions between the skull bone (sutures) closed. This allows the skull and 

shoulders to deform during passage through the birth canal. The last bones to ossify via 

intramembranous ossification are the flat bones of the face, which reach their adult size 

at the end of the adolescent growth spurt [19]. 
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Figure 2.8- Intramembranous Ossification. (a) Mesenchymal cells group into clusters, 

differentiate into osteoblasts, and ossification centres form. (b) Secreted osteoid traps 

osteoblasts, which then become osteocytes. (c) Trabecular matrix and periosteum form. (d) 

Cortical (or compact) bone develops superficial to the trabecular bone, and crowded blood 

vessels condense into red bone marrow [19]. 

 

2.4.2. Endochondral Ossification  

In endochondral ossification, bone develops by replacing hyaline cartilage. 

Cartilage does not become bone. Instead, cartilage serves as a template to be completely 

replaced by new bone. Endochondral ossification takes much longer than 

intramembranous ossification. Bones at the base of the skull and long bones form via 

endochondral ossification.  

In a long bone, for example, at about six to eight weeks after conception, some of 

the mesenchymal cells differentiate into chondroblasts (cartilage cells) that form the 

hyaline cartilaginous skeletal precursor of the bones (Figure 2.9(a)). This cartilage is a 

flexible, semi-solid matrix produced by chondroblasts and consists of hyaluronic acid, 

chondroitin sulphate, collagen fibres, and water. As the matrix surrounds and isolates 

chondroblasts, they are called chondrocytes. Unlike most connective tissues, cartilage is 

avascular, meaning that it has no blood vessels supplying nutrients and removing 
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metabolic wastes. All of these functions are carried on by diffusion through the matrix 

from vessels in the surrounding perichondrium, a membrane that covers the cartilage [19]. 

As more and more matrix is produced, the cartilaginous model grows in size. 

Blood vessels in the perichondrium bring osteoblasts to the edges of the structure and 

these arriving osteoblasts deposit bone in a ring around the diaphysis – this is called a 

bone collar (Figure 2.9(b)). The bony edges of the developing structure prevent nutrients 

from diffusing into the centre of the hyaline cartilage [19], [40].  

This results in chondrocyte death and disintegration in the centre of the structure. 

Without cartilage inhibiting blood vessel invasion, blood vessels penetrate the resulting 

spaces, not only enlarging the cavities but also carrying osteogenic cells with them, many 

of which will become osteoblasts. These enlarging spaces eventually combine to become 

the medullary cavity. Bone is now deposited within the structure creating the primary 

ossification centre (Figure 2.9(c)) [19], [40].  

While these deep changes are occurring, chondrocytes and cartilage continue to 

grow at the ends of the structure (the future epiphyses), which increases the structure’s 

length at the same time bone is replacing cartilage in the diaphysis. This continued growth 

is accompanied by remodelling inside the medullary cavity (osteoclasts were also brought 

with invading blood vessels) and overall lengthening of the structure (Figure 2.9(d)). By 

the time, the fetal skeleton is fully formed, cartilage remains at the epiphyses and at the 

joint surface as articular cartilage [19], [40]. 

After birth, this same sequence of events (matrix mineralization, death of 

chondrocytes, invasion of blood vessels from the periosteum, and seeding with osteogenic 

cells that become osteoblasts) occurs in the epiphyseal regions, and each of these centres 

of activity is referred to as a secondary ossification centre (Figure 2.9(e)). Throughout 

childhood and adolescence, there remains a thin plate of hyaline cartilage between the 

diaphysis and epiphysis known as the growth or epiphyseal plate (Figure 2.9(f)). 

Eventually, this hyaline cartilage will be removed and replaced by bone to become the 

epiphyseal line [19], [40]. 
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Figure 2.9- Endochondral Ossification. (a) Mesenchymal cells differentiate into 

chondrocytes that produce a cartilage model of the future bony skeleton. (b) Blood vessels on the 

edge of the cartilage model bring osteoblasts that deposit a bony collar. (c) Capillaries penetrate 

cartilage and deposit bone inside cartilage model, forming primary ossification centre. (d) 

Cartilage and chondrocytes continue to grow at ends of the bone while medullary cavity expands 

and remodels. (e) Secondary ossification centres develop after birth. (f) Hyaline cartilage remains 

at epiphyseal (growth) plate and at joint surface as articular cartilage. Adapted from [40]. 
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3. Growth and Remodelling of Bone Tissue 

In order to understand tissue regeneration, it is important to describe similar 

biological processes, such as embryogenesis and skeletal growth. During the third month 

of intra-uterine life, the development of cartilage bone height occurs. However, due to the 

small size of the embryo, it consists of a chondroskeleton without an internal blood 

supply. In the fourth month, vascular elements develop, allowing the cartilage to grow 

and be replaced by bone. Thus, bone growth encompasses interstitial epiphyseal growth 

(oppositional) characterized by the production of long bones as the cartilage elongates 

and is replaced by bone tissue, until adolescence. This process consists of bone formation 

and resorption. On the other hand, it will also include appositional growth, which occurs 

when new bone tissue is deposited on the surface of the bone, resulting in bone thickening, 

which is usually the only one found in healthy adults. 

After the moment skeletal maturity is reached, bone undergoes successive 

resorption and is replaced by new bone in a process known as bone remodelling. Both 

bone growth and remodelling can be affected by multiple cell types and signalling 

pathways, such as: chondrocytes and osteoblasts derived from bone marrow 

mesenchymal stem cells, osteoclasts of haematopoietic origins, and hormones and other 

neuromodulators that assist in regulating the balance of osteoblastic bone formation and 

osteoclastic bone resorption. 

3.1.  Bone Growth 

3.1.1. Oppositional Growth 

Growth in the length of a bone, which is the major source of increased height in 

an individual, occurs in the epiphyseal plate. This process is called oppositional growth. 

It includes a layer of hyaline cartilage where ossification can continue to occur in 

immature bones. On the epiphyseal side of the epiphyseal plate, hyaline cartilage cells 

are active and are dividing and producing hyaline cartilage matrix (reserve and 

proliferative zones) [13]. On the diaphyseal side of the growth plate, cartilage calcifies 

and dies, then is replaced by bone (zones of hypertrophy and maturation, calcification and 

ossification) [13]. As cartilage grows, the entire structure grows in length and then is 

turned into bone. Once cartilage cannot grow further, the structure cannot elongate more. 
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The epiphyseal plate is composed of five zones of cells and activity (Figure 3.1). 

The reserve zone is the region closest to the epiphyseal end of the plate and contains small 

chondrocytes within the matrix. Chondrocytes increase in number on the epiphyseal side 

of the epiphyseal plate. They line up in columns parallel to the long axis of the bone, 

causing the bone to elongate. Then the chondrocytes enlarge and die. The proliferative 

zone is the next layer toward the diaphysis and contains stacks of slightly larger 

chondrocytes. It makes new chondrocytes (via mitosis) to replace those that die at the 

diaphyseal end of the plate. Chondrocytes in the next layer, the zone of maturation and 

hypertrophy, are older and larger than those in the proliferative zone. The more mature 

cells are situated closer to the diaphyseal end of the plate. The longitudinal growth of 

bone is a result of cellular division in the proliferative zone and the maturation of cells in 

the zone of maturation and hypertrophy. This growth within a tissue is called interstitial 

growth. Most of the chondrocytes in the zone of calcified matrix, the zone closest to the 

diaphysis, are dead because the matrix around them has calcified, restricting nutrient 

diffusion. Capillaries and osteoblasts from the diaphysis penetrate this zone, and the 

osteoblasts secrete bone tissue on the remaining calcified cartilage. Thus, the zone of 

calcified matrix connects the epiphyseal plate to the diaphysis. A bone grows in length 

when osseous tissue is added to the diaphysis [13]. 

When the chondrocytes in the epiphyseal plate cease their proliferation and bone 

replaces all the cartilage, longitudinal growth stops. All that remains of the epiphyseal 

plate is the ossified epiphyseal line. 

 

 

Figure 3.1- Longitudinal bone growth. The epiphyseal plate is responsible for longitudinal bone 

growth [41]. 
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3.1.2. Appositional Growth 

When bones are increasing in length, they are also increasing in diameter; growth 

in diameter can continue even after longitudinal growth ceases in response to stress from 

increased muscle activity or to weight. This process is called appositional growth (Figure 

3.2). 

The bone is absorbed on the endosteal surface and added to the periosteal surface. 

Osteoblasts and osteoclasts play an important role in appositional bone growth where 

osteoblasts secrete a bone matrix to the external bone surface from diaphysis, while 

osteoclasts on the diaphysis endosteal surface remove bone from the internal surface of 

the diaphysis. The more bone around the medullar cavity is destroyed, the more yellow 

marrow moves into the empty space and fills the space.  Osteoclasts reabsorb the old bone 

that lines the medullary cavity, while osteoblasts through intramembranous ossification 

produce new bone tissue under the periosteum. The periosteum on the bone surface also 

plays an essential role in increasing thickness and reshaping the external contour. The 

erosion of old bone along the medullary cavity and new bone deposition under the 

periosteum not only increases the diameter of the diaphysis but also increases the diameter 

of the medullary cavity. This remodelling of bone primarily takes place during bone’s 

growth, although, in adults, bone undergoes constant remodelling as a result of injuries, 

exercise and other activities [13]. 

 

 

Figure 3.2- Appositional bone growth [40]. 
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3.2.  Bone Remodelling 

Bone remodelling constitutes a complex and tightly regulated process that 

involves: repair of microdamage; modification of the structure in response to stress and 

other biomechanical stimulus; continuous replacement of old bone with new bone to 

ensure the integrity of the skeleton and, the maintenance of mineral homeostasis. These 

are accomplished by the coordinated activities of osteoclasts (resorption of bone), 

osteoblasts (replacement of bone), osteocytes (present in the bone matrix), bone-lining 

cells (cover the bone surface) and the capillary blood supply [42]. Some significant 

deviations in this balance between resorption and formation in regulation may imply 

severe accelerated bone loss or bone gain with disastrous consequences, increasing the 

probability of fracture or compression syndromes [43]. 

Bone remodelling occurs in temporary anatomical structures, called Basic 

Multicellular Units (BMUs), composed of the coupling of osteoclasts and osteoblasts 

within the bone remodelling cavity. The BMUs will remain longer than the life span of 

the osteoblasts and osteoclasts within it, and therefore, constant replenishment of these 

cells is required, ensured by the osteocytes. These structures guarantee a continuous 

remodelling of bone tissue throughout life. The regulation of the remodelling rate is 

ensured by a wide variety of calciotropic hormones, such as PTH, thyroid hormone, sex 

steroids, etc [43]. The structure and composition of BMUs will vary depending on 

whether they are located within the trabecular or cortical bone (Figure 3.3). In trabecular 

bone, BMUs are located on a surface, called “Howship's lacunae”, where it is resorbed 

and then refilled. On the contrary, in cortical bone, the remodelling occurs through tunnels 

formed by osteoclasts in “cutting cones”, with the removal of damaged bone. 

Subsequently, behind the osteoclasts, a refilling of new bone occurs in the “closing cone” 

by osteoblasts [43]. In both cases, the BMUs are covered by cells delimiting the bone 

remodelling cavity. The BMUs in cortical bone forms a cylindrical channel about 

2,000 μm long and 150-200 μm wide, in which osteoclasts gradually burrow through the 

bone at a rate of 20-40 μm/day. Therefore, the remodelling is between 2% and 5% of the 

cortical bone each year. Concerning trabecular bone, osteoclasts travel with a speed of 

approximately 25 μm/day, digging a trench with a depth of 40-60 μm. Thus, considering 

the surface-to-volume ratio, trabecular bone is more actively remodelled than cortical 

bone [44]. 
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Figure 3.3- Schematic representation of bone multicellular units (BMUs). (a) In trabecular 

bone, these begin below the bone remodelling canopies formed from bone-lining cells and (b) In 

cortical bone, at points within the Haversian canals. Adapted from [45]. 

 

3.2.1. Bone Remodelling Cycle 

Bone remodelling is composed of a sequential process that begins with the 

activation phase in which osteoclasts are recruited and differentiated into mature 

osteoclasts. This is followed by the activation and maintenance of bone resorption and 

then a period of reversal and formation whereby osteoclastic bone formation is inhibited 

and undergo apoptosis whilst osteoblasts are recruited and begin to differentiate, 

establishing a new organic bone matrix that subsequently mineralises, as can be depicted 

in Figure 3.4. 

The remodelling cycle occurs over the course of 120-200 days in cortical and 

trabecular bone, respectively [46]. Additionally, there is a regulation by osteocytes for 

osteoclast and osteoblast differentiation and thus bone resorption and formation. 

 

I. Activation 

The activation phase corresponds to a continuous process that occurs at the 

boundaries of the BMU, with the recruitment of osteoclast precursor cells after detecting 

the presence of remodelling initiating signals, which may be related to a mechanical or 

hormonal nature, from external mechanical stimulus or alterations in systemic 

homeostasis. This dynamic environment of biophysical stimulus that cells are exposed to 
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includes stress, strain, shear, pressure, fluid flow, streaming potentials and acceleration, 

which have the potential to independently regulate cellular responses and influence bone 

remodelling [42]. As the lining-cells separate from the underlying bone, they expose the 

bone surface, forming a raised canopy over the site to be resorbed [47]. 

Additionally, osteocytes located in the cortical bone are sensitive to biophysical 

stimulus and use the canaliculi network to activate the regulation of the proteins sclerostin 

and receptor activator of nuclear factor κB ligand (RANKL), which are essential in bone 

remodelling [48]. 

II. Resorption 

The resorption phase involves the formation and activity of partially differentiated 

mononuclear preosteoclasts, which adhere to the bone surface and form multinucleated 

osteoclasts, creating a sealing zone in order to initiate resorption. These activities are 

controlled by osteoblast cells activating the movement of mature osteoclasts with the 

expression of colony stimulating factor 1 (CSF-1), RANKL, osteoprotegerin (OPG) and 

by parathyroid hormone  (PTH) [49]. The resorption phase ends with programmed cell 

death by osteoclasts so that no excess resorption occurs [50]. 

III. Reversal 

The reversal phase occurs from the moment when the maximum eroded depth is 

reached (between 60 and 40 μm) and is characterised by the transition from osteoclast to 

osteoblast activity [51]. At this stage, the recently resorbed bone surface is prepared for 

the arrival of new osteoblasts and consequent deposition of a new bone matrix. Hence, 

cells of an osteoblastic lineage remove the unmineralized collagen matrix and deposit a 

cement line of a non-collagenous mineralized matrix in order to increase the adhesion of 

pre-osteoblasts that begin to differentiate [52]. 

IV. Formation 

The new formation phase involves the deposition of bone by osteoblasts until the 

resorbed bone is entirely replaced by new bone and is slower than bone resorption. 

Growth factors released from the matrix that act as chemotactic attract the pre-osteoblasts 

and stimulate their proliferation. Additionally, the transforming growth factor-β (TGF-β) 

protein released from the matrix upon bone resorption enables the recruitment of MSC. 

These cells and the presence of BMP leads to the differentiation of pre-osteoblasts into 
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osteoblasts. Subsequently, osteoblasts synthesise and secrete an osteoid matrix rich in 

type 1 collagen, an excess of which contributes to the cessation of cell growth. At this 

stage, the process of bone mineralisation occurs in which the collagen matrix constructed 

allows minerals (phosphate and calcium) to begin to form hydroxyapatite crystals 

between the collagen fibrils creating mature bone tissue [48], [53]. 

V. Termination 

The termination phase includes the terminal differentiation of the osteoblast. 

Some osteoblasts become bone-lining cells or differentiate into osteocytes and remain 

within the bone matrix. Osteocytes may secrete inhibitory factors, particularly 

antagonists of the Wnt signalling pathway, such as SOST, that slow the rate of bone 

formation as resorbed cavity becomes complete [48], [54]. 

 

 

Figure 3.4 – Schematic representation of the bone remodelling cycle, illustrating the phases of: 

Activation, Resorption, Reversal, Formation and Termination. Haemopoietic stem cells (HSCs), 

Mesenchymal stem cells (MSCs). Adapted from [55]. 

 

3.3.  Bone Fractures  

Bone fracture is an mechanical event that results from an impact whose applied 

magnitude was superior to its capacity to resist. This injury causes a loss in bone 

continuity and scant bone support. It represents one of the most frequent injuries of the 

musculoskeletal system and the most common form of hospitalised trauma. Fractures of 
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the femoral shaft, humerus and tibia account for 3%, 14% and 24% of fractures in 

working-age adults, respectively, and are generally the result of high-energy trauma such 

as transport accidents and falls from large heights [3].  

Long bone fractures are difficult and slow to heal and may require months until 

consolidation is completed, resulting in long periods of hospitalisation and rehabilitation 

[56].  Long treatments involve the significant loss of working days with economic effects 

for the patient and society and also entail the risk of non-union and permanent disabilities 

related to mal-union, joint stiffness, muscle atrophy, or reflex sympathetic dystrophy [19]. 

Although the treatment of fractures has improved considerably in recent decades, 

a large proportion of all fractures, up to 5-10%, still show delayed union, mal-union and 

non-union associated with some risk factors such as soft tissue injury, extensive bone 

loss, fracture instability, infection, and a poor general medical condition of the patient 

(Figure 3.5) [18]. All these aspects contribute not only to considerable individual 

disability and consequent loss of productivity but also to a reduction in quality of life and 

significant treatment costs [18]. In fact, in the United Kingdom (UK), the cost of hospital 

treatment of non-union has been estimated at £7000 to £79,000 [57], [58]. In the United 

States (US), direct costs for healthcare in the first six months post-injury are estimated at 

up to $23,000 per isolated limb fracture and specifically the average cost of treating 

fracture non-unions has been estimated at $25,556 per open tibial fracture, with increased 

healthcare utilisation, and increased drug prescription [57], [58].  

 

 

Figure 3.5 – Radiographic images of a delayed union, non-union and mal-union. (a) Humeral 

delayed union, (b) atrophic non-union of the midshaft of the humerus, (c) sever mal-union of the 

proximal femur; the fracture united with shortening of 5 cm and severe malalignment due to 

complete translation and angulation. Adapted from [59], [60]. 
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Bone fractures can be classified as open (or compound) if the bone perforates 

through the skin and closed (or simple) if the skin is not perforated. In closed fractures, 

distinct events may develop: a transverse fracture, occurs in a straight line through the 

bone; oblique fracture, the fracture is diagonal across the bone; spiral fracture, a twisted 

bone; comminuted fracture, bone broken into three or more pieces; avulsion fracture 

occurs when a fragment is pulled off the bone by a tendon or ligament; impacted fracture 

occurs when the extremities go into one another by the force of the injury that caused the 

fracture; torus fracture, occurs when only one side of the bone is compressed and buckles 

but does not break and, greenstick fracture, bone bends and breaks, but there is no 

separation into two parts (Figure 3.6).  

 

 

Figure 3.6 – Types of bone fractures. Adapted from [61]. 

 

3.4.  Biology of Bone Fracture Healing 

Unlike other tissues, the “perfect” regeneration capability of the bone is unique, 

being able to recover its form without permanent scars. Knowledge of the mechanisms 

involved and their interdependencies with external factors supports the understanding of 

the accelerated regeneration processes and the success of rehabilitation. 

The healing process strongly depends on the mechanical actions on the callus, 

which determine the relative movement of the bone fragments. In fact, formation of new 

bone after a fracture is a complex interaction of cellular and molecular processes by which 

connective tissue, cartilage and bone are formed [62]. Constant remodelling of these 

tissues reconstitutes the bone’s anatomy and structure and recovers its functional 

competences. The most fundamental aims of the healing process are recovery of load 

bearing capacity and restoration of bone strength. As both aims represent mechanical 
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features, it is not surprising that the processes of tissue differentiation and formation are 

primarily regulated by mechanobiological feedback signals. The mechanical stimulus is 

experienced by the cells in the healing zone leading to congregation of mesenchymal cells 

in the early healing phase, formation of callus tissue in the repair phase and the 

reconstitution of the original bone in the final remodelling phase. 

 

3.4.1. Classification of Fracture Healing 

The fracture results in a series of tissue responses that remove tissue debris, re-

establish the vascular supply, and produce new skeletal matrix [63]. Fracture healing is a 

natural process to reconstruct injured tissue and restore its original function and form, 

returning to the preinjury state. There are two main types of fracture healing: primary 

(direct) and secondary (indirect). 

 

3.4.1.1. Direct or Primary Fracture Healing 

Primary fracture healing (also known as direct healing, or intramembranous bone 

formation), is a faster healing process than the secondary healing and does not commonly 

occur in the natural process of fracture healing [64]. It requires surgical stabilization with 

perfect reduction of the fracture fragments and a rigid construct. Primary healing of 

fractures involves direct cortical remodelling without any external tissue (callus) 

formation [65]. It can either occur through gap healing or contact healing of the fractured 

compact bone ends, under small displacements (Figure 3.7). Primary bone formation by 

gap healing occurs when small gaps (less than 800 μm to 1 mm) exist between the 

fractured ends. Is a result of woven bone bridging the gap followed by remodelling to 

lamellar bone [66], [67]. Larger gaps will heal via secondary healing. In the primary bone 

formation by contact healing the two fractured bone ends are in full contact and stable by 

using an internal fixation device. Is a result of simultaneous bony union, lamellar 

remodelling and re-establishment of Haversian canals [67]. 
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Figure 3.7- Schematic representation of primary osteonal bone healing [68]. 

 

3.4.1.1. Indirect or Secondary Fracture Healing 

Secondary healing (also known as indirect healing, endochondral ossification or 

callus healing), is an ordered process of bone repair and reorganization and is the process 

by which most fractures heal naturally and occurs in the presence of some inter-

fragmentary movement between the extremities of the fractured bone. Thus, does not 

require fracture fragment reduction and rigid stabilization, in fact, it is enhanced by micro-

motion and weight-bearing [67]. 

The interfragmentary motion causes soft callus formation and leads to secondary 

bone formation through both intramembranous and endochondral ossifications (Figure 

3.8) [62]. Recovery of bone strength is generally more rapid than in primary healing. The 

callus stabilizes the fracture by enlarging its cross-sectional area and increasing its 

stiffness through tissue differentiation. As the callus stiffens, the interfragmentary 

movement decreases with healing time. Lastly, the hard callus bridges the bone fragments 

and reduces the interfragmentary movement to such a low level that bone formation can 

occur in the gap. 
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Figure 3.8- Schematic representation of secondary osteonal bone healing [68]. 

 

3.4.1.2.1. Stages of Bone Repair during Secondary Fracture Healing 

Bone fracture healing is a multipart, arranged, reformative procedure that contains 

a vital numeral of progenitor cells along with inflammatory, endothelial and 

hematopoietic cells [69]. 

The process of bone repair by secondary healing is divided into three overlapping 

stages – the inflammatory (resulting in granulation tissue), reparative (formation of soft 

and hard callus tissue), and remodelling (resorption of the callus) (Figure 3.9) [62]. 
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Figure 3.9- Stages of fracture healing. Fracture healing can be divided into three 

overlapping phases: inflammation, repair and remodelling. (a) A fracture hematoma forms. (b) 

Internal and external callus form. (c) Cartilage of the callus is replaced by trabecular bone. (d) 

Remodelling occurs. Adapted from [19], [70], [71]. 

 

I. Inflammatory Phase 

The first stage begins after bone fracture, with the inflammatory phase. Blood 

emanates from the ruptured vessels and a haemorrhage quickly fills the fracture gap 

space, creating a hematoma. The hematoma is characterized by hypoxia and low pH, and 

contains peripheral blood-derived inflammatory cells, along with pro-inflammatory and 

anti-inflammatory cytokines (Figure 3.10). 

The first cells to be recruited are polymorphonuclear neutrophils (PMNs), 

attracted by dead cells and debris and rapidly accumulate during the first hours after 

injury. PMNs are short-lived (about 1 day) but secrete several chemokines that attract 

longer-lived macrophages. The resident macrophage cell population (osteomacs) – 

present on the endosteal and periosteal surfaces near bone lining cells of healthy 

unfractured bone – are fundamental for the formation of intramembranous bone during 

I. II. III.
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fracture healing. However, inflammatory macrophages recruited to the site of injury have 

a particular influence on endochondral ossification. After macrophage activity, the 

lymphocytes migrate into the fracture callus and initiate the adaptive immune response.  

At the beginning of the inflammatory phase a large number of pro-inflammatory 

cytokines are released (interleukin-1 (IL-1), IL-6, tumor necrosis factor-α (TNF-α), 

receptor activator of nuclear factor κB ligand (RANKL), macrophage colony stimulant 

factor 1, members of the transforming growth factor (TGF)-β superfamily 

(morphogenetic bone protein BMP-2, BMP-4, BMP-5, BMP-6) and angiogenic factors 

(angiopoietin-1, and vascular endothelial growth factor)) as a result of hypoxic conditions 

created by the disturbed vascularisation. These proinflammatory mediators have 

chemotactic effects on other inflammatory cells. An additional aggregation of platelets 

and angiogenesis then occurs. Angiogenesis is necessary to re-establish normoxic 

conditions, remove debris and supply the fracture zone with cells and mediators. 

Therefore, the endothelial cells, fibroblasts, and osteoblasts participate in filling the 

fracture gap by the formation of granulation tissue, rich in collagen fibres, invasive cells 

and capillaries. Throughout the inflammatory phase, a primitive callus develops and 

reduces the uncontrolled mobility at the fracture site. Under a normal condition, the 

inflammatory stage is fast and lasts up to a week after the fracture. Subsequently, 

lymphocytes are not required for the initiation of wound healing, but an intact cellular 

immune response is essential for a normal outcome of tissue repair. Injury affects 

lymphocyte immune mechanisms leading to generalized immunosuppression, which, in 

turn, increases host susceptibility to infection and sepsis. Posttraumatic impairment of T-

lymphocyte immune function is reflected by the decreased lymphocyte numbers, as well 

as the altered T-cell phenotype and activity. Antibody-producing B lymphocytes are 

variably affected by injury, probably secondary to alterations of T-lymphocyte function, 

because of their close interaction with helper T cells [62]. 

Following the inflammatory response, mesenchymal stem cells (MSCs) are 

recruited to the fracture location and may differentiate into chondrocytes, osteoblasts or 

fibroblasts, depending on the biological and mechanical conditions. These differentiated 

cells begin to synthesize the extracellular matrix of their corresponding tissue. 

Intramembranous (woven) bone is produced by direct differentiation of the stem cells into 

osteoblasts and appears adjacent to each side of the gap site, advancing to the centre of 
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the callus. The conditions at the rest of the fracture site led to preferred differentiation of 

MSCs to chondroblasts for endochondral bone repair [62]. 

 

 

Figure 3.10- Schematic representation of the inflammatory phase during fracture healing. After 

the initial trauma, the fracture hematoma is formed as a result of blood clotting. It is 

characterized by hypoxia and low pH and contains blood-derived inflammatory cells from the 

peripheral blood, along with pro-inflammatory and anti-inflammatory cytokines. In the 

inflammatory phase, immune cells are recruited to the fracture site, with neutrophils being the 

first cells to invade the callus, followed by macrophages and lymphocytes. Adapted from [62]. 

 

 This early inflammatory phase, with its complex network of interactions between 

molecular factors, immune cells, resident tissue cells and progenitor cells, precedes the 

onset of the repair phase by stimulating angiogenesis, attracting and promoting 

differentiation of MSCs, and enhancing extracellular matrix synthesis. This stage is not 

radiographically visible as the hematoma is not sufficiently dense. 

 

II. Repair Phase 

At the centre of the callus, occurs the second stage of bone healing – the repair 

phase, with the soft callus (fibrocartilage) formation, partially overlapping with the 

inflammatory phase – where cartilage is formed by chondrogenesis, except right beside 

the gap where the stability is still very small, and high relative displacement prevents the 

differentiation of MSCs (Figure 3.11). The soft callus is principally avascular. Once the 

callus is filled (mainly by cartilage), endochondral ossification begins following a 
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complex sequence of cellular events including cartilage maturation and degradation, 

vascularity and osteogenesis. Chondrocytes become hypertrophic, release calcium and 

undergo apoptosis. Subsequently, upon bridging of the fracture by the cartilaginous callus 

wedges, the interfragmentary movement and tissue strain during loading of the fracture 

is markedly reduced, allowing blood vessel to invade the calcified cartilage and resulting 

in hypervascularization. Blood vessels enable the recruitment of MSCs and monocytes. 

Whereas monocytes differentiate into osteoclast-like cells, which resorb the calcified 

cartilage, MSCs differentiate into osteoblasts, which fill the resorption lacunae with new 

bone.  The osteoblasts begin to synthesize intramembranous (woven) bone tissue distal 

to the fracture site. Endochondral bone formation occurs in the region, which is 

mechanically less stable. TGF- β2 and TGF- β3, BMPs, and other molecular signals 

induce endochondral bone ossification in the cartilaginous callus [62]. The second stage 

is the earliest that the evidence of callus formation will be seen on a radiograph.  

At a later stage of bone healing the hard callus formation occurs. Vasculature 

ingrowth in the soft callus increases the oxygen tension which promotes osteoblast 

differentiation and the formation of bone. The soft callus is removed and replaced with 

irregular and under-remodelled woven bone increasing the stability of the fracture or the 

osteotomy site. This stage is highly evident on radiographs with copious visible callus. 

 

 

Figure 3.11- Schematic representation of the repair phase during healing of the fracture. 

In this phase, osteomacs are essential for osteoblast-driven mineralization in areas of 

intramembranous ossification (1), while inflammatory macrophages mainly contribute to 

endochondral bone formation (2). Adapted from [62]. 
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III. Remodelling Phase 

The third and final phase involves the formation and mineralization of the callus 

and replacement of the mineralized callus with mineralized bone and sculpting of the 

bone back to its original structure, shape, and biomechanical competency via modelling 

and remodelling. This stage entails the remodelling of the woven bone hard callus into its 

original lamellar configuration, cortical or trabecular. This process is similar to bone 

remodelling and is mediated by osteoclasts and osteoblasts. Osteoclasts resorb the newly 

woven bone and osteoblasts replace this matrix with the lamellar bone. Therefore, the 

balanced action of osteoclastic resorption and osteoblastic deposition is governed by 

Wolff's law. The important functional outcome of the remodelling phase of fracture 

healing during homeostatic remodelling is the restoration of mechanical strength and 

stability [67].  

The process of replacement as well as the mechanisms involved in fracture healing 

have major similarities with the mechanism of the healthy skeleton, although, there are 

some differences in the process according to if it is occurring in cortical or trabecular 

bone. In the case of trabecular bone, the cells are close to the blood vessels and so the 

whole process of bone apposition or replacement occurs on the surface of the trabeculae. 

This remodelling phase is regulated by several proinflammatory signals.  In contrast with 

hypervascularization of the fracture zone during the repair phase, vascularization during 

remodelling is reduced to pre-fracture levels.  In addition, growth hormone and 

parathyroid hormone also play key roles in this phase, speeding up the healing and 

strengthening of the fractured callus [67].  

In order to enhance stability and strength at the fracture site, the size of the callus 

must be sufficiently large to compensate for the relatively poor strength of primitive bone. 

Lamellae are aligned in a direction parallel to the longitudinal axis of the greatest force 

and adequate loading is required to enhance osteogenesis and direct the optimal geometric 

configuration of osteons [67].  

In this third phase, a large portion of the biomechanical strength of the bone is 

restored but remodelling is necessary to regain full strength. Adequate strength develops 

by 6 months and remodelling phase may occur over months to years. Permanent evidence 

of fracture will remain on X-ray. Mechanical bone strains created by muscular forces 

present during physical activity stimulate the remodelling. 
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Therefore, an adequate blood supply and a gradual increase in mechanical stability 

are essential for successful bone remodelling. This is demonstrated in cases where neither 

is achieved, resulting in the development of an atrophic fibrous non-union. However, in 

cases in which there is good vascularity but unstable fixation, the healing process 

progresses to form a cartilaginous callus but results in a hypertrophic non-union or a 

pseudoarthrosis [67]. 

 

3.5.  Mechanical Properties in Bone Fracture Healing 

As mentioned in chapter 2, tissues are composed of structures of various length 

scales, and as a consequence, the mechanical properties of the material are dependent on 

the chosen scale. Thus, through experimental tests, the viscoelastic material properties of 

tissues have been determined and evaluated at the following levels: macroscopic, by 

standard mechanical tests (compression tests); microscopic, by scanning acoustic 

microscopy (SAM) or nanoindentation and, at an even lower level by atomic force 

microscopy (AFM). However, the determination of these properties at the distinct levels 

are complex and difficult tasks to perform, as these are measured ex vivo which, in order 

to access the desired tissues, may lead to non-physiological conditions [72]. In addition, 

in order to simplify the investigations, non-linear tissue properties are neglected. 

Moreover, given the hierarchical organization, the anisotropy makes the theoretical 

descriptions of the materials and experimental studies more complex [73]. 

It should be noted that tissues are living materials and that material properties may 

vary considerably over time due to mechanical or biological influences. Particularly in 

“normal” bone fracture healing, as tissues regenerate and remodel, the material properties 

change. Thus, considering cortical bone, its mechanical properties vary depending on the 

site. For example, the tensile strength of the human femur and tibia, which are located in 

the leg, differ considerably (Femur − 124 MPa ± 1.1; Tibia − 174 MPa ± 1.2) [74]. 

Additionally, the macroscopic anisotropy along the long bone axis of the human femur 

was shown by the respective elastic modulus, wherein the longitudinal direction 𝐸 =

 18.2 MPa ± 1.01 and in the transverse direction 𝐸 =  11.7 MPa ± 0.85, in both cases 

under compression [75]. Whereas for lower hierarchical levels, for example, the elastic 

modulus of cortical bone packages in fibrolamellar bovine bone (~ 100 μm) differ by 20 
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times, depending on the orientation of the fibrils [76]. Furthermore, the compressive 

elastic modulus of cortical bone corresponds to about 20 GPa [77], constituting a rather 

high stiffness of the bone. 

On the other hand, experimental studies have established that the (bulk) elastic 

modulus of trabecular bone is dependent on the bone volume fraction. This relationship 

was defined by a power law. Consequently, the (bulk) elastic modulus will depend on the 

elastic modulus of the material 𝐸𝑚𝑎𝑡 and the bone volume fraction 𝐵𝑉/𝑇𝑉 [78].  

Regarding the measurement of the material properties of cartilage and soft tissue, 

these represent a major problem, particularly when applied to studies evaluating the 

mechanical properties during the bone healing process. One of the few nanoindentation 

studies found intended to evaluate the material properties of the tissue within the fracture 

callus concluded that the callus corresponds to a heterogeneous mixture of the tissues 

present and, therefore, showed a wide range of indentation modulus. Specifically, this 

mixture and the consequent maturation of the tissues leads to a significant variation in the 

values describing the soft tissue or cartilage [79]. Additionally, after blood coagulation in 

the fracture, granulation tissue corresponds to the first tissue to be formed. Thus, in a 

nanoindentation test, a mean elastic modulus of 0.99 MPa ± 0.2 was shown [79]. 

Subsequently, the granulation tissue is replaced by fibrous tissue over time. In an 

experimental test performed on dogs, the elastic modulus found was about 1.9 MPa under 

unconfined uni-axial compression [80]. Additionally, most experimental studies 

performed on cartilage encompass articular cartilage in which the range of elastic 

modulus for cartilaginous tissue begins from 1 MPa [81] to 11.8 MPa [82]. 
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4. Numerical Methods 

Several physical systems that occur in a wide range of engineering and science 

areas (such as physics, biology, structural mechanics, biomechanics, image processing, 

control theory, circuit analysis, etc.) can be modelled in order to understand and interpret 

the behaviour of each system. These are formulated in terms of algebraic, ordinary or 

partial differential and/or integral equations, constituting conceptual and mathematical 

models that simulate any physical event based on scientific laws of physics [42]. 

However, the majority of physical systems that occur in nature involve complex 

phenomena, where computing exact or analytical solutions can be challenging. 

Consequently, in these cases, numerical [83] or semi-analytical [84] methods are proven 

to be better. Numerical methods calculate approximate solutions, but very precise, to 

mathematical problems through discretization of continuous processes. Thereby, the 

continuous space is separated into discrete pieces, called nodes, i.e., a spatial and temporal 

discretization is performed. Typically, in the various numerical methods, calculations are 

performed in an iterative manner until the desired accuracy is achieved.  

It is essential to select the approach that best reproduces the phenomenon to be 

studied. For this purpose, depending on the type of mathematical problem, there will be 

several numerical techniques that can be used. These techniques are differentiated by their 

accuracy, the complexity of the necessary programming, and the length of calculations to 

be performed [85]. Hence, the development and application of numerical models depend 

on the accuracy of the numerical method selected and the algorithm implemented to find 

the respective solution.  

Similarly, the accuracy of the computed solution is limited by the capabilities and 

efficiency of the available computer resources. The significant advance in computational 

power with fast electronic digital computers has enabled the resolution of complicated 

and repetitive calculations producing solutions in a very short time. This progress has 

contributed not only to the improvement in the cost-effectiveness of numerical 

procedures, but also a variety of software and programming techniques have been 

developed that provide efficient platforms for numerical solving [85], [86]. 

Therefore, for the analysis of complex natural phenomena from numerical 

simulations to be effective, it is necessary that both the physical modelling, the 
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mathematical formulation of numerical methods, and their implementation and execution 

by computer are properly addressed. 

Nowadays, in numerical simulations, either mesh-based methods (such as Finite 

Element Method (FEM), Finite Volume Method (FVM), Finite Difference Method 

(FDM), Boundary Element Method (BEM)) or meshless methods are used [75]. Among 

the advanced discretization techniques, the FEM and meshless methods and their variants 

are the most widely used techniques in the analysis of engineering problems [42]. 

The application of numerical methods is a growing tool in biomedical research. In 

the long term, very reliable predictions will be expected to direct the field towards patient-

specific simulations to improve diagnosis and personalized disease treatment planning 

[87].   

In the present chapter, an introduction on the FEM is covered, followed by a more 

detailed presentation on the meshless methods formulation, particularly the Radial Point 

Interpolation Method (RPIM), reporting the different concepts associated with these 

numerical methods. 

 

4.1.  Finite Element Method  

The finite element method (FEM) is the most widely found discretization 

technique in the literature, with several academic and industrial applications. It emerged 

in order to solve complex problems of elasticity and structural analysis in aeronautical 

and civil engineering. To this purpose, in 1941, Hrennikoff and Courant developed a mesh 

discretization methods [88], [89]. Subsequently, in the early 1960s, with the arrival of 

digital computers, the concept of the FEM was coined by Ray W. Clough in his infamous 

work entitled “The finite element method in plane stress analysis” [90]. It is a robust 

method for computing the displacements, stresses and strains in a structure subjected to a 

set of loads. Since this period, FEM had exponential growth and was quickly defined as 

a powerful approach to solving many problems in various fields. 

The finite element can be defined as a small portion of a continuum (i.e., a 

structure), where the word “finite” differentiates such portion from the “infinitesimal” 

elements of a differential calculus. The geometry of the continuum is composed by 

assembling a set of non-overlapping domains with finite elements of simple geometry 



Numerical Methods 

 

53 

[91]. Hence, the problem domain is discretized into a finite number of elements 

constructing a mesh, which allows the relations and connectivity between them to be 

established. The mesh consists of sets of elements with the corresponding ordered nodes. 

In several real cases with geometries that are not regular in a global domain Ω, the 

approach employed is based on the formation of polygons that cover this domain in a 

general manner and adaptively maintain the discretization densities [86]. 

The generic steps of the numerical procedure correspond firstly, to obtain the 

discretized mesh and the interpolation function, in order to provide an approximation of 

the unknown solution within an element. For this, polynomial functions (shape functions) 

are used. Simple shape functions (built over elements and constructed with basis 

functions (monomial, splines, etc.) of degree 1 or 2) are defined on the mesh such that the 

interpolation function has the largest value at node 𝒙𝒊 [86]. In addition, the FEM shape 

functions possess the Kronecker delta function property. This is followed by the main 

step in the FEM, the formulation of the discrete equation system using the Galerkin 

method. Subsequently, the global equation system is obtained by combining the local 

element equations for all the elements used for discretization. Afterwards, the boundary 

conditions must be imposed and, finally, the global system of equations can be solved 

and the respective solution obtained [92]. 

In the discretization of a one-dimensional (1D) domain, the elements are often 

short line segments interconnected to form the original line (Figure 4.1(a)). For a two-

dimensional (2D) domain, the elements are usually triangles (best suited for irregular 

regions) and quadrilaterals (Figure 4.1(b)). The three-dimensional (3D) domain can be 

subdivided into tetrahedrons, hexahedrons, or pentahedrons (Figure 4.1(c)). The 

tetrahedrons are the simplest and most suitable for arbitrary-volume domains.  

 

 

Figure 4.1- Basic finite elements for a (a) one-dimensional (1D), (b) two-dimensional (2D) and 

(c) three-dimensional (3D) domain discretization. 
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In addition, Figure 4.2. shows an example of a discretized mesh for the FEM of a 

2D and 3D domain. 

 

 

Figure 4.2- Examples of finite element discretization with triangular and tetrahedral 

elements. 

 

Furthermore, it should be noted that the accuracy that can be obtained from any 

model is related to the finite element mesh that is used. As previously mentioned, there is 

a set of polynomial functions defined over each element and, as the mesh is refined where, 

for example, the elements become progressively smaller, the computed solution 

approaches the true solution. Therefore, the mesh refinement process is an essential step 

to validate any FE model and acquire reliability in the software, the model, and the results 

obtained.  

In FEM, the desired accuracy can be reached using systematic refinement. A mesh 

can be constituted by its local size h and the solution on it by its order of approximation 

of p [93]. Therefore, the refinement can be performed by adding additional discretization 

nodes into the mesh, reducing the element size (h-refinement) or by using higher-order 

interpolating base functions (p-refinement) (Figure 4.3) [86]. The h method improves the 

results by obtaining a finer mesh of the same element type. In contrast, the p method 

despite, constituting the same mesh, increases the accuracy of the displacement field in 

each element [94]. 

Similarly, there are also global and local adaptive mesh refinement strategies 

(Figure 4.4). In the first, smaller elements are used in regions where the local error is 

significant, and the local error in the whole model is considered. In the second, the error 

is evaluated only in some subset of the entire model space. For example, it allows the 
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mesh to be refined such that the stresses in a particular region of interest are resolved 

more accurately [94]. 

 

 

Figure 4.3- H- and P- refinement methods in 2D with an application example 

consisting of a finite element mesh of a plate with a hole and the corresponding stresses solved 

with different element sizes (left) and the same finite element mesh, but solved with different 

element orders (right). Adapted from [94]. 

 

 

Figure 4.4- Adaptive mesh refinement strategies. Application example consisting of a 

finite element mesh of a plate with a hole with (a) global adaptive mesh refinement that changes 

the element sizes in a non-uniform manner and (b) local adaptive mesh refinement concerning 

stresses at a point [94]. 
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Therefore, FEM represents a robust and extensively developed technique, which 

has been used with great success in many engineering fields. However, it is not exempt 

from limitations. Since FEM corresponds to a classical mesh-based method, it becomes a 

challenge to generate a good quality mesh according to the geometry and the specific 

requirements of a physical phenomenon. Moreover, this is even more complicated in 

problems with large deformations. Accuracy losses and higher errors can occur when the 

mesh elements become extremely skewed or distorted. It is also inadequate for problems 

containing discontinuities that do not coincide with the original mesh lines. Additionally, 

the mesh generation and refinement processes in FEM are usually computationally 

expensive [95], [96]. 

 

4.2.  Meshless Methods 

In the last fifteen years, there has been particular interest in numerous meshless 

methods for the numerical solution of partial differential equations (PDEs) [97], and have 

been developed and applied in various engineering fields and applied sciences. The 

studies of meshless methods attracted the attention of the computational mechanics 

community as a simulation methodology for scientific and engineering problems. Until 

recently, remarkable progress has been observed in wide-ranging problems [96]. 

Meshless methods were born with the aim of overcoming the limitations of the 

FEM associated with the dependence on a mesh to construct the approximation. These do 

not require mesh for the discretization of the domains, and thus, nodes can be distributed 

arbitrarily. In FEM, this domain corresponds to the “element”, and in the meshless 

methods, it is called the “influence-domain”, where the field functions are approximated 

only through a set of nodes within this influence-domain and no elements are required. 

Additionally, influence-domains may and must overlap each other, contrary to the 

statement of no-overlap between elements in FEM. A determination of the influence-

domain is performed for each node within the nodal distribution allowing the problem 

domain to be discretised and, as a consequence, both the shape and size of the influence-

domain will vary with the node considered. Similarly, the technique applied to determine 

the influence-domain varies with the meshless method employed [10], [96].  

On the other hand, regarding the formulation, meshless methods can be grouped 

into two categories, based on the use or not of integration [98] or based on computational 
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modelling [99]. The first category, encompasses methods that do not require integration 

and, thus, rely on the strong forms of PDEs, which govern the studied physical 

phenomenon in order to obtain the solution. These include the smooth particle 

hydrodynamics (SPH) method [100], which was one of the first meshless methods created 

in this category. Additionally, the finite point method (FPM) [101], the hp-meshless cloud 

method [102], and the collocation method [103]. Some of the advantages that come from 

using the meshless strong form method concern the simplicity of implementation and 

computationally efficient and corresponds to truly meshless method, without any 

requirement to use a mesh for field variable approximation or integration. Thus, these 

meshless strong form methods have been successfully employed in computational 

mechanics, particularly in fluid mechanics problems. However, they also present some 

limitations such as being numerically unstable and less accurate, particularly for problems 

governed by PDEs with Neumann boundary conditions [96].   

Alternatively, the second category of meshless methods includes methods based 

on the weak forms of PDEs, where a variational principle is applied to minimise the 

residual weight of the differential equations governing the phenomenon [10]. Thus, the 

residual can be obtained by replacing the exact solution by an approximate function 

affected by a test function [10]. The solution methods become dependent on the test 

function used [10]. These comprise the use of the global and local weak forms. Within 

the meshless methods based on the global weak form, the Diffuse Element Method 

(DEM) [104], the Element Free Galerkin Method (EFGM) [105], [106] and the 

Reproducing Kernel Particle Method (RKPM) [107] have been developed. In order to 

avoid global integration, local weak forms are employed to develop local meshless 

techniques, such as the Meshless Local Petrov-Galerkin (MLPG) method [108], [109].  

Thus, the meshless methods based on the weak form are very prominent and have 

very appealing merits, being successfully applied in solid mechanics problems [96]. 

These have great stability and excellent accuracy [96]. Additionally, it is essential to 

remark that several differential equations governing real-world phenomena do not allow 

sufficiently smooth solutions and, therefore, the only way to solve such equations is 

through the weak formulation. Nevertheless, the methods described above employ 

approximation rather than interpolation functions, constituting some of the associated 

problems. The lack of the Kronecker delta property is the most relevant due to the 

difficulty in imposing the essential and natural boundary conditions [10]. 
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Consequently, several new meshless interpolation methods have been developed 

in recent years, such as the Point Interpolation Method (PIM) [110], the Point Assembly 

Method [111], the Radial Point Interpolation Method (RPIM) [112], the Natural 

Neighbour Finite Element Method (NNFEM) [113], or Natural Element Method (NEM) 

[114] and the Meshless Finite Element Method (MFEM) [115]. The NEM in combination 

with RPIM originated the Natural Neighbour Radial Point Interpolation Method 

(NNRPIM) [10]. 

 

4.2.1. Meshless Generic Procedure 

Similar to FEM and other numerical methods, most meshless approaches involve 

a generic procedure. First, the geometrical model of the problem is created, the solid 

domain and the contour are defined, and the essential and natural boundary conditions are 

identified (Figure 4.5(a)). Afterwards, the problem domain, including its boundary, is 

numerically discretized into a set of nodes following a regular or irregular distribution 

(Figure 4.5 (b) and (c)).  

 

 

Figure 4.5- Representative examples of (a) solid domain definition, (b) regular nodal 

discretization, and (c) irregular nodal discretization [10]. 

 

This nodal distribution will not constitute a mesh since it is not necessary any 

previous information about the relation between each node in order to build the 

approximation (or interpolation) functions of the unknown variable field functions. The 

crucial aspect required by truly meshless methods concerns the spatial location of each 
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node discretizing the problem domain. The values of the field variables are calculated at 

these field nodes. Therefore, the nodal density of the discretization along with the nodal 

spatial distribution depends on the accuracy requirement. A higher node density generally 

returns more accurate results. Additionally, irregular nodal distributions have lower 

accuracy in contrast to regular distributions. In general, particular problems where stress 

concentrations are expected (fracture mechanics, specific boundary conditions, orifices, 

etc.) require higher nodal density to obtain better results, compared to locations where 

smooth stress distributions are predicted. 

Subsequently, after performing the nodal discretization of the problem, in most 

meshless methods, a background integration mesh is constructed to numerically integrate 

the weak form equations that describe the physical phenomenon. This mesh can be nodal 

independent, as in the RPIM or nodal dependent, as in the NNRPIM. There is a variation 

of the size of the integration mesh, and it can have a size adapted or not to the problem 

domain (Figure 4.6) without significantly affecting the final results. The nodal 

independent integration meshes generally use the Gaussian integration method, which can 

be adjusted to the problem domain (Figure 4.6(a)), as it occurs in FEM. Moreover, 

background meshes larger than the problem domain are also viable (Figure 4.6(b)). 

Nevertheless, some of the meshless methods use the integration mesh not fitted to the 

domain where the nodal dependent integration meshes use nodal integration and concepts 

such as natural neighbours and Voronoï diagrams (Figure 4.6(c)) to integrate the weak 

form equations. 

 

 

Figure 4.6- Integration meshes. (a) Fitted Gaussian integration mesh. (b) General Gaussian 

integration mesh. (c) Voronoï diagram for nodal integration [10].  
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The following step in the generic procedure of the meshless method encompasses 

the establishment of nodal connectivity. In the FEM, the finite element mesh ensures 

nodal connectivity, following the non-overlapping rule between elements. Whereas in 

meshless methods, since there are no elements, nodal connectivity is established from the 

superposition of areas (for 2D problems) or volumes (for 3D problems) around the nodes, 

constituting influence domains (RPIM) or influence cells (that result from the Voronoï 

diagrams in the NNRPIM).  

Afterwards, the field variables under study are obtained through approximation or 

interpolation shape functions, based on the combination of radial basis functions (RBF) 

with polynomial basis functions. For instance, considering the displacement field 𝒖 as the 

field variable, the displacement components 𝒖𝑰 = (𝑢, 𝑣, 𝑤) at a given interest point 𝒙𝑰 

within the problem domain are approximated using the nodal displacement of the nodes 

inside the influence-domain or the influence-cell of that interest point 𝒙𝑰. Consequently, 

it is possible to establish the equation for the 𝑂𝑥 component of the displacement, 

 

 𝐮(𝐱𝐈) =∑φj(𝐱I)

n

j=1

𝐮(𝐱𝐢) Eq. (4.1) 

 

where 𝑛 corresponds to the number of nodes within the influence-domain or 

influence-cell of the interest point 𝒙𝑰; 𝒖𝑰 is a vector with the displacement components of 

each node within the influence-domain or influence-cell and can be obtained from Eq. 

(4.1) for each degree of freedom: 𝒖𝑰 , 𝒗𝑰 and  𝒘𝑰 and, finally, 𝜑𝑗(𝒙𝐼) is the approximation 

or interpolation function value at the jth node, considering the n nodes of the influence-

domain or influence-cell.  

Additionally, the interpolation shape functions have a relevant property, namely 

the Kronecker delta property, which entails that the function obtained passes through all 

scattered points in an influence-domain. Consequently, it becomes possible to apply the 

same simple techniques used in FEM to impose the essential boundary conditions. 

In the final instance of the procedure, the discrete equation system based on the 

strong or weak form formulation is established. The resulting equations are then arranged 
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in a local nodal matrix form and assembled into a global equation system matrix. 

Ultimately, for static problems, the displacement field is obtained. 

In summary, meshless methods encompass both the imposition of nodal 

connectivity and the construction of the numerical integration scheme and shape 

functions. Therefore, in the following sections, each of these steps in RPIM will be 

described. 

 

4.2.2. Radial Point Interpolation Method 

4.2.2.1. Influence-domains and Nodal Connectivity 

In RPIM, nodal connectivity is guaranteed from the overlap of the influence- 

domain of each node. As mentioned above, the influence-domains are defined after the 

nodal discretization and the integration mesh. These are determined by searching for 

sufficient nodes within a certain area in 2D problems or volume in 3D problems and can 

have a fixed or variable size. Therefore, it is possible to obtain different nodal 

connectivity. 

In the present work, 2D and 3D influence-domains are considered. Thus, for each 

interest point, the influence-domain can assume several shapes. For the two-dimensional 

case, these may constitute rectangular (Figure 4.7(a)) or circular (Figure 4.7(b)) areas. 

Similarly, in the three-dimensional case, volumes rather than areas are considered. Note 

that influence-domains containing a constant size and shape may cause a loss of accuracy 

in the numerical analysis, as it leads to influence-domains with a different number of 

nodes. Therefore, it is essential to consider using influence-domains with approximately 

the same number of nodes. Complementarily, the size and shape of the influence-domain 

will depend on the nodal density around the integration point. Regardless of the meshless 

technique applied, according to [112], the influence-domain should possess between n = 

9 and n = 16 nodes. Hence, RPIM uses variable size influence-domains, with a constant 

number of nodes within the domain. Thus, a radial search is performed and using the 

interest point 𝒙𝑰 as the centre, the n closest nodes are found. This procedure is illustrated 

in Figure 4.7(c), and it is evident the existence of a constant nodal connectivity that avoids 

the numerical problems identified previously and enables the construction of shape 

functions with the same level of complexity in the complete domain [10].  
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Figure 4.7- Representative examples of distinct types of influence-domains. (a) Fixed 

rectangular shaped influence-domains. (b) Fixed circular shaped influence-domains. (c) Flexible 

circular shaped influence-domains [10]. 

 

4.2.2.2. Numerical Integration 

As previously mentioned, the numerical integration process allows the 

determination of the system of equations based on the integro-differential equations that 

govern the studied physical phenomenon. Thus, in numerical methods that apply the weak 

Galerkin formulation, the governing differential equation is converted to a corresponding 

weak form, and then solved by the numerical integration technique. The governing 

equations and boundary conditions are satisfied on average over a domain, as opposed to 

individual nodes, constituting a stable yet time-consuming approach to implement as it 

involves numerical integration [96]. This process represents a significant portion of the 

total computational cost of the analysis. 

In meshless methods, the shape function degree is usually unknown, which makes 

it impossible to define a priori the background integration mesh. Therefore, for each 

distinct meshless approach, the optimal relationship between the density of the field nodes 

and the density of the background integration mesh must be established to obtain more 

accurate results.  

For the numerical integration, RPIM uses the Gauss-Legendre quadrature 

integration method to integrate the Galerkin weak form differential equations. Therefore, 

it is necessary to create a background integration mesh. Applying Gauss-Legendre 

integration, the solid domain is divided in a regular grid, as depicted in Figure 4.8(a). 
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Subsequently, each grid-cell is filled with integration points, respecting the Gauss-

Legendre quadrature rule. These cells can be triangular or quadrilateral. As illustrated in 

Figure 4.8(b), a grid-cell is selected (in this case it is quadrilateral) and then it is 

transformed in an isoparametric square. The integration points are distributed in that 

isoparametric square, which in this example assume a 2 x 2 quadrature. 

 

 

Figure 4.8- Representation of the Gaussian integration mesh and scheme. (a) Gaussian 

integration mesh. (b) Gaussian quadrature integration scheme with the transformation of the 

initial quadrilateral into an isoparametric square shape and application of the 2 x 2 quadrature 

point rule [10]. 

 

Subsequently, the Cartesian coordinates of the quadrature points, for 

quadrilaterals, can be obtained using the isoparametric interpolation functions, 𝑁𝑖, present 

in Eq. (4.2). 

 

𝑁1(ξ , η) =
1

4
(1 − ξ)(1 − η) 

𝑁2(ξ , η) =
1

4
(1 − ξ)(1 + η) 

𝑁3(ξ , η) =
1

4
(1 + ξ)(1 + η) 

𝑁4(ξ , η) =
1

4
(1 + ξ)(1 − η) 

Eq. (4.2) 
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Or for triangles present in Eq. (4.3). 

 

 

𝑁1(ξ , η) = 1 − ξ − η 

𝑁2(ξ , η) = η 

𝑁3(ξ , η) = ξ 

Eq. (4.3) 

 

The Cartesian coordinates are given by, 

 

 

𝑥 =∑ 𝑁𝑖 (ξ , n) ∙

𝑚

i=1

 𝑥𝑖 

𝑦 =∑ 𝑁𝑖 (ξ , n) ∙

𝑚

i=1

 𝑦𝑖 

Eq. (4.4) 

 

where m corresponds to the number of nodes inside the grid-cell and 𝑥𝑖 and 𝑦
𝑖
 

represent the Cartesian coordinates of the cell nodes.  

Afterwards, the integration weight of the quadrature point can be calculated by 

multiplying the isoparametric weight of the quadrature point by the inverse of the 

Jacobian matrix determinant of the respective grid-cell, according to Eq. (4.5).   

 

 𝑱 =  

[
 
 
 
 
𝜕𝑥

𝜕𝜉

𝜕𝑥

𝜕𝜂
𝜕𝑦

𝜕𝜉

𝜕𝑦

𝜕𝜂]
 
 
 
 

 Eq. (4.5) 

 

4.2.2.3. Interpolation Functions 

Regarding the interpolation functions (shape functions), RPIM uses the Radial 

Point Interpolator (RPI) technique, which combines polynomial basis functions and radial 

basis functions (RBF) to construct the shape functions. In this process, a d-dimensional 

space ℝ𝑑 is discretized by a set of n nodes with coordinates 𝑿 = {𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏}  ∈  𝛀 ∧
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 𝒙𝒊 ∈ ℝ
𝑑. Thus, it is assumed that only the nodes that are within the influence-domain of 

the interest point 𝒙𝑰 will have an effect on the function 𝑢(𝒙). For the RPIM, the 

aforementioned function passes through all nodes using a RBF. The value of the function 

at the interest point, 𝑢(𝒙𝑰), is obtain by, 

 

𝑢(𝒙𝑰) =∑𝑅𝑖(𝒙𝑰) 𝑎𝑖(𝒙𝑰) +

𝑛

i=1

∑𝑝𝑗(𝒙𝑰) 𝑏𝑗(𝒙𝑰) = 

𝑚

j=1

𝑹(𝒙𝑰)
𝑇 𝒂(𝒙𝑰) + 𝒑(𝒙𝑰)

𝑇 𝒃(𝒙𝑰)  Eq. (4.6) 

 

in which 𝑅𝑖(𝒙𝑰) is the RBF, n corresponds to the number of nodes inside the 

influence-domain of the interest point 𝒙𝑰, 𝑝𝑗(𝒙𝑰) defines the monomials of the polynomial 

basis, with m being the basis monomial number and 𝒂𝒊(𝒙𝑰) and 𝑏𝑗(𝒙𝑰) are non-constant 

coefficients of 𝑅𝑖(𝒙𝑰) and 𝑝𝑗(𝒙𝑰), respectively. Therefore, Eq. (4.6) can be rewritten, 

 

 𝑢(𝒙𝑰) =  {𝑹(𝒙𝑰)
𝑇 , 𝒑(𝒙𝑰)

𝑇} {
𝒂(𝒙𝑰)

𝒃(𝒙𝑰)
}  Eq. (4.7) 

 

 Subsequently, the vectors of Eq. (4.6) are represented as, 

 

 

𝑹(𝒙𝑰) =  {𝑅1(𝒙𝑰), 𝑅2(𝒙𝑰),… , 𝑅𝑛(𝒙𝑰)}
𝑇 

𝒑 (𝒙𝑰) =  {𝑝1(𝒙𝑰), 𝑝2(𝒙𝑰),… , 𝑝𝑚(𝒙𝑰)}
𝑇 

𝒂 (𝒙𝑰) =  {𝑎1(𝒙𝑰), 𝑎2(𝒙𝑰), … , 𝑎𝑛(𝒙𝑰)}
𝑇 

𝒃 (𝒙𝑰) =  {𝑏1(𝒙𝑰), 𝑏2(𝒙𝑰),… , 𝑏𝑚(𝒙𝑰)}
𝑇 

Eq. (4.8) 

 

Generally, in order to ensure a more stable function, the number of monomial m 

of the polynomial basis should be 𝑚 < 𝑛. 

For the construction of the shape function, the RPIM can incorporate several 

RBFs. However, the Multiquadratic Radial Basis Function (MQ-RBF) is the most 

efficient and commonly used. It was proposed initially by Hardy [116] and defined by 

Eq. (4.9). 
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 𝑅𝒊(𝒙𝑰) =  𝐬(𝑑𝑖𝐼) = (𝑑𝑖𝐼
2 + 𝑐2)𝑝 Eq. (4.9) 

 

With c and p being the shape parameters of the MQ-RBF. These need to be 

optimized in order to maximize the performance of the method. 

In previous works on the RPI [112], optimal values for the shape functions of 𝑐 =

1.42 and 𝑝 = 1.03 were given. However, these values are inaccurate and lack in stability 

and precision [117]–[119] . In meshless methods using RBFs, the variation of the shape 

parameters significantly affects the performance of the RBFs, and there are no standard 

or precise theoretical methods to obtain the optimal values of c and p [120]. Therefore, in 

a study conducted by Belinha et al. [120], an optimization was performed for the shape 

parameters establishing the values of 𝑐 = 0.0001 and 𝑝 = 0.9999 as the most suitable 

and, for this reason, are the ones that will be applied in the present work. 

Complementarily, in the RBF, the variable is the Euclidean distance between the 

interest point 𝒙𝑰 and node 𝒙𝒊 that belongs to the influence-domain. For the 2D and 3D 

spaces, Eq. (4.10) and (4.11) can be established, respectively. 

 

 𝑑𝑖𝐼 = √ (𝑥𝑖 − 𝑥𝐼)
2 + (𝑦𝑖 − 𝑦𝐼)

2 Eq. (4.10) 

 𝑑𝑖𝐼 = √ (𝑥𝑖 − 𝑥𝐼)
2 + (𝑦𝑖 − 𝑦𝐼)

2 + (𝑧𝑖 − 𝑧𝐼)
2 Eq. (4.11) 

 

Regarding the polynomial basis added to the RBF cannot be arbitrary. These 

depend on the chosen monomial number m. Generally, a low-degree polynomial basis is 

often added. Nevertheless, the polynomial basis functions exhibit the following sequences 

of terms, present in Eq. (4.12) and (4.13), for the 2D and 3D cases, respectively. 

 

𝒑𝑇(𝒙) =  {0}  (For null basis, 𝑚 = 0) 

𝒑𝑇(𝒙) =  {1}  (For constant basis, 𝑚 = 1) 

𝒑𝑇(𝒙) =  {1, 𝑥, 𝑦}  (For linear basis, 𝑚 = 3) 

𝒑𝑇(𝒙) =  {1, 𝑥, 𝑦, 𝑥2, 𝑥𝑦,  𝑦2}  (For quadratic basis, 𝑚 = 6) 

Eq. (4.12) 
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𝒑𝑇(𝒙) =  {1}  (For constant basis, 𝑚 = 1) 

𝒑𝑇(𝒙) =  {1, 𝑥, 𝑦, 𝑧}  (For linear basis, 𝑚 = 4) 

𝒑𝑇(𝒙) =  {1, 𝑥, 𝑦, 𝑧, 𝑥2, 𝑥𝑦,  𝑦2, 𝑦𝑧,  𝑧2, 𝑧𝑥}  (For quadratic basis, 𝑚 = 10) 

 

Eq. (4.13) 

 

In this work, it is considered the case of a constant polynomial basis and, therefore, 

it satisfies an extra requirement in order to guarantee a unique solution, represented in Eq. 

(4.14). 

 ∑𝑝𝑗(𝒙𝒊) 𝑎𝑖(𝒙𝒊) = 

𝑛

i=1

0 ⟺ 𝒑𝑇(𝒙𝒊) 𝒂(𝒙𝒊) = 0  Eq. (4.14) 

 

Where 𝑗 = {1,2, … ,𝑚}. Consequently, combining Eq. (4.6) with Eq. (4.14), a new 

equation matrix can be written, 

 { 
𝒖𝒔
0
 } =  [

𝑹 𝒑

𝒑𝑇 0
] { 

𝒂
𝒃
 } = 𝑮 {

 𝒂
𝒃
 } Eq. (4.15) 

in which 𝒖𝒔 is given by,  

 𝒖𝒔 = {𝑢1, 𝑢2, … , 𝑢𝑛}
𝑇 Eq. (4.16) 

the matrix R of the RBF, a 𝑛 × 𝑛, is obtained with, 

 

 𝑹[𝑛×𝑛] = [

𝑅(𝑟11) 𝑅(𝑟12) … 𝑅(𝑟1𝑛)
𝑅(𝑟21) 𝑅(𝑟22) … 𝑅(𝑟2𝑛)
⋮ ⋮ ⋱ ⋮

𝑅(𝑟𝑛1) 𝑅(𝑟𝑛2) … 𝑅(𝑟𝑛𝑛)

] Eq. (4.17) 

 

and the matrix p of the polynomial basis, a 𝑛 × 𝑚, is given by, 

 

 𝒑[𝑛×𝑚] = [

𝑝1(𝑥1) 𝑝2(𝑥1) … 𝑝𝑚(𝑥1)
𝑝1(𝑥2) 𝑝2(𝑥2) … 𝑝𝑚(𝑥2)
⋮ ⋮ ⋱ ⋮

𝑝1(𝑥𝑛) 𝑝2(𝑥𝑛) … 𝑝𝑚(𝑥𝑛)

] Eq. (4.18) 
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Thus, the linear polynomial basis is defined by, 

 

 𝑷 = [ 1 1 … 1]𝑻 Eq. (4.19) 

 

with the linear polynomial basis for a 2D and 3D problem being represented by 

Eq. (4.20) and (4.21), respectively. 

 𝑷 = [ 
1 1 … 1
𝑥1 𝑥2 … 𝑥𝑛
𝑦1 𝑦2 … 𝑦𝑛

]

𝑻

 Eq. (4.20) 

 

 𝑷 = [ 

1 1 … 1
𝑥1 𝑥2 … 𝑥𝑛
𝑦1 𝑦2 … 𝑦𝑛
𝑧1 𝑧2 … 𝑧𝑛

]

𝑻

 Eq. (4.21) 

 

It should be noted that the geometric matrix G corresponds to a symmetric matrix 

since the distance between the interest points and the nodes belonging to a given 

influence-domain are directional independent (𝑅(𝑟𝑖𝑗) = 𝑅(𝑟𝑗𝑖)). Thus, solving Eq. 

(4.15), 

 

 { 
𝒂
𝒃
 } =  𝑮−1  {

𝒖𝒔
0
 } Eq. (4.22) 

 

It is possible to substitute Eq. (4.22) in Eq. (4.7) obtaining, 

 

 𝑢(𝒙𝑰) =  {𝑹(𝒙𝑰)
𝑇 , 𝒑(𝒙𝑰)

𝑇} 𝑮−1  {
𝒖𝒔
0
 } = 𝜑(𝒙𝑰) 𝒖𝒔 Eq. (4.23) 

 

The interpolation function of the interest point 𝒙𝑰 is then defined by 

 𝜑(𝒙𝑰)  =  {𝑹(𝒙𝑰)
𝑇 , 𝒑(𝒙𝑰)

𝑇} 𝑮−1 = {𝜑1(𝒙𝑰), 𝜑2(𝒙𝑰), … , 𝜑𝑛(𝒙𝑰)} Eq. (4.24) 
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The weak Galerkin form depends on the partial derivative of 𝜑(𝒙𝑰). Thus, to be 

able to calculate the partial derivatives of the interpolated field function, it is necessary to 

obtain the respective RPI shape functions partial derivatives. Hence, for a 3D problem, 

the partial derivative of 𝜑(𝒙𝑰) can be established as,  

 

 𝜑,𝑥(𝒙𝑰) =  {𝑹(𝒙𝑰)
𝑇  𝒑(𝒙𝑰)

𝑇} ,𝑥 𝑮
−1  Eq. (4.25) 

 

 𝜑,𝑦(𝒙𝑰) =  {𝑹(𝒙𝑰)
𝑇  𝒑(𝒙𝑰)

𝑇} ,𝑦 𝑮
−1  Eq. (4.26) 

 

 𝜑,𝑧(𝒙𝑰) =  {𝑹(𝒙𝑰)
𝑇  𝒑(𝒙𝑰)

𝑇} ,𝑧 𝑮
−1   Eq. (4.27) 

 

Complementarily, for the same 3D problem, the first order partial derivative of 

the RBF vector is defined by, 

 

𝑹(𝒙𝑰),𝑥 = {𝑅1(𝒙𝑰),𝑥  𝑅2(𝒙𝑰),𝑥  … 𝑅𝒏(𝒙𝑰),𝑥}
𝑇
= {

𝜕𝑅1(𝒙𝑰)

𝜕𝑥
  
𝜕𝑅𝟐(𝒙𝑰)

𝜕𝑥
  ⋯  

𝜕𝑅𝒏(𝒙𝑰)

𝜕𝑥
}

𝑇

 Eq. (4.28) 

 

𝑹(𝒙𝑰),𝑦 = {𝑅1(𝒙𝑰),𝑦  𝑅2(𝒙𝑰),𝑦  … 𝑅𝒏(𝒙𝑰),𝑦}
𝑇
= {

𝜕𝑅1(𝒙𝑰)

𝜕𝑦
  
𝜕𝑅𝟐(𝒙𝑰)

𝜕𝑦
  ⋯  

𝜕𝑅𝒏(𝒙𝑰)

𝜕𝑦
}

𝑇

 Eq. (4.29) 

 

𝑹(𝒙𝑰),𝑧 = {𝑅1(𝒙𝑰),𝑧  𝑅2(𝒙𝑰),𝑧  … 𝑅𝒏(𝒙𝑰),𝑧}
𝑇
= {

𝜕𝑅1(𝒙𝑰)

𝜕𝑧
  
𝜕𝑅𝟐(𝒙𝑰)

𝜕𝑧
  ⋯  

𝜕𝑅𝒏(𝒙𝑰)

𝜕𝑧
}

𝑇

 Eq. (4.30) 

 

where the partial derivates of the MQ-RBF in order to x, y and z are obtained by, 

 

 
𝜕𝑅𝑖(𝑥𝐼)

𝜕𝑥
=  −2p (𝑑𝑖𝐼

2 + 𝑐2)
𝑝−1

(𝑥𝑖 − 𝑥𝐼) Eq. (4.31) 

 



Chapter - 4 

70 

 
𝜕𝑅𝑖(𝑥𝐼)

𝜕𝑦
=  −2p (𝑑𝑖𝐼

2 + 𝑐2)
𝑝−1

(𝑦𝑖 − 𝑦𝐼) Eq. (4.32) 

 

 
𝜕𝑅𝑖(𝑥𝐼)

𝜕𝑧
=  −2p (𝑑𝑖𝐼

2 + 𝑐2)
𝑝−1

(𝑧𝑖 − 𝑧𝐼) Eq. (4.33) 

 

The RPI functions are dependently related to the distribution of propagation nodes 

and are linearly independent in the influence-domain. Additionally, these correspond to 

interpolation functions that possess Kronecker delta property 𝛿𝑖𝑗 (Eq. (4.34)) which 

enables the direct imposition of the essential boundary conditions in the stiffness matrix. 

 

 𝜑𝑖(𝒙𝑗) = 𝛿𝑖𝑗 = {
 1
 0

(𝑖 = 𝑗)
(𝑖 ≠ 𝑗)

    𝑖, 𝑗 = 1,… , 𝑛  Eq. (4.34) 

 

Furthermore, the partition of unity is satisfied 

 

 ∑𝜑𝑖(𝒙𝒊) = 

𝑛

i=1

1  Eq. (4.35) 

 

If the interpolation function 𝜑(𝒙𝑰) possesses reproduction properties and the 

constant of the polynomial basis is further included, then it can be established 

 

 ∑𝜑𝑖(𝒙𝒊)𝑥𝑖 = 

𝑛

i=1

𝒙  Eq. (4.36) 

under condition that the first order monomial is added in the polynomial basis. 
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4.3.  Solid Mechanics 

The continuum mechanics corresponds to the cornerstone of nonlinear numerical 

analysis. Solids and structures that are subject to loads or forces are under stress. These 

stresses lead to strains, which consequently can be interpreted as deformations or relative 

displacements [10]. Within the framework of continuum solid mechanics, the basic theory 

is generally based on two foundations: (1) the basic laws of motion describing the 

equilibrium of a continuum body subject to external loadings and induced internal forces, 

being valid for all continuum bodies, and (2) a constitutive theory describing the 

mechanical behaviour of the materials used for the construction of a continuum body. 

Some of the material parameters that constitute the resulting equations can be determined 

from experiments [121].  

In the present section, the mechanical fundamentals behind the numerical 

applications presented in this work are outlined. Initially, the applied continuum 

formulation is addressed, in which the solid kinematics and the constitutive equations 

used are demonstrated. Subsequently, the applied weak form and the consequent 

generated discrete equation system are presented. 

 

4.3.1.  Kinematics (Stress and Strain Fields, and Equilibrium Equations) 

Solid mechanics involves a study of the principal relationships between stress and 

strain and stress and displacements in a given solid and boundary condition (external 

forces and displacement constraints). Thus, according to the structural configuration of 

each solid material and its characteristics, these can present distinct behaviours, 

depending on the respective stress-strain curve. Solids can be considered linear elastic, in 

which the relationship between stress and strain is assumed to be linear. In these materials, 

the deformation caused by loading disappears entirely after the total removal of that load, 

i.e., the solid returns to its initial shape. In contrast, in plastic materials occurs a residual 

deformation that remains even after the total removal of the applied load. 

Complementarily, materials can be classified as anisotropic and isotropic. In the first, the 

material property varies as a function of direction, and thus, the deformation caused by a 

load applied in a given direction does not correspond to the same deformation caused by 

the same load but in a different direction. In isotropic materials (which correspond to a 
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particular case of anisotropic materials), it is necessary to know about two independent 

material properties, Young’s modulus (𝐸) and Poisson’s ratio (𝜈). 

Therefore, when analysing a deformation that consequently causes a change in the 

body configuration, it is defined by the stress and strain terms. These terms allow to 

express the virtual work as an integral over the known body volume and thereby show 

the respective change in configuration. It is essential to ensure that both the stress tensor 

and the strain tensor refer to the same deformed state. In order to represent the stresses of 

the current configuration, the Cauchy stress tensor, 𝚲, which corresponds to a symmetric 

tensor, is defined by Eq. (4.37) and (4.38), for the 2D and 3D cases, respectively. 

 

 𝚲 = [
𝜎𝑥𝑥 𝜎𝑥𝑦
𝜎𝑦𝑥 𝜎𝑦𝑦

] Eq. (4.37) 

 

 𝚲 = [

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

] Eq. (4.38) 

 

Employing the Voigt notation, it is possible to obtain a reduced representation of 

the stress tensor, 𝝈, expressing tensors in column vectors, represented in Eq. (4.39) and 

(4.40), for the 2D and 3D cases, respectively. 

 

 𝝈 = {𝜎𝑥𝑥 𝜎𝑦𝑦 𝜎𝑥𝑦}𝑇 Eq. (4.39) 

 

 𝝈 = {𝜎𝑥𝑥 𝜎𝑦𝑦 𝜎𝑧𝑧 𝜎𝑥𝑦 𝜎𝑦𝑧 𝜎𝑧𝑥}𝑇 Eq. (4.40) 

 

Additionally, the strain tensor 𝑬 to the strain vector 𝜺, is established in Eq. (4.41) 

and (4.42), for the 2D and 3D cases, respectively. 

 

 𝜺 =  {𝜀𝑥𝑥 𝜀𝑦𝑦 𝜀𝑥𝑦}𝑇 Eq. (4.41) 
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 𝜺 =  {𝜀𝑥𝑥 𝜀𝑦𝑦 𝜀𝑧𝑧 𝜀𝑥𝑦 𝜀𝑦𝑧 𝜀𝑧𝑥}𝑇 Eq. (4.42) 

 

In this work, only linear elastic isotropic materials are considered. Therefore, the 

relation between stress and strain in the solid domain is provided by the constitutive 

equation, known as Hooke's Law, 

 

 𝝈 =  𝐜 𝜺 Eq. (4.43) 

 

where c corresponds to the constitutive matrix, given by 𝒄 =  𝒔−1  , with 𝒔 being 

the compliance elasticity matrix, containing the material characteristics where the 

elements on matrix 𝒔 are obtained through experimental tests. For a 3D anisotropic 

material case, matrix 𝒔 can be defined by, 

 

 𝐬 =  

[
 
 
 
 
 
 
 
 
 
 
 
 
 
1

𝐸𝑥𝑥
−
𝜈𝑦𝑥

𝐸𝑦𝑦
−
𝜈𝑧𝑥
𝐸𝑧𝑧

0 0 0

−
𝜈𝑥𝑦

𝐸𝑥𝑥

1

𝐸𝑦𝑦
−
𝜈𝑧𝑦

𝐸𝑧𝑧
0 0 0

−
𝜈𝑥𝑧
𝐸𝑥𝑥

−
𝜈𝑦𝑧

𝐸𝑦𝑦

1

𝐸𝑧𝑧
0 0 0

0 0 0
1

𝐺𝑥𝑦
0 0

0 0 0 0
1

𝐺𝑦𝑧
0

0 0 0 0 0
1

𝐺𝑧𝑥]
 
 
 
 
 
 
 
 
 
 
 
 
 

 Eq. (4.44) 

 

in which 𝐸𝑖𝑖 is the Young’s modulus in direction I, 𝜈𝑖𝑗 corresponds to the Poisson 

ratio that characterizes the deformation rate in direction 𝑗 when a force is applied in 

direction 𝑖 and 𝐺𝑖𝑗 is the shear modulus that characterizes the variation angle between 

directions 𝑖 and 𝑗. However, due to the symmetry, the following relation can be 

established, 

 𝐸𝑖  𝜈𝑗𝑖 = 𝐸𝑗  𝜈𝑖𝑗   Eq. (4.45) 
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Complementarily, for the 2D case, considering the plane stress assumptions 

(where 𝜎𝑧𝑥 = 𝜎𝑧𝑦 = 𝜎𝑧𝑧 = 0) and the plane strain deformation theory (where 𝜀𝑧𝑥 = 

𝜀𝑧𝑦 = 𝜀𝑧𝑧 = 0), matrix 𝒔 is obtained by Eq. (4.46) and (4.47), respectively. 

 

 𝐬 𝑝𝑙𝑎𝑛𝑒 𝑠𝑡𝑟𝑒𝑠𝑠 = 

[
 
 
 
 
 
 
1

𝐸𝑥𝑥
−
𝜈𝑦𝑥

𝐸𝑦𝑦
0

−
𝜈𝑥𝑦

𝐸𝑥𝑥

1

𝐸𝑦𝑦
0

0 0
1

𝐺𝑥𝑦]
 
 
 
 
 
 

  Eq. (4.46) 

 

 𝐬 𝑝𝑙𝑎𝑛𝑒 𝑠𝑡𝑟𝑎𝑖𝑛 = 

[
 
 
 
 
 
 
1

𝐸𝑥𝑥
−
𝜈𝑧𝑥𝜈𝑥𝑧
𝐸𝑥𝑥

−
𝜈𝑦𝑥

𝐸𝑦𝑦
−
𝜈𝑧𝑥𝜈𝑦𝑧

𝐸𝑦𝑦
0

−
𝜈𝑥𝑦

𝐸𝑥𝑥
−
𝜈𝑧𝑦𝜈𝑥𝑧

𝐸𝑥𝑥

1

𝐸𝑦𝑦
−
𝜈𝑧𝑦𝜈𝑦𝑧

𝐸𝑦𝑦
0

0 0
1

𝐺𝑥𝑦]
 
 
 
 
 
 

 Eq. (4.47) 

 

Regarding the displacement field in the 3D case, consisting of 𝒖 =  {𝑢, 𝑣, 𝑤}, the 

strain components can be obtained from the derivatives of the displacement field, 

according to the following equations, 

 

 

𝜀𝑥𝑥 = 
𝜕𝑢

𝜕𝑥
  

𝜀𝑦𝑦 = 
𝜕𝑣

𝜕𝑦
 

𝜀𝑧𝑧 = 
𝜕𝑤

𝜕𝑧
 

𝜀𝑥𝑦 =
𝜕𝑢

𝜕𝑦
+
𝜕𝑣

𝜕𝑥
 

𝜀𝑥𝑧 =
𝜕𝑢

𝜕𝑧
+
𝜕𝑤

𝜕𝑥
 

𝜀𝑦𝑧 =
𝜕𝑣

𝜕𝑧
+
𝜕𝑤

𝜕𝑦
  

Eq. (4.48) 
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Thus, the strain vector can be obtained by combining a partial differential 

operator, 𝑳, and the displacement field, 𝒖, 

 

 𝜺 = 𝑳 𝒖  Eq. (4.49) 

 

with 𝑳 being, 

 𝑳 =  

[
 
 
 
 
 
 
𝜕

𝜕𝑥
0 0

𝜕

𝜕𝑦
0

𝜕

𝜕𝑧

0
𝜕

𝜕𝑦
0

𝜕

𝜕𝑥

𝜕

𝜕𝑧
0

0 0
𝜕

𝜕𝑧
0

𝜕

𝜕𝑦

𝜕

𝜕𝑥]
 
 
 
 
 
 
𝑇

 Eq. (4.50) 

 

Ultimately, for an infinitesimal element, the equilibrium equations for a 3D 

example can be defined as, 

 

 

𝜕𝜎𝑥𝑥
𝜕𝑥

+ 
𝜕𝜎𝑥𝑦

𝜕𝑦
+ 
𝜕𝜎𝑥𝑧
𝜕𝑧

+ 𝐹𝑥 = 0 

𝜕𝜎𝑥𝑦

𝜕𝑥
+ 
𝜕𝜎𝑦𝑦

𝜕𝑦
+ 
𝜕𝜎𝑦𝑧

𝜕𝑧
+ 𝐹𝑦 = 0 

𝜕𝜎𝑥𝑧
𝜕𝑥

+ 
𝜕𝜎𝑦𝑧

𝜕𝑦
+ 
𝜕𝜎𝑧𝑧
𝜕𝑧

+ 𝐹𝑧 = 0 

Eq. (4.51) 

 

in which 𝐹𝑥, 𝐹𝑦 , 𝐹𝑧 are the body forces applied to the element along the Cartesian 

axis.  

 

4.3.2.  Weak Form 

The strong form consists of the partial differential system equations governing the 

studied physic phenomenon and the boundary conditions. By applying this formulation, 

the exact solution is always obtained. However, it becomes difficult to impose the 

essential boundary conditions, since the governing equation is satisfied at all the nodes in 



Chapter - 4 

76 

the internal domain and the boundary condition is satisfied at every boundary node [96]. 

Therefore, this approach becomes very rigid and sometimes is not workable during 

execution, especially in complex practical engineering problems [96]. On the other hand, 

formulations based on weak forms produce stable algebraic systems of equations and can 

give a discretized system of equations in order to obtain the approximate solution of the 

problem. The discrete equation system is established for each integration point, meaning 

that the precision and accuracy of the obtained solution depend on the number of nodes 

in which the problem domain is discretised. Additionally, it becomes easier to impose the 

boundary conditions by applying them directly at the nodes [10]. 

 

4.3.2.1. Galerkin Weak Form 

The Galerkin weak form is used to convert the differential equations into a discrete 

equation system. This corresponds to a variational formulation based on energy 

minimization. Therefore, considering a solid body represented in Figure 4.9, 

characterized by a domain Ω ∈  ℝ2 and bounded by 𝛤, in which 𝛤 ∈ Ω: 𝛤𝑢 ∪ 𝛤𝑡 =  𝛤 ∧

 𝛤𝑢 ∩ 𝛤𝑡 =  ∅, being 𝛤𝑢 the essential boundary and 𝛤𝑡 the natural boundary, the 

equilibrium equations governing the linear elasto-static problem can be established by, 

 

 ∇𝚲 + 𝒃 = 0  Eq. (4.52) 

 

where ∇ is the divergence operator, 𝒃 corresponds to the body force per unit 

volume and 𝚲 the Cauchy stress tensor, as defined previously. The natural boundary 

respects the condition 𝜦 𝒏 =  𝒕̅ on 𝛤𝑡, where 𝒏 is the unit outward normal to the boundary 

of domain Ω and 𝒕̅ the traction on the natural boundary 𝛤𝑡. Whereas the essential boundary 

condition is 𝒖 = 𝒖̅, being 𝒖̅ the prescribed displacement on the essential boundary 𝛤𝑢.  
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Figure 4.9- Continuous solid subjected to volume forces and external forces. Adapted 

from [10]. 

 

Employing the Galerkin weak form, the real solution is the one that minimizes the 

Lagrangian functional, 𝐿, established by,  

 

 𝐿 = 𝑇 − 𝑈 + 𝑊𝑓  Eq. (4.53) 

 

in which 𝑇 is the kinetic energy, 𝑈 is the strain energy and 𝑊𝑓 is the work 

performed by external forces. The Lagrangian functional, 𝐿, possesses all the physical 

information concerning the system and the forces acting on it.  

The energy terms of Eq. (4.53) are obtained by, 

 

 𝑇 = 
1

2
 ∫𝜌 𝒖̇𝑇𝒖 ̇
Ω

𝑑Ω   Eq. (4.54) 

 

 𝑈 = 
1

2
 ∫ 𝜺𝑇𝝈
Ω

𝑑Ω  Eq. (4.55) 
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 𝑊𝑓 = ∫𝒖
𝑇𝒃

Ω

𝑑Ω + ∫ 𝒖𝑇 𝒕̅
𝛤𝑡

𝑑𝛤𝑡   Eq. (4.56) 

 

where the solid volume is defined by Ω, 𝒖 ̇ is the displacement first derivative with 

respect to time, 𝜌 is the solid mass density, 𝜺 and 𝝈 are the strain and stress vectors, 

respectively, 𝒖 is the displacement, 𝒃 the body forces and 𝛤𝑡  the traction boundary where 

the external forces 𝒕̅ are applied.  

Consequently, the Galerkin weak form can be obtained by substituting Eq. (4.54), 

(4.55) and (4.56) in Eq. (4.53) as follows, 

 

 𝐿 =
1

2
 ∫𝜌 𝒖̇𝑇𝒖 ̇
Ω

𝑑Ω − 
1

2
 ∫ 𝜺𝑇𝝈
Ω

𝑑Ω +∫𝒖𝑇𝒃
Ω

𝑑Ω +∫ 𝒖𝑇 𝒕̅
𝛤𝑡

𝑑𝛤𝑡    Eq. (4.57) 

 

The equation (4.57) was subsequently minimized, 

 

𝛿 ∫ [
1

2
 ∫ 𝜌 𝒖̇𝑇𝒖 ̇
Ω

𝑑Ω − 
1

2
 ∫ 𝜺𝑇𝝈
Ω

𝑑Ω +∫𝒖𝑇𝒃
Ω

𝑑Ω +∫ 𝒖𝑇 𝒕̅
𝛤𝑡

𝑑𝛤𝑡]
𝑡2

𝑡1

 𝑑𝑡 = 0   Eq. (4.58) 

 

The present work, as it encompasses only static problems, the dynamic part, i.e., 

the kinetic variation of energy, can be neglected. Moreover, the expression can be further 

simplified by moving the variation operator 𝛿 into each integral, such that, 

 

 ∫ [− 
1

2
 ∫ 𝛿 𝜺𝑇𝝈
Ω

𝑑Ω +∫𝛿 𝒖𝑇𝒃
Ω

𝑑Ω +∫ 𝛿 𝒖𝑇 𝒕̅
𝛤𝑡

𝑑𝛤𝑡]
𝑡2

𝑡1

 𝑑𝑡 = 0    Eq. (4.59) 

 

Therefore, the integrand function in the first integral term can be rewritten as, 

 𝛿 (𝜺𝑇𝝈) = 𝛿𝜺𝑇𝝈 + 𝜺𝑇𝛿𝝈 Eq. (4.60) 

 



Numerical Methods 

 

79 

with 𝜺𝑇𝛿𝝈 = (𝜺𝑇𝛿𝝈)𝑇 = 𝛿𝝈𝑇𝜺. Employing the constitute equation (Hooke's 

Law), 𝝈 = 𝒄 𝜺, and the symmetric property of the material matrix, 𝒄𝑇 = 𝒄, it is possible 

to establish,  

 

 𝛿𝝈𝑇𝜺 = 𝛿(𝒄 𝜺)𝑇𝜺 = 𝛿𝜺𝑇𝒄𝑇𝜺 = 𝛿𝜺𝑇𝒄 𝜺 = 𝛿𝜺𝑇𝝈 Eq. (4.61) 

 

Consequently, Eq. (4.60) becomes, 

 

 𝛿 (𝜺𝑇𝝈) = 2𝛿𝜺𝑇𝝈 Eq. (4.62) 

 

Using Equation (4.59), it can be established, 

 

 −∫𝛿 𝜺𝑇𝝈
Ω

𝑑Ω +∫𝛿 𝒖𝑇𝒃
Ω

𝑑Ω +∫ 𝛿 𝒖𝑇 𝒕̅
𝛤𝑡

𝑑𝛤𝑡 = 0  Eq. (4.63) 

 

Additionally, considering the stress-strain relation, 𝝈 =  𝒄 𝜺, and the stress-

displacement relation, 𝜺 =  𝑳 𝒖, the expression of Eq. (4.63) can be rearranged as follows, 

 

 ∫(𝛿𝑳𝒖)𝑇

Ω

𝒄(𝑳𝒖) 𝑑Ω − ∫𝛿 𝒖𝑇𝒃
Ω

𝑑Ω −∫ 𝛿 𝒖𝑇 𝒕̅
𝛤𝑡

𝑑𝛤𝑡 = 0 Eq. (4.64) 

 

which corresponds to the generic Galerkin weak form written in terms of 

displacement, applied to static problems. 
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4.3.3.  Discrete Equation System 

The discrete equation system for meshless methods can be determined based on 

the principle of virtual work, using the meshless shape functions as trial and test functions. 

For this, the Galerkin weak form, which is established in Eq. (4.64), combined with the 

interpolation functions, can be applied. Recalling Eq. (4.1),  

 

 𝒖(𝒙𝑰) =∑𝜑𝑗(𝒙𝐼)

𝑛

𝑗=1

𝒖(𝒙𝒊) Eq. (4.65) 

 

Therefore, the virtual displacements of the nodes inside the influence-domains in 

RPIM of an interest point 𝐱𝐈, will cause a virtual displacement of the integration point, 

which can be interpolated or approximated considering, 

 

 𝛿𝒖(𝒙𝑰) =∑𝜑𝑗(𝒙𝐼)

𝑛

𝑗=1

𝛿𝒖𝑗 Eq. (4.66) 

 

Combining Eq. (4.1) and Eq. (4.64) with Eq. (4.66), it can be defined, 

 

−∫(∑𝜑𝑗(𝒙𝐼)

𝑛

𝑗=1

𝛿𝒖𝑗)

𝑇

Ω

𝑳𝑇 𝒄 𝑳 (∑𝜑𝑗(𝒙𝐼)

𝑛

𝑗=1

𝒖𝑗)  𝑑Ω

+∫ (∑𝜑𝑗(𝒙𝐼)

𝑛

𝑗=1

𝛿𝒖𝑗)

𝑇

𝒃

Ω

𝑑Ω +∫(∑𝜑𝑗(𝒙𝐼)

𝑛

𝑗=1

𝛿𝒖𝑗)

𝑇

𝒕̅ 

𝛤𝑡

𝑑𝛤𝑡 = 0 

Eq. (4.67) 

 

The previous equation can be rewritten in matrix form by eliminating the 

summations. Thus, for the 3D case, the matrix of approximation/interpolation functions 

for the interest point 𝒙𝑰, is established by, 
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𝜑(𝒙𝑰) = [

𝜑1(𝒙𝑰) 0 0 𝜑2(𝒙𝑰) 0 0 … 𝜑𝑛(𝒙𝑰) 0 0

0 𝜑1(𝒙𝑰) 0 0 𝜑2(𝒙𝑰) 0 … 0 𝜑𝑛(𝒙𝑰) 0

0 0 𝜑1(𝒙𝑰) 0 0 𝜑2(𝒙𝑰) … 0 0 𝜑𝑛(𝒙𝑰)
] Eq. (4.68) 

 

Eq. (4.66) can be rewritten as follows, 

 

𝛿𝒖𝑇∫[(𝜑(𝒙𝑰))
𝑇𝑳𝑇] 𝒄[𝑳𝜑(𝒙𝑰)] 𝑑Ω𝒖 − 𝛿𝒖

𝑇∫ (𝜑𝑗(𝒙𝑰))
𝑇

𝒃
Ω

𝑑Ω − 𝛿𝒖𝑇∫ (𝜑𝑗(𝒙𝑰))
𝑇

 𝒕̅
𝛤𝑡

𝑑𝛤𝑡 = 0
Ω

 
Eq. 

(4.69) 

 

where 𝒖 represents the nodal displacement vector of all n nodes within the 

influence-domain, which can be expressed as,  

 𝒖 = {𝑢1, 𝑣1, 𝑤1, 𝑢2, 𝑣2, 𝑤2, … , 𝑢𝑛, 𝑣𝑛, 𝑤𝑛}
𝑇 Eq. (4.70) 

 

Recalling the partial differential operator matrix, L, the deformability matrix, B, 

for the interest point 𝐱𝐈, can be defined as the multiplication between L and 𝜑(𝒙𝑰), 

 

𝑩(𝒙𝑰) = 𝑳𝜑(𝒙𝑰) =

[
 
 
 
 
 
 
𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑥
0 0

𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑦
0  

𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑧

0
𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑦
0

𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑥
    
𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑧
0

0 0
𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑧
0    

𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑦
    
𝜕𝜑𝑗(𝒙𝑰)

𝜕𝑥
 
]
 
 
 
 
 
 

𝑗

𝑇

 Eq. (4.71) 

 

being = 1,2,3, … , 𝑛, , for the order of nodes constituting the influence-domain. 

Thus, the matrix 𝑩(𝒙𝑰) is composed of all 𝑛 matrices, 𝑩𝒋(𝒙𝑰), one for each node 

in the influence-domain. 

Finally, Eq. (4.69) is redefined by replacing 𝑳𝜑(𝒙𝑰) by 𝑩(𝒙𝑰), 

 

𝛿𝒖𝑇 [∫ (𝑩(𝒙𝑰))
𝑇
 𝒄𝑩(𝒙𝑰) 𝑑Ω𝐮 −∫ (𝜑𝑗(𝒙𝑰))

𝑇
𝒃

Ω

𝑑Ω −∫ (𝜑𝑗(𝒙𝑰))
𝑇
 𝒕̅

𝛤𝑡

𝑑𝛤𝑡
Ω

] = 0 Eq. (4.72) 



Chapter - 4 

82 

Resulting in, 

∫(𝑩(𝒙𝑰))
𝑇
 𝒄𝑩(𝒙𝑰) 𝑑Ω𝒖 −∫ (𝜑𝑗(𝒙𝑰))

𝑇
𝒃

Ω

𝑑Ω −∫ (𝜑𝑗(𝒙𝑰))
𝑇
 𝒕̅

𝛤𝑡

𝑑𝛤𝑡
Ω

𝑥 = 0 Eq. (4.73) 

                           K                                      𝒇𝒃                                 𝒇𝒕 
 

 

which gives the global static equilibrium equation, 𝑲 𝒖 = 𝒇𝒃 + 𝒇𝒕. The first 

integral of Eq. (4.73) corresponds to the global stiffness matrix, 𝑲, the other two integrals 

correspond to the body forces vector, 𝒇𝒃 and the external forces vector, 𝒇𝒕, respectively, 

and can be assembled into the global force vector, 𝒇 = 𝒇𝒃 + 𝒇𝒕.  After assembly, the global 

discrete equation system is obtained, 

 

 𝑲 𝒖 = 𝒇 ⇒  𝒖 =  𝑲−1 𝒇 Eq. (4.74) 

being 𝒖 the displacement field.  

Thenceforward, several variable fields can be determined. The strain, 𝜺(𝒙𝑰), in an 

interest point 𝒙𝑰 ∈ Ω  can be obtained using Eq. (4.49). Subsequently, employing Hooke's 

Law present in Eq. (4.43), the stress field, 𝝈(𝒙𝑰), can be obtained.   

Considering both the strain and the stress fields, the strain energy density (SED) 

for an interest point 𝒙𝑰 and a specific load case can be determined by, 

 

 𝑈(𝒙𝑰) =
1

2
 ∫ 𝝈(𝒙𝑰)

𝑇

𝛀𝑰

𝜺(𝒙𝑰) 𝑑Ω𝐼 Eq. (4.75) 

 

The principal stresses 𝝈(𝒙𝑰) for the interest point 𝒙𝑰 are determined from the 

Cauchy stress tensor 𝚲(𝒙𝑰) employing the following expression, 

 

 𝑑𝑒𝑡 ([

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

] −  𝝈(𝒙𝑰) [
1 0 0
0 1 0
0 0 1

]) = 0 Eq. (4.76) 

and the principal directions 𝒏((𝒙𝑰)𝑖) = {𝑛𝑥((𝒙𝑰)𝑖),𝑛𝑦((𝒙𝑰)𝑖)}
𝑇
can be obtained 

with, 
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 ([

𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

] −  𝝈(𝒙𝑰) [
1 0 0
0 1 0
0 0 1

]){

𝑛𝑥(𝒙𝑰)𝑖
𝑛𝑦(𝒙𝑰)𝑖
𝑛𝑧(𝒙𝑰)𝑖

} = 0 Eq. (4.77) 

 

Hence, the von Mises effective stress for each interest point 𝒙𝑰 is obtained from 

the three principal stresses according to the following expression, 

 

𝜎̅(𝒙𝑰) =  √
1

2
 ((𝝈(𝒙𝑰)𝟏 − 𝝈(𝒙𝑰)𝟐)2 + (𝝈(𝒙𝑰)𝟐 − 𝝈(𝒙𝑰)𝟑)𝟐 + (𝝈(𝒙𝑰)𝟑 − 𝝈(𝒙𝑰)𝟏)𝟐 Eq. (4.78) 

 

4.4.  Bone Remodelling Algorithm 

Over time, several mathematical models have been proposed and developed which 

assume that the mechanical stimulus, described by stress and/or strain measures, acts as 

the main driving force in the bone remodelling process. Thus, these mathematical 

formulations encompass the relationship between bone functional adaptation and the 

induced stress (or strain), considering bone as a local adaptive material. However, 

experimental studies have shown that functional adaptation in response to mechanical 

stimulation is a complex process and that, consequently, a detailed description of these 

processes is ambitious. Nevertheless, several investigators have developed models in 

order to numerically predict the local remodelling reactions observed in experiments 

using appropriate bone growth laws, such as those presented in section 2.3. 

Thus, the bone remodelling algorithm adopted in the present work was developed 

by Belinha and co-workers [10] and is an adaptation for meshless methods of the model 

proposed by Carter [122]. Therefore, in this section, the respective iterative remodelling 

algorithm is presented, in which the bone tissue is assumed to be an isotropic material, 

but the algorithm also supports orthotropic materials. 
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4.4.1.  Model Description 

The remodelling model uses a bone remodelling nonlinear equation adapted to 

work with the FEM and meshless methods, namely RPIM and NNRPIM. The expression 

can be presented as a differential equation, where a temporal-spatial based functional, 

𝜌𝑎𝑝𝑝(𝑥, 𝑡): ℝ
𝑑+1 ⟼ℝ, discretized along the temporal one-dimension and the spatial d-

dimensions, is minimized with respect to time,  

 

 
𝜕𝜌𝑎𝑝𝑝(𝑥, 𝑡)

𝜕𝑡
≅
∆𝜌𝑎𝑝𝑝(𝑥, 𝑡)

∆𝑡
=  (𝜌𝑎𝑝𝑝

𝑚𝑜𝑑𝑒𝑙)
𝑡𝑗
− (𝜌𝑎𝑝𝑝

𝑚𝑜𝑑𝑒𝑙)
𝑡𝑗+1

= 0 Eq. (4.79) 

 

Any problem analysed must be discretised in space and time. Therefore, it can be 

assumed that the 𝑑-dimensional spatial domain is discretized into 𝑁 nodes: 𝑿 =

 {𝒙1, 𝒙2, … , 𝒙𝑁}  ∈  Ω, leading to 𝑄 interest points: 𝑸 = {𝒙1, 𝒙2, … , 𝒙𝑄}  ∈ Ω being 𝒙𝒊 ∈

 ℝ𝑑 and 𝑸 ∩ 𝑿 =  ∅. The temporal domain is discretised in iterative fictitious time steps 

𝑡𝑗 ∈ ℕ, with 𝑗 ∈ ℕ. Thus, the medium apparent density for the complete model domain is 

established by (𝜌
𝑎𝑝𝑝
𝑚𝑜𝑑𝑒𝑙)

𝑡𝑗
 at a fictitious time 𝑡𝑗. Consequently, within the same iterative 

step, the medium apparent density of the model 𝜌
𝑎𝑝𝑝
𝑚𝑜𝑑𝑒𝑙, can be obtained by, 

 

 𝜌𝑎𝑝𝑝
𝑚𝑜𝑑𝑒𝑙 = 𝑄−1∑(𝜌𝑎𝑝𝑝)𝑖

𝑄

i=1

 Eq. (4.80) 

 

being (𝜌𝑎𝑝𝑝)𝑖 the infinitesimal apparent density on the interest point 𝒙𝐼 defined 

by 𝜌𝐼 = 𝑔(𝜎𝐼). Since in the present work, the material’s behaviour was assumed isotropic, 

following the algorithm proposed by Belinha and co-workers [10], the value of 𝜌𝐼 is 

established according to the ultimate compression stress in the axial direction, 𝜎𝑎𝑥𝑖𝑎𝑙
𝑐 . On 

the other hand, the apparent density can be determined according to the von Mises 

effective stress, 𝜎(𝒙𝑰), for each interest point 𝒙𝑰, instead of considering the 𝜎𝑎𝑥𝑖𝑎𝑙
𝑐 . Hence, 

for Lotz's material law, Eq. (2.5) can be rewritten as 
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 𝜎̅𝑖 = 𝑎3 ∙ (𝜌𝑎𝑝𝑝)
𝑎4 Eq. (4.81) 

 

where the values of the coefficients 𝑎3 and 𝑎4 are present in Table 2.1 depending 

on the type of bone 𝑖 under analysis. Similarly, for Belinha's material law, Eq. (2.9) is 

redefined such that, 

 

 𝜎̅ =  ∑𝑑𝑗

3

j=0

 ∙  𝜌𝑗 Eq. (4.82) 

 

in which the value of the coefficient 𝑑𝑗 is present in Table 2.2. 

However, considering that the remodelling process will not occur in all the interest 

points 𝒙𝑰, but only in the interest points that contain the SED values belonging to the 

interval expressed in Eq. (4.83). Therefore, these are selected by the algorithm and 

subjected to the density remodelling process, while all the other interest points maintain 

the previous density. 

 

     𝑈(𝒙𝑰) ∈ [𝑈𝑚𝑖𝑛 , 𝑈𝑚𝑖𝑛 +  𝛼 ∙  ∆𝑈[  ∪  ]𝑈𝑚𝑎𝑥 −  𝛽 ∙  ∆𝑈, 𝑈𝑚𝑎𝑥],      ∀𝑈(𝒙𝑰) ∈ ℝ Eq. (4.83) 

 

where 𝑈𝑚𝑖𝑛 = min(𝑈), 𝑈𝑚𝑎𝑥 = max(𝑈) and ∆𝑈 = 𝑈𝑚𝑎𝑥 −𝑈𝑚𝑖𝑛, and the 

parameters 𝛼 and 𝛽 define the growth rate and the decay rate of the apparent density, 

respectively, varying with the problem under analysis. Given that Eq. (4.82) corresponds 

to a third order equation, it returns three different solutions, 𝜌1, 𝜌2 and 𝜌3. Thus, if the 

interest points belong to the decay apparent density interval, the apparent density at the 

interest point 𝒙𝑰 is defined by 𝜌𝐼 = max (𝜌1, 𝜌2, 𝜌3).  

Ultimately, the remodelling equilibrium is achieved when, 

 

 
∆𝜌

∆𝑡
= 0    ∨    (𝜌𝑎𝑝𝑝

𝑚𝑜𝑑𝑒𝑙)
𝑡𝑗
= 𝜌𝑎𝑝𝑝

𝑐𝑜𝑛𝑡𝑟𝑜𝑙 Eq. (4.84) 
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4.4.2.  Remodelling Procedure 

In the present section, the bone remodelling algorithm used in this work is 

described in detail. For the implementation of the iterative remodelling process, a forward 

Euler scheme was designed, as illustrated in Figure 4.10. 

In a first instance, the algorithm is initialized with the pre-processing of the 

available medical images. Subsequently, the problem domain is discretized into an 

unstructured nodal mesh 𝑿 ∈ 𝛀, the nodal connectivity is established, and the background 

integration mesh is constructed, according to the numerical method chosen by the user 

(the FEM, the RPIM or the NNRPIM). Then, the initial material properties are allocated 

to the respective domain areas, being these isotropic, as mentioned above. Thus, it is 

possible to determine the shape functions for each integration point, 𝜑(𝒙𝐼), following the 

process explained in the previous sections. Additionally, the essential and natural 

boundary conditions are also imposed.  

From this moment, the iterative remodelling algorithm is initiated. In the first step 

of the iterative loop, an elasto-static analysis of the problem is performed in order to 

determine the principal directions of the stress field. Thus, it is possible to align the 

material constitutive matrix 𝒄 of each interest point 𝒙𝐼 with the principal direction 

𝒏((𝒙𝐼)1) of the respective maximum principal stress 𝜎(𝒙𝐼)1 obtained in each interest 

point.  

Subsequently, at each iterative step, a mechanical analysis is always performed 

for each fictitious time instant 𝑡𝑗. In addition, all load cases 𝑙 (𝑘 =  1, 2, . . . , 𝑙) are 

sequentially and separately analysed. Using the deformation matrix 𝑩(𝒙𝐼) and the 

constitutive material matrix 𝒄(𝒙𝐼), the local stiffness matrix, 𝑲𝐼, is established for each 

integration point 𝒙𝐼. At the end of this process, all the constructed local stiffness matrices 

𝑲𝐼 are further assembled into a global stiffness matrix, 𝑲. Additionally, the presented 

remodelling algorithm allows the simultaneous application of several load cases. Thus, 

the essential boundaries corresponding to the load case 𝑘 are imposed in the stiffness 

matrix, 𝑲𝑗
𝑘, and the force vectors of each load case 𝑘 are considered, 𝒇𝑗

𝑘, allowing to build 

the equation system, 𝑲𝑗
𝑘 𝒖𝑗

𝑘  = 𝒇𝑗
𝑘. Through the obtained displacement field, 𝒖𝑗

𝑘, the 

stress, 𝝈𝑗
𝑘, and strain, 𝜺𝑗

𝑘, fields can be determined. Moreover, the SED (strain energy 

density), 𝑼𝑗
𝑘, the von Mises effective stress, 𝝈̅𝑗

𝑘, fields, and the principal stresses and 
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directions, 𝝈(𝒏)𝑗
𝑘 and 𝒏𝑗

𝑘, can be derived from the stress and strain fields, for any interest 

point 𝒙𝐼. Therefore, the variable fields obtained for each load case can be established 

using Eq. (4.85). 

 

 {𝒖𝑗 , 𝜺𝑗, 𝝈𝑗, 𝝈(𝒏)𝑗, 𝒏𝑗, 𝝈̅𝑗, 𝑼𝑗} ∑
𝑚(𝑘){𝒖𝑗, 𝜺𝑗, 𝝈𝑗, 𝝈(𝒏)𝑗, 𝒏𝑗, 𝝈̅𝑗, 𝑼𝑗}

∑ 𝑚(𝑠)𝑙
s=1

𝑙

k=1

 Eq. (4.85) 

 

According to Eq. (4.85), the final weighted variable field of step 𝑗 is obtained with 

the superposition of the number of relevant discrete load cases, 𝑙, weighted in agreement 

with the corresponding number of load cycles, 𝑚.  

Thus, each mechanical analysis is followed by bone tissue remodelling. The 

algorithm after selecting the integration points with SED values that belong to the interval 

expressed in Eq. (4.83), these are subjected to a density remodelling process, while all the 

other points maintain the previous density.  

Then, considering the weighted effective stress field, the following iterative step 

involves an update of the apparent density of the selected interest points and consequently 

the material properties, using the material law chosen by the user (Lotz's or Belinha's 

laws, described in section 2.3). After establishing the new apparent density, the algorithm 

proceeds to the next iteration step.  

Subsequently, the material constitutive matrix at each interest point is 

transformed, using a rotation matrix, considering the principal directions obtained in the 

previous iteration step. This procedure enables to align iteratively the material properties 

with the updated load path. 

The algorithm continues to run until the condition present in Eq. (4.84), defined as 

the stop criterion, is achieved.  
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Figure 4.10- Bone remodelling algorithm. 

 

The numerical examples in this work are presented as grey tone isomaps depicting 

the evolution of trabecular architecture, where the white colour represents the maximum 

apparent density, 𝜌0 = 2.1 𝑔/𝑐𝑚3, and the dark-grey colour represents the minimum 

apparent density, 𝜌0 = 0.1 𝑔/𝑐𝑚3. All the remaining intermediate grey tones represent 

transitional apparent densities, following a linear colour grey-scale gradient. To construct 

these maps, both the initial nodal mesh discretizing the problem and the respective 

integration mesh are used. As a consequence, the level of detail of these isomaps can be 

improved by increasing the mesh density, containing more nodes. However, the 

computational cost increases with the discretization level, and this algorithm is not 
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optimized for fast performances and therefore, in this work, medium dense nodal meshes 

are used. 
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5. Mechanobiological Models of Bone Fracture Healing 

Mechanobiology is a new interdisciplinary area of scientific research that has 

recently emerged from the intersection of engineering and biology, exploring the 

influence of mechanical loads in regulating biological processes through signalling to 

cells. It is possible to observed tissue adaptation in response to changing mechanical 

stimulation in different tissue types and anatomical locations. 

Since mechanobiology entails cell-driven responses by tissues and organs to 

loading, it is an inherently multiscale field of study, required translation of loading that 

occurs at the entire organ scale to the mechanical stimulation of individual cells. 

Similarly, this stimulation of cells is a combination of solid and fluid stimulation, since 

biological tissues contain and are surrounded by interstitial fluid. At the core of 

mechanobiology comes a response of cells within the tissue due to mechanical forces. In 

fact, it has been proven that in basic cellular functions like mitosis and migration, the 

forces that eukaryotic cells exert on their surrounding tissues are fundamental, even in the 

absence of any external mechanical stimulus [123]–[125]. Thus, it has been proposed that 

all cells are mechanosensitive, through the use of specific molecule or protein complexes 

known as mechanosensors, broadly organised into three types: attachments between 

individual cells, such as stretch-activated gap junctions; structures on the cell membrane 

that can deform under fluid flow, such as primary cilia and, attachments between the 

membrane and the extracellular matrix, such as focal adhesions [123], [126]. In these 

particular cases, a mechanical stimulus is transmitted from the whole bone level to an 

external cellular feature and, therefore, to the cytoskeleton or cytoplasm to induce a 

biochemical cascade. This process is known as mechanotransduction, or the way by 

which the cells sense and respond to mechanical forces, adapting their macroscale 

biological structures and processes [127]. 

In a particular way, the study of mechanobiology is quite significant in bone, 

which is an adaptive material that employs a complex biological system of remodelling 

in response to mechanical stimulation. Although the bone healing process has been 

studied experimentally for several decades [65], [128]–[130], experimental work involves 

real scenarios and requires very controlled conditions, state-of-the-art equipment, high 

precision and cost, and is often confounded by other factors, such as unknown subjects’ 

backgrounds, comorbidities, and genetic variation [131].  
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Thus, due to the complexity of bone fracture healing and the limitations mentioned 

above, purely experimental approaches are incapable of fully describe the underlying 

biochemical and biomechanical mechanisms leading to fracture healing [4]. Therefore, 

given the nature and difficulty of experimental work to investigate and predict bone 

adaptation, researchers have turned to computational models to clarify the stimulation 

that these cells are subjected to in vivo and to determine mechanobiological rules for these 

adaptive responses. Computational modelling has increasingly grown in bone 

mechanobiology, stimulating the development of this field, and is recognised as a 

powerful tool in terms of mechanical interactions at the cellular scale, as well as for the 

prediction of important resulting tissue-level phenomena, such as cell proliferation and 

differentiation, tissue growth, adaptation, and maintenance [132]. These models can be 

an important tool for the design, optimisation and prediction of final outcomes in future 

treatment strategies.  

More recently mechanobiological models have been used to investigate the role 

of various mechanical and biological factors in fracture healing [4], [133]. Modelling in 

mechanobiology is based on local mechanical variables that stimulate cellular expression 

for the regulation of tissue composition, density or structure, including force application 

at the boundary, force transmission through the tissue matrix, mechanosensation and 

transduction by cells, and transformation of extracellular matrix characteristics. These 

variables can be combined and represented by parameters and mathematical relationships 

in a finite element (FE) model. Additionally, some can be known or then measured, e.g., 

morphology, mechanical tissue properties, external loading characteristics, while others 

have to be estimated. Mechanical factors such as stress, strain, pressure, stability, and 

fluid velocity are important parameters that act as stimuli for tissue formation during bone 

healing. In these models, mechanical factors at fracture sites are mostly estimated using 

FE analysis. Thus, mechanical stimulus, biological factors, and chemical stimulus will 

influence biological processes and cellular activities, such as MSC, tissue differentiation, 

angiogenesis, and growth factor secretion, which in turn influence and regulate the bone 

healing process [133]. Using FE models with models describing these activities, the 

processes are simulated adaptively (Figure 5.1). 
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Figure 5.1 – Schematic representation of a general adaptive mechanobiological model 

of bone healing. 

 

Typically, in silico bone mechanobiology has adopted two-pronged 

investigations: the first related to mechanoregulation algorithms to predict 

mechanobiological changes in bone tissue, and the second to models investigating cell 

mechanobiology. The mechanoregulation algorithms are constituted at the macroscale 

level of loading and do not consider the mechanosensitivity of the bone cells themselves 

and, therefore, some of the limitations of modelling cell mechanobiology correspond to 

both the experimental and imaging techniques, as well as the small scales involved. 

However, in silico modelling makes it possible to gather new information that comes 

from experimental work. 

 

5.1. Tissue Differentiation Models 

5.1.1. Early Theories 

Theories on the relationship between mechanics and biology were originally 

proposed in relation to fracture healing [134]. In particular, like all musculoskeletal 

tissues, bone originates from MSCs through the process of tissue differentiation. In this 

regard, these theories later evolved into "mechanobioregulatory algorithms", which 

encompass a finite set of rules governing the effects of mechanical loading on stem cells 

and tissues [134]. An essential aspect in these algorithms is the modelling of cellular 

processes such as cell dispersion, proliferation, apoptosis, etc.  
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In 1960, Friedrich Pauwels pioneered mechanobiological thinking in the context 

of bone healing, developing the first theory to propose differentiation into various tissues 

based on mechanical stimulation, through mechanical tissue deformation [1]. Taking into 

consideration the different mechanical performance of tissues formed during healing, 

Pauwels suggested that tissues maintained distinct mechanical stressing. Cartilage would 

form under conditions of hydrostatic pressure, as it resists volume changes. In contrast, 

fibrous tissues are more suited to resist shape changes and would form under shear 

stresses. Therefore, primary bone formation requires a stable, low-stress mechanical 

environment and will proceed only after a soft tissue has stabilised the environment, 

allowing MSCs to differentiate into osteoblasts, leading to bone formation (Figure 5.2(a)). 

Pauwels' theory was based on clinical observation and logic, however there were no 

means to measure or calculate the tissue stresses or strains in detail. 

Subsequently, the “Interfragmentary Strain Theory” was developed by Perren and 

Cordey from a qualitative analysis of clinical results of fracture healing [65]. A model 

was proposed based on the premise that only tissues that can withstand the strain in the 

gap without failure can be formed in the fracture gap, i.e., based on the upper limits of 

interfragmentary strain to predict fracture gap closure. Consequently, there is a gradual 

stiffening of the fracture callus, reducing the strain in the callus, with the formation of 

stiffer tissues with higher strain tolerance. Perren showed that lamellar bone would 

rupture under a strain of 2%, cartilage would rupture for a strain of about 10%, while 

granulation tissue can resist strains up to 100% (Figure 5.2(b)). Bone healing occurs by a 

progressive tissue differentiation from the initial granulation tissue, to fibrous tissue, 

cartilaginous tissue and then bony tissue. Therefore, there is a feedback between a 

stiffening of the callus and a lowering of the strain, resulting a hard callus made of bone, 

which undergoes remodelling during the final stage of healing. 
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Figure 5.2 – Schematic representation of the first two mechano-regulatory models. (a) 

Model developed by Pauwels, showing the hypothesised influence of biophysical stimuli on 

tissue phenotype. On the x axis is represented the shape deformation (i.e., shear) and on the y 

axis the hydrostatic pressure. The combination of these biophysical stimulus, shear and 

hydrostatic pressure, will act on the mesenchymal cells leading to either hyaline cartilage, 

fibrocartilage or fibrous connective tissue as represented on the perimeter of the quadrant. The 

larger arrows indicate that, as time passes, ossification of these soft tissues occurs, provided that 

the soft tissue has stabilised the environment. (b) Perren and Cordey's idea related to the 

elongation that each tissue type can tolerate. Adapted from [65], [135]. 

 

Additionally, Goodship and Kenwright, suggested that interfragmentary motion 

could accelerate healing, through experimental evidence [136], leading to a large body of 

research to delineate the effects of different types of interfragmentary loading [137].  

 

5.1.2. Single Phase Models 

Based on the work carried out by Pauwels, Carter et al. [138], [139], proposed a 

model to explain how mechanical loading guides cell differentiation in a fracture callus, 

more particularly the influence of cyclic multiaxial stresses on endochondral growth and 

ossification, expanding the concepts related to tissue differentiation to mechanical load 

over time. Through the developed work it was possible to realize that: (i) a history of 

compressive hydrostatic stress guides the formation of cartilaginous matrix components; 
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(ii) a history of tensile strain guides connective tissue cells in their production and 

turnover of fibrous matrix components; (iii) fibrocartilage is formed when a history of 

tissue loading consists of a combination of high levels of hydrostatic compressive stress 

and high levels of tensile strain; (iv) direct bone formation is allowed in regions not 

exposed to neither significant compressive hydrostatic stress nor significant tensile strain, 

provided there is an adequate blood supply and, finally, pre-osseous tissue can be diverted 

down a chondrogenic pathway in regions of low oxygen tension [134]. 

Carter et al. were the first to employ FEA to explore the relationships between 

local stress/strain levels and differentiated tissue types. By applying this model, they 

modelled the tissue in the callus as a single solid (linear elastic) phase, investigating 

endochondral ossification during fracture healing, as well as a developing joint and tissue 

differentiation around orthopaedic implants (Figure 5.3(a)) [139]. The model predicted 

realistic tissue patterns consistent with biological observations, but without quantification 

of the magnitude of mechanical stimulus with tissue formation. Also, Carter's studies 

highlighted the importance of a good blood supply for bone formation, since a poor blood 

supply promotes cartilaginous tissue formation. The mechanobiological model has been 

used to study oblique fractures [140], pseudoarthrosis formation [141], asymmetric 

fractures [142] and distraction osteogenesis [143]. However, none of the studies predicted 

tissue differentiation as an adaptive process over time. 

On the other hand, Claes and Heigele established certain thresholds for the local 

stress and strain magnitudes to determine whether endochondral or intramembranous 

ossification takes place [144]. An interdisciplinary study was conducted comparing data 

from animal experiments, cell cultures and FEA to assess the influence of gap size and 

interfragmentary strain on bone healing [7], [145]. The developed FE model properly 

predicted tissue differentiation in the callus at three phases of the healing process, through 

the validation by histological images from in vivo experiments. Intramembranous 

ossification was assigned for strains less than ±5% and hydrostatic pressures less than 

±0.15 MPa and for endochondral bone formation for strains less than ±15% and 

compressive pressures greater than −0.15 MPa (Figure 5.3(b)). It is possible to form 

connective and fibrous tissues with larger mechanical stimuli. This algorithm was also 

combined with other rules of bone healing, applying an iterative FE model controlled by 

‘fuzzy logic’ to investigate bone fracture healing [146]. In order to successfully simulate 

the main healing fracture patterns, the rules were based on cell culture experiments and 
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histological investigations, specifically incorporating vascularity. Additionally, were also 

used by Simon et al. [147] to investigate differences between shear and axial stimulation, 

and by Shefelbine et al. [148] to study trabecular bone fracture healing. 

 

 

Figure 5.3 – Schematic representation of (a) mechanobiological model based on tensile 

strain and hydrostatic pressure as proposed by Carter et al. and (b) fracture healing model 

proposed by Claes and Heigele, including threshold values for when each tissue type will form. 

Reprinted from [139], [144]. 

 

5.1.3. Biphasic and Adaptive Models 

A few years ago, biphasic and poroelastic FE formulations became available for 

modelling fluid-saturated solid materials. Since external loading is resisted by the linear 

combination of stress in the solid matrix and pressure of the fluid, the solid matrix 

deforms according to its elastic modulus and fluid flows at a rate proportional to the 

pressure gradient and the permeability, according to Darcy's Law. The solid and fluid 

components can be assumed to be incompressible, depending on the theoretical 

implementation, such that the rate of change of solid volume and fluid volume are equal, 

or the solid can be compressible while the fluid is incompressible. Thus, this type of 

formulation leads to a time-dependent behaviour of the material, as the fluid is extruded 

and redistributed within the solid matrix. The poroelastic formulation was originally 

proposed to model soil mechanics [149], and the biphasic formulation was proposed by 
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Mow to model cartilage behaviour [150]. Despite the slight differences have been shown 

similarly in outcomes [151]. 

As previously mentioned, tissue consists of cells and extracellular matrix, which 

is formed by fluid and fibres and has a time-dependent, viscous material behaviour. Thus, 

fluid flow is only created by dynamic loading [152]. Bone adaptation due to fluid velocity 

only occurs in response to dynamic, but not to static load [153].  

Prendergast et al., developed a FE model to understand tissue differentiation 

around an orthopaedic implant and explore the influence of mechanical loading on cell 

differentiation [154], [155]. With this model it was possible to show that the biophysical 

stimulus experienced by the tissue at the implant interface were generated by both the 

tissue matrix and the drag force of the interstitial fluid flow. This indicated the need for 

dynamically loaded, biphasic models, because these effects could not be examined with 

static or linear elastic representations. Therefore, a biphasic FE model of poroelastic 

connective tissues was developed composed of two biophysical stimuli: octahedral shear 

strain in the solid phase (derived from the deviatoric part, contributes to shape distortion) 

and fluid velocity in the interstitial fluid phase as the mechanotransduction variables, 

where high magnitudes of either, favours fibrous tissue, and only when both stimuli are 

low enough, can ossification occur (Figure 5.4(a)).  

Later, Isaksson et al. compared the mechanobiological models of Carter, Claes 

and Heigele, and Prendergast in a fracture healing study, and concluded that the concept 

based on shear strain and fluid velocity as stimuli correlated best with experimental results 

[156]. 

Therefore, over the last two decades, computational models have evolved from 

simple tools capable of analysing fracture healing at only one time point to current models 

that can predict tissue differentiation and remodelling over time.  

Prendergast's model was adapted by Lacroix [157], [158] to describe fracture 

healing in a time-dependent manner in a 2D axisymmetric and 3D FE model. Their 

adaptive poroelastic model was able to simulate direct periosteal bone formation, 

endochondral ossification in the external callus, stabilisation when bridging of the 

external callus occurs, and resorption of the external callus (Figure 5.4(b)). This work 

involved the first biological reproductions, representing stem cell concentrations initially 

at the external boundaries and using a diffusive mechanism to collectively simulate cell 
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migration, proliferation and differentiation. Actual tissue differentiation depended on 

resulting cell concentration and stimulus. It was subsequently used for successful 

predictions of tissue differentiation in a rabbit bone chamber [159] and during 

osteochondral defects healing  [160]. 

Although diffusion is not the mechanism of cell migration and proliferation, 

Lacroix’s theory has contributed to many researchers to include cell activities in their 

mechano-regulatory algorithms. 

 

 

Figure 5.4 – Representation of (a) the tissue differentiation scheme proposed by 

Prendergast and Huiskes, where mesenchymal stem cells differentiate depending on the 

magnitudes of fluid velocity and tissue shear strain and (b) Lacroix and Prendergast 

implemented their model to predicted healing in a fracture callus. Both reprinted from Lacroix 

and Prendergast [154], [155], [157]. 

 

5.2. Tissue Growth/Morphology Models 

Recently, the focus has been directed towards incorporating a more accurate 

description of cellular processes into the models. During the differentiation process, there 

is an adaptation of the musculoskeletal tissues and, particularly, the bone callus not only 



Chapter - 5 

102 

changes in stiffness and cell density, but also tends to change shape. Overall, in bone 

healing simulations, either all or a subset of the four phases of the bone healing process 

(i.e., inflammation, soft callus, hard callus and remodelling) can be considered. However, 

some studies have focused on modelling only the soft callus or hard callus, using a 

predefined, fixed callus geometry in their simulation [161]–[164]. Additionally, callus 

resorption in the remodelling phase of the bone healing simulation is included in other 

studies, where they consider that there will be bone resorption and eventual callus 

resorption at the end of the bone healing simulation if the level of loading falls below a 

certain threshold [148], [157], [165], [166]. Therefore, this remodelling simulation 

algorithm does not include structure remodelling or directional mechanical properties in 

the bone, covering only the geometry. 

Moreover, simulations of the early stages of bone healing and callus development 

are not frequently modelled [156], [167], [168], partly due to biological and chemical 

factors being much more significant at this stage than mechanical factors [4], [62]. Bone 

callus in its development has a transient nature, from the inflammatory phase to the soft 

callus formation phase, and has often been simulated through a volume expansion. 

Almost all the studies described previously do not consider volumetric tissue 

growth, and there are few studies on bone growth in response to mechanical loading. In 

fact, the work developed by Isaksson et al. [156] was the first to include volumetric 

growth of individual tissue types into an adaptive FE model of distraction osteogenesis, 

expanding the algorithm of Prendergast et al. [155]. In this model, temporal and spatial 

tissue distributions during distraction osteogenesis, as well as known perturbations due to 

changes in distraction rate and frequency, were accurately predicted. Thus, the modelling 

of volumetric growth involved matrix production of each tissue type, and this was 

simulated based on the biphasic swelling model by Wilson et al. [169], with the 

application of a swelling pressure to the growing element and consequent volume 

expansion, reflecting an increase in matrix [156]. The predicted growth was similar to 

that observed experimentally. 

On the other hand, in a more complex model, Garcia-Aznar et al. [170], simulated 

the process of tissue regulation and callus volumetric growth adaptively, considering 

different cellular events, such as mesenchymal-cell migration, and MSCs, chondrocyte, 

fibroblast, and osteoblast proliferation, differentiation and cell death, during the fracture 

healing process over time (Figure 5.5). Additionally, variables for matrix synthesis and 
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degradation were included, as well as for tissue damage, calcification, and remodelling, 

allowing an analysis of the main components that form the matrix of the different tissues 

(collagen types, proteoglycans, minerals and water) and, subsequently, determination of 

mechanical properties and permeability of the tissue. The stimulus they considered to 

regulate the process of tissue differentiation was the second invariant of the deviatoric 

strain tensor, and volumetric growth was modelled separately through a FE model based 

on thermal expansion and controlled by taking into account the amount of tissue 

production. The model predicted the increase in callus size with increasing 

interfragmentary movements.  

 

 

Figure 5.5 – Mechanoregulation model of callus growth developed by Garcia-Aznar et 

al., with the respective changes in shape and size in time for two load patterns. Adapted from 

[170]. 

 

5.3.  Modelling of Biological Aspects 

Computational mechanobiology has emerged to address tissue adaptation in 

response to loading, but accounting for the biological factors involved is still a challenge. 

In fact, vascularisation, nutrient supply and cellular proliferation are essential for bone 

regeneration. However, the mechanisms involving these processes to mechanical 

stimulation are still poorly understood. 

Apart from the models described in the context of tissue growth, the studies 

mentioned above included a very limited description of cellular mechanisms. Lacroix and 

Prendergast [157], were the first to attempt to model these factors using a diffusion 

mechanism and, it was identified that the cell diffusion rate was the most critical to 

healing speed. Kelly and Prendergast [160], refined this model to include multiple cell 
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phenotypes, enabling individual elements to represent multiple tissue types. In this work, 

a FE model of a knee osteochondral defect was used to simulate the process of 

spontaneous repair.  Therefore, bone formation was predicted through both endochondral 

and direct intramembranous ossification in the base of the defect, cartilage formation in 

the centre of the defect and fibrous tissue formation superficially. However, it is essential 

to emphasise that there are many cell and tissue types involved during bone healing, so 

the corresponding actual rates will vary for each modelled activity. Thus, despite the 

multiple mechanoregulation algorithms that have emerged trying to model bone 

regeneration, a better characterisation of these rates in vivo is still required in order to 

incorporate them into the models [165], [171].  

 

5.3.1. Models Based on Biochemical Factors 

Considering that biological modelling involves the regulation by biological and 

biochemical factors (such as growth factors, chemotaxis, or haptotaxis) of cellular activity 

and matrix synthesis, temporal and spatial systems of nonlinear partial differential 

equations (PDE) will enable a description of the change in the concentration and density 

of cells, ECMs, and growth factors [172], [173]. 

In fact, a mathematical study by Bailon-Plaza and van der Meulen emerged to 

explore the effects of growth factors, i.e., biochemical signals that are sent by cells in 

response to mechanical stimulation during fracture healing [172]. Using finite difference 

methods, sequential tissue regulation and cellular events were simulated by osteogenic 

and chondrogenic growth factors instead of mechanical loading, allowing a quantification 

of changes in both cell and matrix density, growth factor concentrations and 

characterisation of matrix synthesis and growth factor diffusion. Additionally, only the 

effects of haptotaxis on cell migration were considered.   

On the other hand, Geris et al. expanded this formulation by adding chemotactic 

effects on cell activities and migration. In the simulation, it was shown that these effects 

and those of haptotaxis, improved bone healing and bone density distribution [173]. 
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5.3.2. Models with Cell-phenotype Specific Activities 

In 2008, to obtain more mechanistic modelling of cellular activities in bone 

healing, Isaksson et al. [174] developed the first model that directly links cellular 

phenotype to mechanical stimulation and also included four distinct cell types, such as 

MSCs, fibroblasts, chondrocytes, and osteoblasts. Thus, mechanical modulation of cell 

phenotype and skeletal tissue-type specific activities and rates was added, with the 

description of the corresponding spatial and temporal distributions of fibrous tissue, 

cartilage, and bone, regulated by the four cell types. These cells were able to migrate, 

proliferate, differentiate, or die, depending on both mechanical stimulation and the 

behaviour of adjacent cells at each time and location. This model enabled a correct 

prediction of the normal fracture healing process and experimentally delayed or non-

union situations due to excessive loading or pathology, such as changes caused by 

periosteal stripping or impaired effects of cartilage remodelling during endochondral 

ossification (Figure 5.6) [174].  

The parametric data used in this study were taken from the literature and, a 

factorial analysis was also performed in order to determine the most important cellular 

characteristics and their magnitudes in the bone healing process [175]. These were related 

to bone formation, cartilage production and degradation, which concerned the processes 

suggested as crucial biological steps in bone healing. The analyses revealed that healing 

was sensitive to parameters related to fibrous tissue and cartilage formation, indicating 

that some amounts of soft tissue production favour the healing process but too much of 

either tissue delayed bone formation [175]. It should be noted that two important 

processes during bone healing were not included in this work, such as biochemical 

signalling and vascularisation. The model only included angiogenesis implicitly in the 

regulatory function of cartilage degradation and endochondral replacement and, bone 

growth, i.e., the change in tissue volume, was neglected. Additionally, the modelling of 

cell activities was carried out on an element basis, and anisotropy in cell movement was 

not considered. 
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Figure 5.6 – Isaksson et al. model which incorporates cell-phenotype specific activities, 

simulating normal fracture healing with the spatial and temporal tissue densities of fibrous 

tissue, cartilage and bone. Adapted from [174]. 

 

5.3.3. Stochastic Cell Modelling 

In previous studies, cell proliferation/migration has been modelled by considering 

it a diffusion mechanism, such as the models by Lacroix and Prendergast [157] and 

Bailon-Plaza and van der Meulen [161]. However, cells will disperse by crawling or 

proliferation, or are transported in a moving fluid, and therefore, diffusion does not 

represent the mechanism of cell dispersion [176]. Thus, using this model to simulate cell 

dispersal indicates that proliferation and migration tend to create a smooth variation in 

cell density, but such a restriction is not physiological [176]. 

Consequently, a new 2D FE lattice model representing both cells and extracellular 

matrix in the callus was developed by Perez and Prendergast [176]. A “random walk” 

model was included to represent cell migration both with and without a preferred 

direction, which implies anisotropic proliferation and migration of cells. The study 

involved a 2D simulation of a bone-implant interface using the stochastic cell model and 

the mechano-regulatory model by Prendergast et al. [155], in order to improve predictions 

and include a more irregular distribution of the tissue at the bone-implant interface. 

Furthermore, it was compared with the results of the diffusion model for cell migration, 

where the “random walk” model was able to predict a heterogeneous distribution, in 

contrast to the diffusion model, which showed a continuous one during tissue 

differentiation (Figure 5.7). 
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Figure 5.7 – Perez and Prendergast model with the predicted cell distribution at the 

bone/implant interface. (a) diffusion analysis and (b) "random walk" model. Adapted from 

[176]. 

 

Byrne et al. [158] adapted this model into 3D and later implemented it 

experimentally in fracture healing of a human tibia under muscle loading, predicting 

healing beyond the repair phase (Figure 5.8). 

 

 

Figure 5.8 – Cross-sectional view of the healing patterns predicted over time in the 

Byrne et al. model, simulated in 3D based on stochastic cell modelling by Pérez and 

Prendergast. Adapted from [158]. 

 

5.3.4. Angiogenesis and Vascularization of the Tissue 

Vascular supply is essential to provide nutrients and oxygen to bone cells, and 

therefore, angiogenesis, related to the in-growth of new blood vessels, is a critical factor 
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for bone healing. Local vascularity at the fracture site is one of the most considerable 

parameters influencing the bone healing process [177]. Angiogenesis has a central role in 

endochondral ossification, in which avascular cartilaginous tissue is gradually replaced 

by vascular bone tissue. A low oxygen environment favours cartilage formation, whereas 

bone formation is only possible in high oxygen environments [177]. 

Geris et al. [173], [178] expanded the bioregulatory model of bone regeneration 

by Bailon-Plaza and van der Meulen [172] in order to include angiogenesis. This process 

was simulated through the regulation of a growth factor and was compared with 

experimentally obtained results of normal fracture healing. However, oxygen diffusion 

was found to be restricted to a few hundred micrometres from the capillaries, showing 

the importance of the new vascular network morphology in the healing process. This work 

also allowed to simulate compromised healing situations related to impaired 

angiogenesis, from the reduction in vascular growth factor production by hypertrophic 

chondrocytes during fracture healing (Figure 5.9).  

 

 

Figure 5.9 – Model by Geris et al. showing the influence of angiogenesis on fracture 

healing, represented by predicted endothelial cell concentration (left) and bone density (right) at 

several days post-fracture. (a) Reduced production (10% of the reference value) of vascular 

growth factor by hypertrophic chondrocytes will cause a very slow invasion of the cartilage 

matrix by endothelial cells and intramembranous ossification is not affected. After 5 weeks 

healing was successful through endochondral ossification, with bridging occurring 

simultaneously in the periosteal and endosteal callus zone. (b) Further reduction in the 

production (1% of the reference value) of vascular growth factor by hypertrophic chondrocytes. 

No endochondral ossification occurs, constituting a non-union. (c) Removal of vascular growth 

factor in callus on day 0. It was verified an absence of healing response. Adapted from [173]. 
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In order to overcome some limitations of the previously work, the models that 

included the regulation of cell diffusion and growth factors alone for angiogenesis were 

extended to include mechanical stimulation and then compared favourably with data 

obtained from fracture healing experimentally.  

Shefelbine et al. [148] presented a fuzzy logic model based on local mechanical 

factors, as described by Claes et al. [145] and local vascularity, to simulate trabecular 

fracture healing. For the determination of tissue differentiation over time it was used a 

fuzzy logic controller composed of a set of twenty-one linguistic rules. This model 

allowed a linear elastic simulation of the main events of bone regeneration, determining 

that nutrient supply is essential in bone development, since bone formation only occurs 

with vascular supply. 

Checa and Prendergast [162] used the stochastic cell model of Pérez and 

Prendergast [176], incorporating angiogenesis in the modulation of cell phenotype. This 

model allowed a simulation of cellular activity (migration, proliferation, differentiation, 

apoptosis, and angiogenesis) and capillary network formation included the 

mechanoregulation of vessel growth (Figure 5.10). The work predicted capillary networks 

similar to those observed experimentally when subjected to shear loading in a bone-

implant interface model. Consequently, tissue differentiation patterns were more 

heterogeneous. Additionally, the model demonstrated that higher loads caused slower 

vascular development, resulting in delayed bone tissue formation. 

The model was further applied to analyse the effect of cell seeding and mechanical 

loading on scaffolds, highlighting the possibilities of such modelling in the field of tissue 

engineering [179].   

Subsequently, a study was also developed to understand the discrepancy in bone 

healing dynamics between large and small animals, where small animals showed faster 

healing when compared to larger animals [180]. A histological comparison was made 

with computer simulations (Figure 5.11), concluding that size differences between 

species do not explain the difference observed experimentally during secondary bone 

healing between these animals. Additionally, it was not possible to discern whether the 

discrepancies are due to differences in cell behaviour, material properties, or 

mechanosensitivity. 
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Figure 5.10 – Model by Checa and Prendergast (2009) showing the distribution of 

different cell phenotypes in a cross-section through the middle of the regenerating tissue under 

shear force condition. The presented distributions of endothelial cells include all endothelial 

cells within 100 μm (oxygen diffusion distance) from the selected section. Each dot represents a 

cell occupying a lattice point. Adapted from [162]. 

 

 

Figure 5.11 – Model by Checa and Prendergast (2011) with the predictions of bone 

healing and the histological sections in the rat (top) and sheep (bottom) models under axial 

compression load. The rat model shows initial endosteal and periosteal bone formation, which 

agrees with histology. However, no bone bridging was observed after four weeks. The sheep 

model showed no bridging after six weeks but early bone formation in the central gap region, 

which is not in accordance with the histology. Adapted from [180]. 
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More recent work has modelled the effect of vasculature and indirect loading, i.e., 

instead of considering mechanical signals that will act directly on stem cells determining 

their differentiation pathway, it has been postulated that to regulate angiogenesis these 

act indirectly and, therefore, partially determine the local oxygen environment within a 

regenerating tissue [181]. Moreover, the model developed by Burke and Kelly extended 

the methods of Lacroix and Prendergast [157] to encompass the oxygen tension due to 

vascular diffusion that occurs in areas where the deviatoric strain is lower than 6% [181], 

[182]. This work predicted the main stages of repair, including cartilaginous bridging, 

endosteal and periosteal bony bridging and, bone remodelling. Local oxygen tension and 

surrounding tissue stiffness led to tissue differentiation, showing consistency with 

experimental results in fracture repair [182]. However, the modelling of angiogenesis was 

performed as a diffusive process, not considering the discrete nature of the vascular tree. 

Additionally, the model is limited to oxygen-dependent differentiation of MSCs, whereas 

experimental evidence reports that multiple cellular processes are regulated by oxygen. 

Therefore, to make the representations of angiogenesis more realistic, the model 

developed in 2015 by Carlier et al. [183] introduced oxygen in simulations of bone 

healing, allowed to improve the effects of angiogenesis and to understand its influence. 

Thus, cell differentiation, endochondral ossification, cell proliferation, oxygen 

consumption, growth factor production, and cell death correspond to oxygen-dependent 

cellular activities. In this study, the spatiotemporal fractions of bone, cartilage and fibrous 

tissue in the oxygen model were predicted and are in agreement with experimental and in 

silico results (Figure 5.12). In addition, this model, when applied to a critical size defect, 

correctly predicted the establishment of a clinical non-union due to slow ingrowth of new 

blood vessels leading to hypoxic conditions and, subsequent, cell death in the central 

region of the fracture callus (Figure 5.13) [183].  
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Figure 5.12 – Model by Carlier et al. with the spatio-temporal evolution of fibrous, 

cartilage and bone, oxygen tension, vasculature, active vasculature and VEGFR-2 levels on the 

endothelial cell during “normal” fracture healing in a small defect (0.5 mm). Adapted from 

[183]. 

 

 

Figure 5.13 – Model by Carlier et al. with the spatio-temporal evolution of fibrous 

tissue matrix density, cartilage and bone, chondrocyte density, angiogenic growth factor 

concentration, oxygen tension, vasculature, active vasculature during impaired fracture healing 

in a large defect (3 mm). Adapted from [183].  
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6. Numerical Work 

The morphology of bone healing is characterized by the tissue types and 

regenerative processes involved. In this process, there is a sequential differentiation from 

one tissue type to another, and these are sensitive to the local mechanical environment. 

In this context, it becomes essential to understand the correlation of the mechanical 

conditions during this process and how these can influence the final outcome. 

Computational advances allow directing the focus towards the determination of the 

mechanical and biological parameters that influence the processes of bone regeneration 

and remodelling through mathematical modelling. 

In the present chapter, a study is conducted using numerical methods on a three-

dimensional tibial fracture model to estimate the mechanical conditions of a healing 

callus. Therefore, the numerical model is presented with the respective description and 

geometry based on an experimental work. It is represented by a progressive temporal 

variation of the callus shape and mechanical properties during bone healing. 

Subsequently, the linear elasto-static analyses are presented in which distinct numerical 

methods are used in order to evaluate and compare the results obtained by each one of 

them. Furthermore, a remodelling algorithm was applied to a two-and three-dimensional 

model in the final stage of bone healing in order to reproduce the respective bone 

distributions and compare them with an in vivo study. 

 

6.1.  Time-Dependent Mechanical Study of Bone Fracture Healing 

6.1.1. Model Geometry and Description  

Initially, a three-dimensional finite-element (FE) model was designed, whose 

geometry and mesh creation were carried out using the Finite Element Modelling And 

Post-processing software (FEMAP©), student edition (version 2020.2), developed by 

Siemens. It is an advanced software that provides CAD import, modelling and meshing 

tools to create a FE model. Additionally, it contains post-processing functionality, 

allowing the interpretation of analysis results.  

The geometry and dimensions given to the model (Figure 6.1(a) and 6.1(b)) were 

based on previous studies [5], [157], [165], [184]. During the healing process, a large 
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callus is formed outside the bone featuring a periosteal formation, as well as a smaller 

callus that forms a bridge inside the medullary cavity within the bone, corresponding to 

an endosteal formation [185]. Therefore, it was established that the periosteal callus has 

a thickness of 4 mm and the transverse fracture gap corresponds to 2 mm. The 2 mm 

fracture gap was defined from the literature since a size between 2 mm or less is filled by 

more than 50% with bone and cartilage and, therefore, achieve much greater stability, in 

contrast to larger gaps that present only 20% [7], [186]. It should be noted that the mesh 

was refined in the bone callus area, and after the model discretization, it was obtained a 

model composed of a mesh with 3071 nodes and 11859 tetrahedral elements (Figure 

6.1(c)). 

 

 

Figure 6.1- Representation of the tibial model with callus in bone healing. (a) Two-

dimensional model geometry of a fractured tibia with callus and identification of the different 

callus regions, (b) two-dimensional quarter model, (c) three-dimensional quarter model 

composed of a mesh with 3071 nodes and 11859 tetrahedral elements. 

 

The corresponding mesh was imported to the Finite Element and Meshless 

Methods Analysis Software (FEMAS) (cmech.webs.com), an academic freeware 

implemented in MATLAB© (Mathworks, version 9.6) with a graphical user interface 

(GUI), as can be depicted in Figure 6.2. FEMAS is a structural analysis software that 

permits to conduct linear and non-linear analysis using the FEM or meshless methods. It 

also allows the analysis of 2D and 3D problems and provides greater control in the design 

of numerical models as well as the location of essential and natural boundary conditions. 

It offers the possibility to import geometries from other CAD software. The 
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computational framework employs the plane stress and plane strain two-dimensional 

deformation theory and the three-dimensional deformation theory in the analysis. In the 

analyses performed, the workflow is divided into three phases: pre-process, process and 

post-process. 

 

 

Figure 6.2- FEMAS graphical user interface. 

 

The progression of healing is described by a complex pattern of the temporal 

evolution of distinct tissue types in the fracture callus. Therefore, the constructed model 

was adapted based on histological images of the fracture sites obtained in an experimental 

study performed on 64 sheep with a 3 mm tibial mid-shaft osteotomy stabilized with an 

external fixator [5], [187]. Through this experimental work, bone fracture samples 

consisting of callus and adjacent bone were obtained with the respective bone healing at 

time points after two, three, six and nine weeks. At two weeks, it is possible to observe, 

on the periosteal surface of the cortical bone, the beginning of woven bone formation by 

intramembranous ossification. However, it is absent both in the intercortical zone and 

endosteum. The remaining soft callus is filled with fibrous tissue (Figure 6.3(a)). After 

three weeks, the periosteal callus visibly increases in size with continuous formation of 

woven bone. Certain regions of the advancing ossification fronts are constituted by 

cartilage. In addition, some of the bone components begin to approach and fill the fracture 

gap. The remaining space in the fracture site is filled by fibrous tissue (Figure 6.3(b)). At 

six weeks, a complete bridging of the periosteal callus is visible. Additionally, at the outer 
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border of the periosteal callus, a significant increase in the presence of osteoclasts can be 

observed. There is also a progression in the endosteal bony bridging (Figure 6.3(c)). 

Finally, at nine weeks, significant remodelling changes in the cortical bone due to 

osteoclastic activity were observed. Moreover, the outermost regions of the periosteal 

callus were resorbed, exhibiting a decreased size. The intercortical bony bridging was 

also complete and, resorption of the endosteal callus was ongoing (Figure 6.3(d)). 

 

 

Figure 6.3- Light microscopical images of the histological sections stained with 

Safranin-Orange/von Kossa in four different time points of fracture healing, (a) two weeks, (b) 

three weeks, (c) six weeks and (d) nine weeks (red: soft tissue, black: mineralized tissue). 

Adapted from [5], [187].   

 

Additionally, with these longitudinal histological sections and an image analysis 

(through an averaging procedure) performed, six successive tissue type patterns were 

identified in the callus corresponding to healing phases along with the progression of 

“normal” bone healing [188]. This analysis distinguished between several tissue types in 

the callus, such as fibrous tissue, cartilage, cortical bone and newly formed bone (woven 

bone). Therefore, following the literature [189] and the topological criteria established by 

Vetter et al. [188] with the corresponding six healing stages (Table 6.1), the model was 

developed to represent the respective characteristics from the first to the ninth week of 

healing.   
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Table 6.1- Topological criteria and the respective consolidation phase [188]. 

Healing 

Stage 
Topological Criteria 

Classification 

According to Healing 

Phases 

Stage I Remnants of hematoma still present in the callus 
Late inflammatory 

phase 

Stage II 
No remnants of hematoma left; cartilage not yet 

formed 
Early reparative phase 

Stage III 
Bridging via cartilage in the outer osteotomy zone, 

but no bony bridging of the osteotomy gap 
Reparative phase 

Stage IV 
Formation of a periosteal bony bridge between the 

proximal and distal parts of the callus 
Late reparative phase 

Stage V 
Formation of an endosteal bony bridge between 

medial and lateral parts of the callus 

Early remodelling 

phase 

Stage VI 
Reduced size of the hard callus, resorption of the 

endosteal bony 
Remodelling phase 

 

Consequently, each week's model was associated to a healing stage. Accordingly, 

the first and second weeks correspond to the first stage, the third week to the second stage, 

the fourth and fifth weeks to the third stage, the sixth week to the fourth stage, the seventh 

and eighth weeks to the fifth stage and, finally, the ninth week to the sixth stage.  

 

6.1.2. Material Properties and Boundary Conditions 

The bone healing process involves the development of a fracture callus that 

modifies both the mechanical properties and the geometry of the fracture site in order to 

provide optimal biological conditions for healing. Throughout this process, a successive 

stiffening of the callus occurs, which mechanically stabilises the bone fracture fragments. 

This progressive change occurs at three distinct hierarchical levels in the callus structure. 

Regarding the macroscopic level, there is an increase in bending stiffness due to the 

deposition of new material distant to the long bone axis caused by callus growth. On the 

mesoscopic level, besides the formation of new material within the callus, such as fibrous 

tissue, cartilage, and bone, the trabecular network becomes denser. Additionally, at the 

microscopic level, the material properties of the tissues change over time through, for 

example, the integration of higher mineral content in the newly formed bone. 

Consequently, it becomes relevant to consider the heterogeneity of the material properties 
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and the distribution of tissues in the callus, as these influence the stresses and strains in 

the fracture area. 

Therefore, assuming mechanical isotropy, the Young's modulus of the hard callus 

at the mesoscopic scale is given by two portions of two distinct levels of the hierarchical 

structure. The first corresponds to the bone area fraction, given by the ratio of bone area 

(BA) over tissue area (TA), at the architectural level and, the second consists of the 

Young's modulus of the hard callus material, 𝐸𝑚𝑎𝑡 , at the material level. Thus, the (bulk) 

Young’s modulus (E) of the hard callus is given by the equation of Gibson-Ashby [78], 

 

 𝐸 = 𝐸𝑚𝑎𝑡 (
𝐵𝐴

𝑇𝐴
)
𝜅

 Eq. (6.1) 

 

where 𝐸𝑚𝑎𝑡  denotes the Young’s modulus of the bone material and BA/TA 

represents the bone area fraction. A value of 1.83 was used for the exponent 𝜅 [190]. 

Additionally, the hard callus densification or the increase in bone area fraction, 

was obtained by image analysis performed on the histological sections presented 

previously (Figure 6.4(a)).  

On the other hand, the Young's modulus of the bone material was obtained from 

an experimental nanoindentation study (about 1,000 indents per sample), along the course 

of bone healing (Figure 6.4(b)) [191]. A Scanning Nanoindenter with a Berkovich 

diamond indenter tip was used for the measurements, using the method of Oliver and 

Pharr in order to obtain the indentation modulus (𝐸𝑟 ). Thus, to calculate the Young's 

modulus (𝐸𝑚𝑎𝑡 ) the following equation was used, 

 

 
1

𝐸𝑟
=
1 − 𝜈2

𝐸 
+
1 − 𝜈𝑖

2

𝐸𝑖
  Eq. (6.2) 

 

where 𝐸𝑖 is the Young's modulus of the Berkovich diamond indenter, which 

corresponds to 1140 GPa. 𝜈𝑖 denotes the Poisson’s ratio of the Berkovich diamond 

indenter, given by 0.07. E and 𝜈 correspond to the Young's modulus and Poisson’s ratio 

of the bone, respectively.   
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Figure 6.4- Graphical representations of the experimental data of newly formed hard callus in 

sheep. (a) Time evolution of the bone fraction area (BA/TA). (b) Time evolution of the Young's 

modulus of bone material obtained experimentally by nanoindentation. Adapted from [188] 

[191]. 

 

Hence, using the Gibson-Ashby equation (Eq. (6.1)), the Young's modulus of the 

hard callus over the nine weeks of consolidation was obtained, as depicted in Figure 6.5. 

 

 

Figure 6.5- Graphical representation of the time course of Young's modulus of hard callus 

during bone fracture healing.   

 

Subsequently, the mechanical properties of the tissues are presented in Table 6.2. 

Both Young's modulus (E) and Poisson's ratio (𝜈) were obtained from the literature. 
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Table 6.2- Mechanical properties of the different tissue types present in the model. 

Type of Material Young’s modulus 

(MPa) 

Poisson’s ratio Reference 

Fibrous Tissue 2 0.4999 [80]  

Cartilage 10 0.4999 [165]  

Woven Bone (hard callus) Time dependent 0.4999 [191] 

Trabecular Bone 1100 0.3 [165] 

Cortical Bone 20000 0.3 [77] 

 

Furthermore, the model is composed of eight materials (Figure 6.6) and the 

Young's modulus defined for each material during the weeks of bone healing are 

represented in Table 6.3.  

 

 

Figure 6.6- Representation of the materials that constitute the model. 

 

Material 1 and 2 correspond to cortical and trabecular bone, respectively. On the 

other hand, material 3 until the fifth week consists of fibrous tissue and the remaining 

weeks of woven bone. Similarly, material 4 up to the third week presents fibrous tissue 

and cartilage in the fourth week and woven bone in the remaining weeks. Finally, 

materials 5 to 8 correspond to woven bone. Note that the appearance of woven bone and 

the consequent change in mechanical properties vary over time during the bone healing 

process. 
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Table 6.3- Young’s modulus of each material over the bone healing time. 

 

Regarding the boundary conditions, the nodes displacement was constrained in 

the Ozy plane in the x direction, in the Oxz plane in the y direction and in the Oxy plane 

in the z direction. Additionally, a vertical displacement of 0.01 mm was applied at the top 

of the model. 

 

6.1.3. Elasto-Static Analysis 

With the experimental data providing quantitative information regarding the 

development of the callus geometry, the tissue arrangements with the callus, and the 

mechanical properties of the bone material over time, a more detailed mechanical study 

of the bone healing process can be conducted. Thus, with the developed callus model and 

using the input data referred to in the previous section for the FEM and RPIM 

computations, the stresses and strains within the model at the six bone healing stages are 

obtained. 

6.1.3.1. Initial Conditions  

The 3D model was analysed considering the classic deformation theory. Using 

two distinct numerical methods, FEM and RPIM, it is possible to determine the stress and 

 Healing Time (weeks) 

 

 

Week 

1 

Week 

2 

Week 

3 

Week 

4 

Week 

5 

Week 

6 

Week 

7 

Week 

8 

Week 

9 

 

 

 

Young’s 

modulus 

of each 

material 

(MPa) 

M1 20000 20000 20000 20000 20000 20000 20000 20000 20000 

M2 1100 1100 1100 1100 1100 1100 1100 1100 1100 

M3 2 2 2 2 2 87 589 589 589 

M4 2 2 2 10 87 589 1555 2640 4134 

M5 87 589 1555 2640 4134 6033 6770 7070 7172 

M6 - - 87 589 1555 2640 4134 6033 6770 

M7 - - - 87 589 1555 2640 4134 - 

M8 - - - - - 87 - - - 
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strain fields in the callus region. Therefore, the bone callus was mechanically modelled 

in terms of linear elasticity and the materials were considered to be isotropic.  

As mentioned in chapter 4, the calculation accuracy of the meshless method is 

affected by several factors, mainly the nodal distribution and influence-domains. In FEM, 

the nodal connectivity is ensured by the predefined finite element mesh, whereby nodes 

belonging to the same element interact directly with each other and with the boundary 

nodes of neighbouring finite elements. In contrast, in meshless methods, nodal 

connectivity is achieved by overlapping the influence-domain of each node. Thus, 

throughout the model domain, the variation of the size of the influence-domain will 

directly affect the solution of the meshless method and, consequently, the quality of the 

results [10]. Hence, different sizes of influence-domains were considered in the RPIM 

analyses, being composed of 32, 16, 9 and 4 nodes. Regarding the RPI shape functions, 

the shape parameters of 𝑐 = 0.0001, 𝑝 = 0.9999 and a constant polynomial basis were 

assumed. Additionally, a Gauss quadrature of 0 was also used. 

 

6.1.3.2. Results and Discussion 

6.1.3.2.1. Stress and Strain Fields 

In this section, the results obtained from the numerical simulations in the different 

healing stages are presented. The FEM and the RPIM were used to analyse the model 

through the FEMAS© software implemented in MATLAB© in order to evaluate and 

compare the results of each of the methods applied.  

Therefore, it was possible to obtain several important parameters to study the 

model's behaviour and how these change with callus maturation during the bone healing 

process, such as the von Mises effective stress, principal stresses, equivalent effective 

strain and, lastly, principal strains.  

The qualitative analysis of the colour maps enables to discriminate the differences 

in the distribution of the values, for both the stress and strain fields, along the weeks of 

bone healing. The results obtained are depicted in Figures 6.7 to 6.15 concerning the 

numerical method used and the corresponding week of healing.  
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Week 1 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

0 ~ 20 (MPa) -30 ~ 20 (MPa) -30 ~ 20 (MPa) 0.002 ~ 0.022  0 ~ 0.02  -0.018 ~ 0 

 

 

 

RPIM-4 

2 ~ 20 (MPa) -20 ~ 70 (MPa) -20 ~ 70 (MPa) 0.005 ~ 0.055  0 ~ 0.06  -0.05 ~ 0  
 

 

 

RPIM-9 

2 ~ 12 (MPa) -10 ~ 20 (MPa) -10 ~ 20 (MPa) 0.01 ~ 0.06  0 ~ 0.05  -0.06 ~ 0  

 

 

 

RPIM-

16 

2 ~ 12 (MPa) -6 ~ 8 (MPa) -12 ~ 4 (MPa) 0.02 ~ 0.14  0 ~ 0.18  -0.07 ~ 0  

 

 

 

RPIM-

32 

0 ~ 12 (MPa) -4 ~ 8 (MPa) -10 ~ 4 (MPa) 0.02 ~ 0.2  0 ~ 0.2  -0.16 ~ 0  

Colour 

scale  
Min.  Max. 

 

Figure 6.7- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 1 of the first 

bone healing stage with the respective stress and strain maps: von Mises effective stress (𝜎𝑒𝑓) 

and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 and 

𝜀3). 
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Week 2 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

0 ~ 28 (MPa) -40 ~ 50 (MPa) -40 ~ 50 (MPa) 0.002 ~ 0.022  0 ~ 0.02  -0.018 ~ 0 

 

 

 

RPIM-4 

5 ~ 20 (MPa) -100 ~ 150 (MPa) -100 ~ 150 (MPa) 0.005 ~ 0.04  0 ~ 0.04  -0.035 ~ 0  

 

 

 

RPIM-9 

2 ~ 16 (MPa) -20 ~ 40 (MPa) -30 ~ 40 (MPa) 0.005 ~ 0.055  0 ~ 0.04  -0.06 ~ 0  

 

 

 

RPIM-

16 

2 ~ 12 (MPa) -10 ~ 10 (MPa) -15 ~ 10 (MPa) 0.01 ~ 0.07  0 ~ 0.07  -0.06 ~ -0.01  

 

 

 

RPIM-

32 

0 ~ 12 (MPa) -6 ~ 10 (MPa) -12 ~ 4 (MPa)  0.02 ~ 0.14  0 ~ 0.12  -0.15 ~ 0  

Colour 

scale  
Min.  Max. 

 

Figure 6.8- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 2 of the first 

bone healing stage with the respective stress and strain maps: von Mises effective stress (𝜎𝑒𝑓) 

and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 and 

𝜀3). 
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Week 3 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

0 ~ 28 (MPa) -80 ~ 80 (MPa) -80 ~ 80 (MPa) 0.002 ~ 0.022  0 ~ 0.02  -0.018 ~ -0.002  

 

 

 

RPIM-4 

5 ~ 20 (MPa) -300 ~ 200 (MPa) -300 ~ 200 (MPa) 0.005 ~ 0.035  0 ~ 0.035  -0.03 ~ 0  
 

 

 

RPIM-9 

2 ~ 20 (MPa) -100 ~ 60 (MPa) -100 ~ 60 (MPa) 0.005 ~ 0.045  0 ~ 0.04  -0.04 ~ 0  

 

 

 

RPIM-

16 

2 ~ 14 (MPa) -60 ~ 30 (MPa) -60 ~ 20 (MPa) 0.01 ~ 0.11  0 ~ 0.09  -0.1 ~ 0  

 

 

 

RPIM-

32 

2 ~ 14 (MPa) -25 ~ 10 (MPa) -30 ~ 10 (MPa)  0.02 ~ 0.14  0 ~ 0.12  -0.12 ~ 0  
Colour 

scale  
Min.  Max. 

 

Figure 6.9- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 3 of the second 

bone healing stage with the respective stress and strain maps: von Mises effective stress (𝜎𝑒𝑓) 

and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 and 

𝜀3). 
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Week 4 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

0 ~ 23 (MPa) -100 ~ 80 (MPa) -100 ~ 80 (MPa) 0.002 ~ 0.014  0 ~ 0.012  -0.012 ~ 0  

 

 

 

RPIM-4 

5 ~ 30 (MPa) -600 ~ 200 (MPa) -600 ~ 200 (MPa) 0.005 ~ 0.03  0 ~ 0.025  -0.018 ~ 0  

 

 

 

RPIM-9 

2 ~ 22 (MPa) -150 ~ 100 (MPa) -150 ~ 100 (MPa) 0.005 ~ 0.04  0 ~ 0.035   -0.03 ~ 0  
 

 

 

RPIM-

16 

2 ~ 18 (MPa) -100 ~ 100 (MPa) -100 ~ 80 (MPa) 0.01 ~ 0.07  0 ~ 0.05  -0.08 ~ -0.01  

 

 

 

RPIM-

32 

2 ~ 16 (MPa) -60 ~ 30 (MPa) -60 ~ 30 (MPa)  0.01 ~ 0.11 0 ~ 0.1  -0.08 ~ 0  

Colour 

scale  
Min.  Max. 

 

Figure 6.10- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 4 of the third 

bone healing stage with the respective stress and strain maps: von Mises effective stress (𝜎𝑒𝑓) 

and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 and 

𝜀3). 

 

 

 

 

 

 

 



Numerical Work 

 

129 

Week 5 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

0 ~ 27 (MPa) -100 ~ 80 (MPa) -100 ~ 130 (MPa) 0.001 ~ 0.007  0 ~ 0.006  -0.006 ~ 0  

 

 

 

RPIM-4 

5 ~ 40 (MPa) -600 ~ 300 (MPa) -600 ~ 300 (MPa) 0.002 ~ 0.018  0 ~ 0.018  -0.014 ~ -0.002  
 

 

 

RPIM-9 

5 ~ 30 (MPa) -200 ~ 150 (MPa) -200 ~ 150 (MPa) 0.005 ~ 0.04  0 ~ 0.025  -0.025 ~ -0.005  

 

 

 

RPIM-

16 

5 ~ 20 (MPa) -100 ~ 150 (MPa) -100 ~ 150 (MPa) 0.005 ~ 0.045 0 ~ 0.04  -0.05 ~ 0  
 

 

 

RPIM-

32 

2 ~ 18 (MPa) -80 ~ 80 (MPa) -100 ~ 80 (MPa)  0.005 ~ 0.05  0 ~ 0.05  -0.05 ~ 0  
Colour 

scale  
Min.  Max. 

 

Figure 6.11- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 5 of the third 

bone healing stage with the respective stress and strain maps: von Mises effective stress (𝜎𝑒𝑓) 

and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 and 

𝜀3). 
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Week 6 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

0 ~ 27 (MPa) -150 ~ 150 (MPa) -150 ~ 150 (MPa) 0.0005 ~ 0.0025  0 ~ 0.002  -0.002 ~ -0.0005  

 

 

 

RPIM-4 

5 ~ 25 (MPa) -400 ~ 400 (MPa) -400 ~ 400 (MPa) 0.0005 ~ 0.004  0 ~ 0.004  -0.0035 ~ 0  
 

 

 

RPIM-9 

5 ~ 25 (MPa) -150 ~ 150 (MPa) -150 ~ 150 (MPa) 0.0005 ~ 0.005  0 ~ 0.0045  -0.004 ~ -0.0005  

 

 

 

RPIM-

16 

5 ~ 25 (MPa) -60 ~ 120 (MPa) -80 ~ 120 (MPa) 0.001 ~ 0.007  0 ~ 0.006  -0.006 ~ -0.001  

 

 

 

RPIM-

32 

2 ~ 22 (MPa) -100 ~ 100 (MPa) -100 ~ 100 (MPa)  0.001 ~ 0.006  0 ~ 0.005  -0.0005 ~ 0.0055  

Colour 

scale  
Min.  Max. 

 

Figure 6.12- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 6 of the 

fourth bone healing stage with the respective stress and strain maps: von Mises effective stress 

(𝜎𝑒𝑓) and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 

and 𝜀3). 
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Week 7 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

5 ~ 25 (MPa) -150 ~ 150 (MPa) -200 ~ 150 (MPa) 0.0002 ~ 0.0018  0 ~ 0.0012 -0.0018 ~ 0  

 

 

 

RPIM-4 

5 ~ 25 (MPa) -300 ~ 400 (MPa) -300 ~ 400 (MPa) 0.002 ~ 0.014  0 ~ 0.016  -0.006 ~ 0  
 

 

 

RPIM-9 

5 ~ 25 (MPa) -150 ~ 100 (MPa) -150 ~ 100 (MPa) 0.0005 ~ 0.0035  0 ~ 0.004  -0.004 ~ -0.0005  

 

 

 

RPIM-

16 

5 ~ 25 (MPa) -100 ~ 80 (MPa) -100 ~ 80 (MPa) 0.002 ~ 0.0022  0 ~ 0.02  -0.022 ~ -0.002 
 

 

 

RPIM-

32 

2 ~ 22 (MPa) -100 ~ 80 (MPa) -100 ~ 80 (MPa)  0.005 ~ 0.025  0 ~ 0.02  -0.03 ~ 0  

Colour 

scale  
Min.  Max. 

 

Figure 6.13- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 7 of the fifth 

bone healing stage with the respective stress and strain maps: von Mises effective stress (𝜎𝑒𝑓) 

and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 and 

𝜀3). 
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Week 8 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

0 ~ 23 (MPa) -200 ~ 200 (MPa) -200 ~ 200 (MPa) 0.0002 ~ 0.0016  0 ~ 0.001  -0.0016 ~ 0  

 

 

 

RPIM-4 

5 ~ 30 (MPa) -300 ~ 500 (MPa) -300 ~ 500 (MPa) 0.002 ~ 0.012  0 ~ 0.016  -0.005 ~ 0  
 

 

 

RPIM-9 

5 ~ 25 (MPa) -150 ~ 150 (MPa) -150 ~ 100 (MPa) 0.0005 ~ 0.003  0 ~ 0.0035  -0.003 ~ -0.0005  

 

 

 

RPIM-

16 

5 ~ 25 (MPa) -100 ~ 80 (MPa) -100 ~ 80 (MPa) 0.002 ~ 0.02  0 ~ 0.018  -0.016 ~ 0  

 

 

 

RPIM-

32 

2 ~ 22 (MPa) -80 ~ 80 (MPa) -80 ~ 80 (MPa)  0.002 ~ 0.02  0 ~ 0.015  -0.02 ~ 0  
Colour 

scale  
Min.  Max. 

 

Figure 6.14- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 8 of the fifth 

bone healing stage with the respective stress and strain maps: von Mises effective stress (𝜎𝑒𝑓) 

and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 and 

𝜀3). 
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Week 9 𝝈𝒆𝒇 𝝈𝟏 𝝈𝟑 𝜺𝒆𝒇 𝜺𝟏 𝜺𝟑 

 

 

 

FEM 

0 ~ 23 (MPa) -200 ~ 150 (MPa) -200 ~ 150 (MPa) 0.0002 ~ 0.0014  0 ~ 0.0009  -0.0016 ~ -0.0002  

 

 

 

RPIM-4 

5 ~ 25 (MPa) -400 ~ 600 (MPa) -400 ~ 500 (MPa) 0.001 ~ 0.008  0 ~ 0.01  -0.007 ~ 0  
 

 

 

RPIM-9 

5 ~ 25 (MPa) -150 ~ 200 (MPa) -150 ~ 200 (MPa) 0.0005 ~ 0.005  0 ~ 0.004  -0.0055 ~ -0.0005  

 

 

 

RPIM-

16 

5 ~ 20 (MPa) -100 ~ 80 (MPa) -120 ~ 80 (MPa) 0.002 ~ 0.014   0 ~ 0.016  -0.014 ~ 0  

 

 

 

RPIM-

32 

2 ~ 22 (MPa) -100 ~ 80 (MPa) -100 ~ 60 (MPa)  0.005 ~ 0.025  0 ~ 0.016  -0.03 ~ 0  
Colour 

scale  
Min.  Max. 

 

Figure 6.15- FEM, RPIM-4, RPIM-9, RPIM-16 and RPIM-32 solutions for week 9 of the sixth 

bone healing stage with the respective stress and strain maps:  von Mises effective stress (𝜎𝑒𝑓) 

and principal stresses (𝜎1 and 𝜎3), equivalent effective strain (𝜀𝑒𝑓) and principal strains (𝜀1 and 

𝜀3). 

 

Due to the fact that the model presents distinct types of materials to represent the 

regeneration phases over time, the sizes defined for the influence-domains in RPIM can 

directly affect the results. Some differences are visible in the qualitative maps presented 

for the domains 32, 16, 9 and 4, where the last one is closer to the FEM formulation. 

Larger influence-domains aggregate more distant nodes that may belong to another 
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adjacent material, smoothing its inherent mechanical properties, in contrast to smaller 

influence-domains.  

Overall, in the colour dispersion maps, when comparing the FEM and RPIM 

analyses, both show that cortical bone is subject to greater von Mises effective stress (𝜎𝑒𝑓) 

than trabecular bone and bone callus due to the high Young's modulus relative to the other 

tissues. Since cortical bone forms the dense outer shell (cortex) of long bones, has greater 

volume and mass, it corresponds to the main load-bearing structure in bone, which allows 

it to sustain large loads. Complementarily, the presence of the inner core of trabecular 

bone directs the stresses towards the cortical bone [192].  

Regarding the principal stresses (𝜎1 and 𝜎3), these allow the analysis of the types 

of stresses, tensile or compression, present in the different regions of the model over the 

weeks of healing. The highest positive values of 𝜎1 represent the highest tensile stresses, 

and the highest negative values (absolute values) of 𝜎3 correspond to the highest 

compressive stresses. Therefore, the highest tensile stresses are mostly found in the 

periosteal callus near the fracture gap and along the cortex, from the first to the last week 

of regeneration. On the other hand, it can be observed that the cortical bone is subjected 

to higher compressive stresses than the trabecular bone and the bone callus over the 

weeks. In fact, cortical bone has higher compressive strength, approximately 100-200 

MPa, than trabecular bone, approximately 0-20 MPa [193]. Additionally, there is a 

marked influence of compressive stresses on the entire periosteal and endosteal callus 

from the first to the last week of regeneration. It is reported that intramembranous 

ossification is driven by tensile stresses, whereas endochondral ossification is driven by 

compressive stresses [194]. Furthermore, the mineralised constituent of bone is highly 

resistant to compressive stress, contrary to tensile stress. 

Concerning the equivalent effective strain (𝜀𝑒𝑓), through direct observation of the 

colour maps, it is possible to notice that in the first weeks of regeneration, strains are 

higher at the fracture site, and with the consequent maturation of both periosteal and 

endosteal callus, these are gradually distributed in the adjacent tissues. 

Similarly, considering the principal strains (𝜀1 and 𝜀3), tensile and compressive 

strains, respectively, tensile strains are higher in the endosteal callus near the medullary 

cavity at nine weeks of regeneration, decreasing its preponderance as the bone callus 

matures. The regions at the fractured extremity and along the fracture gap are subject to 



Numerical Work 

 

135 

higher compressive strains than the other regions up to seven weeks. These decrease 

progressively as the stability of the bone callus increases through the formation of the 

periosteal and endosteal bony bridge. In an experimental study, it was found that in the 

early weeks, the callus experiences compressive strains over a wider area extending 

outwards from the fracture gap and into the periosteal callus. In addition, the tensile 

strains were not concentrated at the cortex edges [195]. On the other hand, in the last two 

weeks, which characterise the remodelling stage, compressive strains are distributed both 

across the cortical and trabecular bone and the endosteal and periosteal callus. The 

compressive strains experienced by immature tissues can initiate both anabolic (tissue 

formation) and catabolic (tissue resorption) processes [196]. 

There are particular differences between the applied numerical methods, namely 

RPIM with the different influence-domains and FEM, given the intrinsic formulations of 

each method. However, RPIM-9 reproduced stress and strain distributions close to the 

FEM and the information found in the literature [144], particularly in the periosteal callus. 

Furthermore, in order to perform a more reliable and detailed analysis, nodes 

belonging to two regions of the model were chosen to study the variations of local von 

Mises effective stresses and equivalent effective strains, denoted by red lines in Figure 

6.16. These regions allow the representation of the ossification paths. 

 

 

Figure 6.16- Regions selected to analyse the von Mises effective stress and equivalent effective 

strain. 
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Therefore, it was possible to perform graphical representations of the distribution 

of the von Mises effective stress and equivalent effective strain obtained with FEM, 

RPIM-4, RPIM-9, RPIM-16, RPIM-32 in each week of bone regeneration along the two 

selected regions, as shown in Figures 6.17 to 6.20. 

 

 von Mises Effective Stress (𝝈𝒆𝒇) 
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Figure 6.17- Graphical representations of the distribution of the von Mises effective stress in 

each week of bone regeneration along the regions 1 and 2 in FEM, RPIM-4 and RPIM-9. 
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 von Mises Effective Stress (𝝈𝒆𝒇) 
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Figure 6.18- Graphical representations of the distribution of the von Mises effective stress in 

each week of bone regeneration along the regions 1 and 2 in RPIM-16 and RPIM-32. 
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 Equivalent Effective Strain (𝜺𝒆𝒇)  
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Figure 6.19- Graphical representations of the distribution of the equivalent effective strain in 

each week of bone regeneration along the regions 1 and 2 in FEM, RPIM-4 and RPIM-9. 
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 Equivalent Effective Strain (𝜺𝒆𝒇)  
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Figure 6.20- Graphical representations of the distribution of the equivalent effective strain in 

each week of bone regeneration along the regions 1 and 2 in RPIM-16 and RPIM-32. 
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periosteal bony bridging), the von Mises effective stress decrease until nine weeks (points 

of interest 0-2 mm). Callus stabilisation is given by enlarging the cross-sectional area of 

the bridging tissue and the type of tissue present, improving structural and material 

properties. Initially, the bridge creates a load transfer path, mostly through the external 

callus. Over the progressive course of ossification, the mainline transfer is established 

between the fracture extremities (direct line through the cortical bone and bypasses the 

periosteal callus). In fact, it is reported in the literature that this reduction produced in the 

periosteal callus signals bone resorption by osteoclasts in the external callus and, 

therefore, the decrease in the size of the periosteal callus at nine weeks, as evidenced in 

histological images [187]. Moreover, it is reported that osteoclast activity increases from 

six to nine weeks [197]. 

Complementarily, it is perceptible that in region 2, the von Mises effective stress 

progressively increases throughout the weeks of consolidation in the periosteal callus 

areas, represented by the highest stress peaks, as compared to the remaining regions, for 

both FEM and RPIM-4 analyses (Figure 6.17). Similarly, the fracture gap is composed of 

fibrous tissue until the fifth week and, the stresses are relatively close to zero. As the 

ossification type transitions to endochondral, the callus increases towards the fracture site 

and exhibits an increase in stress until nine weeks, represented by the second-highest 

peaks of von Mises effective stress. Nevertheless, it should be noted that in the RPIM-9 

analysis at week nine, a maximum stress peak is observed in the fracture site, specifically 

in the cortical gap, which due to the remodelling process new bone is formed in order to 

re-establish the cortical structure of the bone. In addition, when comparing RPIM-32 and 

RPIM-16, both showed similar behaviour to FEM, RPIM-9 and RPIM-4, differing only 

in the eighth and ninth week of consolidation in the cortical gap, with higher stresses than 

the other weeks.  

In both FEM and RPIM for all influence-domains (Figures 6.19 and 6.20), the 

equivalent effective strains are higher in the first weeks of healing and, with the gradual 

stiffening of the callus, become more reduced, presenting greater strain tolerance. In fact, 

considering region 1, the peaks of maximum strain are visible closer to the fracture gap 

(point of interest 0-1 mm). In contrast, bone formation by intramembranous ossification 

in the external callus, along the cortical surface distant from the fracture gap, induces 

smaller strains in the first weeks (point of interest 2-10 mm). Additionally, in region 2, 

strains diminished relatively quickly with distance from the gap. The strains are high at 
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the fracture site due to the presence of fibrous tissue in the first weeks. These 

progressively decrease as bridging occurs between the fractured extremities, either first 

by cartilage followed by woven bone, which favours ossification of the fracture gap area. 

Consequently, closest to the external callus, strains are minimal. Low strain favours bone 

formation, whereas high strain leads to fibrous non-union [138], [139], [155]. 

 

6.1.3.2.2. Model’s Stiffness Over the Healing Time 

Stiffness describes the resistance of a material to deformation in response to an 

applied force, whereby greater stiffness implies higher resistance to deformation. It is 

essential in bones with a load-bearing function and, it has been shown that as bone healing 

progresses, stiffness increases within the healing tissue [198], [199]. 

The change in the overall stiffness of the model at different weeks of consolidation 

promotes the mechanical environment regarding the amount of motion created at the 

fracture site in response to the imposed displacement. Thus, greater stability provides the 

possibility of increasing the weight-bearing activities of the patient, consequently 

increasing the frequency and magnitude of applied loads. 

The evolution of stiffness (𝑘) during the regeneration period was determined from 

the applied displacement (𝛿) and the reaction force (𝐹) at the top of the model through 

Eq. (6.3). 

 

 𝑘 =  
𝐹

𝛿
 Eq. (6.3) 

 

As previously mentioned, a displacement of 0.01 mm along the y-axis was 

imposed on the model. Table 6.4 shows the reaction forces calculated from the stiffness 

matrix and displacement for each numerical method.  
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Table 6.4- Reaction forces along the y-axis in the course of bone healing obtained for each 

numerical method. 

Healing 

Time 

(weeks) 

Reaction Force (N) 

FEM RPIM-4 RPIM-9 RPIM-16 RPIM-32 

1 -243.16 -313.007 -151.801 -135.958 -119.47 

2 -314.964 -391.047 -206.083 -180.75 -155.042 

3 -364.593 -460.548 -266.82 -237.681 -216.918 

4 -546.473 -606.296 -386.148 -340.201 -312.28 

5 -709.513 -755.121 -546.963 -480.196 -439.221 

6 -789.921 -903.104 -728.459 -689.979 -663.291 

7 -831.256 -973.257 -792.058 -767.651 -742.874 

8 -856.203 -1004.3 -823.965 -804.221 -784.574 

9 -849.612 -990.545 -820.31 -805.183 -775.642 

 

Therefore, the stiffness was determined for each of the FEM and RPIM analyses, 

as shown in Figure 6.21.   

 

 

Figure 6.21- Course of model stiffness along the progression of bone healing according 

to the numerical method applied. 

 

In general, there is a progressive increase in model stiffness over the weeks of 

bone healing as expected, which is not linear and presents a behaviour resembling a 
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sigmoid function (Figure 6.21). Stiffness increases throughout the regeneration process 

as a result of both increasing the quantity and changing the quality of repair tissues. 

Healing induces responses within the periosteum and external soft tissues that produce 

the external callus, causing a reduction of initial motion through increased stiffness. 

A closer examination of the data obtained, over the first three weeks of bone 

healing, it is possible to observe a slow and gradual increase in stiffness, mainly due to 

bone formation in areas distant from the fracture gap. Subsequently, considering the 

beginning of endochondral ossification, with the appearance of cartilage, as well as the 

increase of new bone formation by intramembranous ossification both in the periosteum 

and near the fracture gap (periosteal bony bridging), there is a marked increase in stiffness 

up to six weeks. Then, with the formation of the endochondral bony bridge up to eight 

weeks, the increase of stiffness is more stable. Finally, close to nine weeks, the stiffness 

decreases due to the bone remodelling process with consequent bone resorption.  

From the results produced, it is possible to note that the stiffness over the healing 

time was higher in the application of RPIM-4 compared to the others. Additionally, the 

RPIM solutions present smoother curves in relation to the FEM, with a behaviour closer 

to what is expected [200]. The results obtained by the meshless methods with larger 

influence-domains, RPIM-32, RPIM-16 and RPIM-9, are more distant from both the 

FEM and RPIM-4 solutions, although they present similar behaviour. 

 

6.2.  Numerical Study of Bone Remodelling in a Bone Fracture Callus 

As previously mentioned, bone fracture healing is usually composed of an 

inflammatory phase, a reparative phase with a soft and hard callus formation, and a final 

remodelling phase. The reparative phase is essential to restore bone stiffness, while the 

remodelling phase allows the full strength of the bone to return and decreases the chance 

of re-fracture. It constitutes a crucial step in the fracture healing process in order to 

achieve complete healing. 

Bone remodelling is a complex process involving a renewal of material with bone 

resorption followed by bone formation. In fact, once the bony bridging of the callus has 

occurred and reunited the extremities of the fracture, the processes of resorption and bone 

formation become the dominant activities in the callus. A better understanding of this 
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process can be achieved through mathematical modelling in order to simulate and predict 

experimental results. 

Therefore, the current section presents the bone remodelling analyses conducted 

employing the remodelling algorithm of Belinha et al. [10], described in Chapter 4. These 

were performed on a two- and three-dimensional model and, the predicted bone 

distributions were then compared with the remodelling behaviour observed in histological 

images obtained from an in vivo study [5].  

 

6.2.1. Two-Dimensional Model Analysis 

6.2.1.1. Initial Conditions  

In a first instance, a two-dimensional model was constructed in which the bone 

remodelling algorithm was validated. This model was based on the bone remodelling 

stage occurring at nine weeks, as described in section 6.1. After the construction of the 

geometric model, the problem domain was discretized in the nodal mesh presented in 

Figure 6.22. Subsequently, the corresponding mesh was imported to FEMAS© software. 

A vertical displacement was applied at the top of the model and, additionally, the node 

displacement was constrained both in the x direction along the line x = 0 and in the y 

direction along the line y = 0. Complementarily, the bone tissue assumed an isotropic 

behaviour, with a uniform apparent density distribution 𝜌𝑎𝑝𝑝
𝑚𝑎𝑥 = 2.1 𝑔/𝑐𝑚3 and Poisson's 

ratio 𝜐 = 0.3, regardless of the material direction. 

 

 

Figure 6.22- Two-dimensional model mesh with 3073 nodes. 
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Using Belinha's phenomenological law [10], described in section 2.3 of Chapter 

2, the mechanical properties of bone tissue that depend on the updated apparent density 

are obtained. The strain energy field (SED) was imposed as a mechanical variable that 

coordinates the remodelling process. In addition, growth (𝛼) and decay (𝛽) rates of the 

apparent density of 𝛼 = 0.0 and 𝛽 = 0.05 were considered in the analysis. Therefore, the 

density distributions were obtained by combining the bone remodelling algorithm with 

RPIM. In RPIM, an influence-domain of 16 nodes was defined, and the shape parameters 

of 𝑐 = 0.0001, 𝑝 = 0.9999 and a constant polynomial basis were also assumed. 

 

6.2.1.2. Results and Discussion 

Over time, in bone regeneration, the mineralisation of the soft callus proceeds 

from the fracture ends towards the centre of the fracture gap, forming a hard callus. After 

the fracture gap has been stabilized, the hard callus consisting of woven bone undergoes 

remodelling to its original lamellar configuration, trabecular or cortical. Thus, during 

remodelling, the trabecular bone density changes and is directly related to its strain energy 

density, and consequently, this was the criterion used in the simulation of the remodelling 

process, as mentioned above. In the final part of the remodelling, the superfluous bone 

material is resorbed, leaving behind an intact and healed bone, restoring its mechanical 

strength and stability. Ultimately, the process of bone remodelling will occur over several 

months resulting in the regeneration of normal bone structure. 

Therefore, in this work, by applying the bone remodelling algorithm, the 

trabecular distributions are numerically obtained (Figure 6.23).  
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Iteration 𝟐 𝟐𝟎 𝟑𝟎  

 
𝝆(𝒈/𝒄𝒎𝟑) 

 

 𝟒𝟎  𝟒𝟓 

 
 

Figure 6.23- Evolution of the trabecular distribution and the corresponding apparent density 

obtained with RPIM in the two-dimensional model. 

 

The evolution of the remodelling process is presented in Figure 6.23, in which the 

respective trabecular architecture is visible from the first steps of the iterative remodelling 

analysis up to the last iteration. In this figure, the evolution of the trabecular architecture 

is shown as grey tone isomaps, where the closest to white colour represents the considered 

maximum apparent density, 𝜌𝑎𝑝𝑝
𝑚𝑎𝑥 = 2.1 𝑔/𝑐𝑚3, and black represents the minimum 

apparent density, 𝜌𝑎𝑝𝑝
𝑚𝑖𝑛 = 0.1 𝑔/𝑐𝑚3. The remaining grey tones correspond to 

transitional apparent densities. 

It is visible in the evolution of the remodelling process, the presence of a primary 

and secondary vertical trabeculae, between the fracture site and along the internal cavity. 

One of the main functions in this phase is the replacement of any callus between the 

fracture extremities with new bone that aligns with the mechanical load distribution [201]. 

In addition, the outermost regions of the periosteal callus are also subject to remodelling. 

Note that for the final medium apparent density 𝜌 = 0.988 𝑔/𝑐𝑚3, one of the 

secondary trabeculae remains in the fracture gap close to the external callus, allowing a 

stabilization in the region. Therefore, the trabecular distribution obtained when compared 
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with the respective histological image at this stage resembles the physiological reality 

observed in the callus (Figure 6.24). 

 

 

Figure 6.24- Bone distribution in the bone remodelling process occurring at nine weeks. (a) 

Microscopical image of the histological section with a zoom-in of the area in the red square 

(green: soft tissue, white: mineralized tissue) taken from the in vivo study [187], (b) solution 

obtained with the RPIM.   

 

6.2.2. Three-Dimensional Model Analysis 

6.2.2.1. Initial Conditions  

Similarly to the two-dimensional analysis, the bone remodelling algorithm was 

tested on the three-dimensional model. This model represents the bone remodelling phase 

occurring at nine weeks, as described in section 6.1. The bone tissue assumed an isotropic 

behaviour, with a uniform apparent density distribution 𝜌𝑎𝑝𝑝
𝑚𝑎𝑥 = 2.1 𝑔/𝑐𝑚3 and Poisson's 

ratio 𝜐 = 0.3, regardless of the material direction. Additionally, growth (𝛼) and decay (𝛽) 

rates of the apparent density of 𝛼 = 0.0 and 𝛽 = 0.05 were considered in the analysis. 

Therefore, the bone remodelling algorithm was combined with the RPIM. In RPIM, an 

influence-domain of 32 nodes was defined, and the shape parameters of 𝑐 = 0.0001, 𝑝 =

0.9999 and a constant polynomial basis were also assumed. 

 

6.2.2.2. Results and Discussion 

Following the same approach, the bone remodelling algorithm was applied in the 

three-dimensional model to numerically obtain the respective trabecular distributions. 

Therefore, the evolution of the remodelling process is presented in Figure 6.25, in which 

the trabecular architecture is visible from the first steps of the iterative remodelling 
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analysis until the last iteration. The final trabecular architecture is obtained with RPIM 

with a medium apparent density of 𝜌 = 1.22 𝑔/𝑐𝑚3.  

 

Iteration 𝟐                                𝟏𝟎 𝟐𝟎  

 
𝝆(𝒈/𝒄𝒎𝟑) 

 
 𝟑𝟎             𝟑𝟓 𝟒𝟎 

 
 

Figure 6.25- Evolution of the trabecular distribution and the corresponding apparent density 

obtained with RPIM in the three-dimensional model. 

 

In the solution obtained in iteration 40 (Figure 6.25), significant changes are 

observed in both the fracture gap and the endosteal surface of the cortical bone. The 

apparent density of the callus closer to the cortical bone is higher when compared to the 

callus at a larger distance from the cortical surface. In fact, trabeculae formation occurs 

from the fracture site that extend towards the centre of the fracture, considering the 

imposed displacement and the heterogeneity in the mechanical properties from the 

periosteal to endosteal callus. Additionally, a trabecula parallel to the longitudinal axis of 

the model is visible near the endosteal surface of the cortical bone. The trabeculae formed 

provide greater mechanical strength and stability in the region. 

Therefore, the histological image of the respective remodelling phase of the in 

vivo study is used in order to validate the internal trabecular distributions numerically 

obtained in response to the mechanical stimulus. Figure 6.26 shows the corresponding 

histological comparison section, outlined in red, and the final solution obtained with the 
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RPIM. By applying the remodelling algorithm, it was possible to reproduce structures in 

agreement with the experimental study, marked in yellow for better visualisation (Figure 

6.26(b)). In fact, according to the qualitative histological descriptions and observations, 

the fracture site and the cortical bone surfaces display extensive remodelling activities. 

Furthermore, two different orientations of the bone tissue were observed and were related 

to the proximity to the fracture gap. The bone that is distant from the fracture gap 

presented a longitudinal orientation, and the bone adjacent to the gap was aligned in the 

radial direction. Complementarily, the outermost region is also subject to remodelling, as 

at this stage, bone resorption reduces the size of the external callus [187]. 

 

Figure 6.26- Bone distribution in the bone remodelling process occurring at nine weeks. (a) 

Microscopical image of the histological section with a zoom-in of the area in the red square 

(green: soft tissue, white: mineralized tissue) taken from the in vivo study [187], (b) solution 

obtained through RPIM with the reproduced structures outlined in yellow. 

 

Finally, this work allowed a satisfactory numerical reproduction of the trabecular 

distribution using a phenomenological law suitable for bone tissue, an efficient iterative 

remodelling algorithm, an accurate numerical method and a correct numerical model. 
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7. Conclusions and Future Work 

Bone fracture healing is a complex and, at the same time, an expensive problem, 

mainly due to the difficulty to define a consolidation endpoint, increasing the incidence 

of delayed or non-unions. Consequently, it implies a significant impact on medical and 

hospital resources, being essential to produce answers in order to improve the adequate 

recovery of patients. In this context, it is essential to understand the basic biology and the 

mechanoregulatory mechanisms of bone regeneration and remodelling in order to develop 

more effective and less costly treatments. 

The magnitude of mechanical stimulus at the tissue or cell level has implications 

on the spatial and temporal tissue distributions that define the biological repair process. 

Given the mechanical environment, cells act as sensors to produce active responses. Thus, 

experimental measurements are hampered by the determination of mechanical stimulus 

at wide local positions that result from the healing process. Therefore, computer 

simulation enables such sampling scales to produce a relevant impact in research science 

fields. Models require experimental validation, and therefore, it is important to select data 

from well-characterised experiments. However, the lack of reliable experimental data on 

the different bone healing stages is noteworthy. 

Therefore, the present work allowed a comprehensive study of the bone healing 

process and the computational models developed over time. For a more detailed 

description of the callus during the “normal” healing process, 2D and 3D models were 

developed to reproduce the inherent characteristics of the bone callus in the different bone 

healing stages. For this, an analysis of histological sections obtained from an in vivo study 

was employed. The data allowed establishing the development of the callus geometry, the 

tissues arrangements in the callus, and Young’s modulus of the hard callus bone material 

over the healing time. Thus, using these input data for the FEM and RPIM calculations, 

it was possible to obtain the local stress and strain fields in the bone callus at different 

bone healing stages. Additionally, a curve of the stiffness versus healing time with a 

sigmoid pattern was obtained. Stiffness increases throughout the regeneration process due 

to both increasing the quantity and changing the quality of repair tissues. Using the 

meshless methods, the curves were smoother and in agreement with the literature.  

In addition, a remodelling algorithm was applied to a 2D and 3D model in the 

final bone healing stage. The algorithm was combined with RPIM to validate the meshless 
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methods in the evaluation of bone callus remodelling. At this stage, it was possible to 

reproduce internal bone trabecular structures similar to the in vivo study. 

Mathematical and numerical models test hypotheses and make simplifications in 

order to enable the reproduction of mechanical and biological phenomena. In this regard, 

the work developed involves some limitations. The first encompasses the use of only 

histological images of two-dimensional longitudinal sections without involving 

transversal histological sections of the callus and considering radial symmetry. 

Additionally, the experimental work is based only on sheep, making it difficult to 

understand the features of the healing process that are specific in a given animal species, 

from those that are more general and could be applied to humans. Similarly, tissue 

distributions within the fracture callus and the magnitudes of stress and strain can be 

influenced by several factors, such as the presence of disease, age, agility and cumulative 

global daily loading activity. Complementarily, it would be relevant to include models 

that go beyond linear elasticity and also consider material anisotropy. 

Therefore, for a better knowledge of the bone healing process and the effects of 

the mechanical environment, it would be important to develop a mechanobiological 

model. In the long term, the implementation of a comprehensive and tested 

mechanobiological model in clinics would have a significant impact on medical 

procedures. 
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