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Abstract—The ability to predict future energy consumption
is very important for energy distribution companies because
it allows them to estimate energy needs and supply them
accordingly. Consumption prediction makes it possible for those
companies to optimize their processes by, for example, providing
them with knowledge about future periods of high energy demand
or by enabling them to adapt their tariffs to customer con-
sumption. Machine Learning techniques allow to predict future
energy consumption on the basis of the customers’ historical
consumption and several other parameters. This article reviews
some of the main machine learning models capable of predicting
energy consumption, in our case study we use a specific set of
data extracted from a two-year-period of a shoe store. Among
the evaluated methods, Gradient Boosting has obtained an 86.3%
success rate in predicting consumption.

Index Terms—Energy Forecasting, Machine Learning, Gradi-
ent Boosting, XGBoost, Lasso, Ridge regression, SGDRegressor,
MLP

I. INTRODUCTION

Machine Learning is a subfield of Artificial Intelligence,
it focuses on the development of systems with an automated
learning capacity. This learning can be used to identify com-
plex patterns through the analysis of large amounts of data.
Machine Learning algorithms are learning models that process
data by creating an identification, classification or prediction
mechanism, either supervised or unsupervised.

Machine Learning algorithms provide greater insight into
the information contained in large amounts of diverse data,
making it possible for much more knowledgeable and precise
decision-making than would ever be possible with manual
data analyses [1], [2]. These algorithms allow us to detect
behavioral patterns in a given data set and to identify the key
variables that affect trends and cause changes in the pattern
of the data [3], [4].

These capabilities have made Machine Learning models
applicable to the field of energy, where they can serve for
multiple purposes. One of their uses is the prediction of the
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energy consumers will consume in the future, so that compa-
nies can adapt their tariffs to energy consumption or manage
the energy supply according to demand, preventing power
outages. To be able to predict consumption it is necessary
to have the customers’ historical data, which are used in their
preprocessed form to train the models. This article reviews
some machine learning algorithms designed for predicting
energy consumption, in the case study the models are trained
with a historical data set from the past year and the best
performing algorithm among those studied is identified.

This article is organized as follows: section 2 describes the
state of the art of machine learning models used in energy
prediction, Section 3 describes the proposal, and Section 4
presents the results and conclusions.

IT. MACHINE LEARNING MODEL REVIEW FOR ENERGY
CONSUMPTION PREDICTION

In this section we review the different machine learning
methods that allow us to predict energy consumption by
means of the historical data sets of the customers’ energy
consumption. In order to review the methods that allow us to
achieve the goal of knowing which model produces the best
energy prediction results, we will review the most commonly
used methods in the literature.

This article reviews the most popularly employed machine
learning models found in the literature. Specifically, the al-
gorithms designed to predict energy consumption, helping
identify among the studied models the one that gives the best
results, to this end, we trained the algorithms with data from
a shoe store.

One of the first techniques used to predict energy consump-
tion were artificial neural networks (ANN), [5] and [6]. Neural
networks are a simple model that can be used in this field
thanks to the advances in calculation capacity and the use
of GPUs, minimizing a typical problem experienced by this
model; the lengthy training time. This problem was caused
by the size of the data set which must be quite large for
the NN to achieve noticeable results. Hippert et al. conducted



a review of the use of NN in energy consumption predic-
tion problems, their study identifies new reasons for which
researchers discard this methodology as a means of predicting
consumption [7]. Often the results, although apparently good,
are not convincing, as errors are not evaluated correctly. In
addition, more recent studies show that results are better with
other models such as Linear Regression or Support Vector
Regression [7], [8]. In this study, a review of the MLP (Multi-
Layer Perceptron) model will be performed.

Gradient Boosting is an automatic learning technique used
in regression analysis and statistical classification problems,
which produces a predictive model in the form of a set of
weak predictive models, typically decision trees. It builds the
model in a tiered manner as other boosting methods do, and
generalizes them allowing for the arbitrary optimization of a
differentiable loss function.

Gradient Boosting is a model that has been employed in
multiple papers on energy consumption prediction, such as
the following: [9], [10] and [11]. In these works it is shown
how Gradient Boosting is an effective prediction algorithm
for both classification and regression tasks. By selecting the
number of components included in the model, the so-called
compensation of bias-variance can be controlled easily in the
estimation.

A study similar to ours but focused only on the use of
Gradient Boosting, has been conducted by Souhaib Ben Taieb
et al. in [12], who, with the aim of predicting energy con-
sumption, collected data from Smart meters with information
on the users’ energy habits. The authors propose to estimate
an additive regression model by quintiles for a set of quintiles
of the future distribution by means of a boosting procedure.
In this work they used data collected from 3639 households
at 30-minute intervals over a year and a half.

The empirical results demonstrate that the quantum regres-
sion approach provides more precise predictions for disag-
gregated demand, whereas the traditional normal assumption
approach is a better approximation for aggregate demand.
These results are particularly useful, as more disaggregated
energy data will become available in the future.

Extreme Gradient Boosting is based on the principles of
gradient reinforcement structure and is designed to “push the
calculation limits of machines to provide a scalable, portable
and accurate library”. XGBoost is one of the implementations
of the Gradient Boosting concept, but what makes XGBoost
unique is that it uses ”a more regularized formalization model
to control overtuning, which gives it better performance. This
algorithm has been used in numerous articles to predict, for
example, crude oil price or public transport demand. In the
field of energy prediction it has been used in researches such
as [13] and [14]. The paper of Li and Zhang [15] uses a hybrid
approach to predicting the security of the energy supply based
on ARIMA and XGBoost. This hybrid approach is much more
accurate than other models the authors had evaluated using
XGBoost. The results produced by the use of XGBoost have
been satisfactory in most of the state-of-the-art literature, for
this reason we have included this method in our evaluation.

Least absolute shrinkage and selection operator (Lasso) is
a regression analysis method that performs variable selection
and regularization to improve the accuracy and interpretability
of the statistical model produced by it [16]. Lasso improves
the accuracy of predictions and the interpretability of statistical
regression models by altering the model construction process
by selecting only a subset of the variables provided for use
in the final model. Lasso was originally formulated for least
squares models and this simple case reveals a substantial
amount about the behavior of the estimator, including its
relationship to Ridge regression and best subset selection
and the connections between lasso coefficient estimates and
the so-called soft thresholding[17]. It also reveals that (like
standard linear regression) the coefficient estimates do not
need to be unique if covariates are collinear. Lasso is able
to achieve both of these goals by forcing the sum of the
absolute value of the regression coefficients to be less than a
fixed value, which forces certain coefficients to be set to zero,
effectively choosing a simpler model that does not include
those coefficients. This idea is similar to Ridge regression, in
which the sum of the squares of the coefficients is forced to be
less than a fixed value, though in the case of Ridge regression,
this only shrinks the size of the coefficients, it does not set
any of them to zero. Ridge regression is the most commonly
used method of regularization of ill-posed problems. Ridge
regression is a similar technique to LASSO, but it uses a
quadratic penalty term where LASSO uses a linear one.
Generally speaking, ridge regression performs better when a
small amount of regularization is required for a large number
of predictor variables, while LASSO performs better when a
large amount of regularization is required for a small number
of predictor variables. Elastic net is another algorithm that
combines the features of both. Ridge regression has been used
for travel demand prediction [18], tourist demand [19] or wind
speed prediction [20]. This model has also been studied in the
field of energy consumption prediction, for example in [21]
and [22].

Stochastic Gradient Descent Regressor (SGDRegressor) is
an iterative method for optimizing an objective function with
suitable smoothness properties. It is called stochastic because
the method uses randomly selected (or shuffled) samples
to evaluate the gradients, hence SGD can be regarded as
a stochastic approximation of gradient descent optimization.
SGDRegressor is a simple yet very efficient approach to
discriminative learning of linear classifiers under convex loss
functions such as (linear) Support Vector Machines and Lo-
gistic Regression. SGD has been successfully applied to large-
scale and sparse machine learning problems often encountered
in text classification and natural language processing. Given
that the data is sparse, the classifiers in this module easily scale
to problems with more than 10° training examples and more
than 10° features. Examples of how this method is applied
to the prediction of energy consumption can be found in the
following works [23] and [24].

From the present review of the state of the art, it is clear
which machine learning models have the best rate of success



in varied data sets. The proposed system will allow us to
assess which of these models provide predictions with a higher
precision rate for a shoe store data set, a system will be
developed that will implement the following models MLP,
Gradient Boosting, XGBoost, Lasso, Ridge regression and
SGDRegressor.

III. STUDY OF THE DATA SET FOR THE APPLICATION OF
PREDICTION MODELS

Before starting with the application of the machine learning
models included in the review, it is necessary to prepare the set
of data to which they are going to be applied. This process is
key to achieving a satisfactory success rate. For the evaluation
of machine learning models, the system has used a set of
consumption data from a shoe store located in Salamanca,
Spain. The data in the data set belong to the following time
interval between 05/01/2016 and 11/12/2018. The data set
consists of the date: day, month and year, distinguishing
between weekdays and weekends, the electricity consumed
(kWh) the previous day and current electricity consumption
(kWh).

The data set has been modified to also include the electricity
consumed in the previous day. This makes it possible to
improve the prediction capacity of the algorithms. Although
there is a natural relationship between the day of the year
and the energy consumption, the strong variations in the latter
due to external causes make this an insufficient predictor,
as evidenced by the low values of the Pearson correlation
index. Figure 1. shows the Pearson correlation that reveals
the importance of including the variable Previous day, with
r = 0.921. To complete this information, the consumption of
the previous day has been used as an additional attribute, with
which there is a clear correlation, as shown in the right part
of the same figure.
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Fig. 1. Scatter plots of the day of the year (left) and the previous day energy
consumption (right) with the actual energy consumption (vertical axis). The
Pearson correlation coefficients are also shown in the figure.

Weekends are also important periods in which energy
consumption must be predicted, as shown by the conditional
distributions in Figure 2.
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Fig. 2. Conditional distributions of energy consumption between week days
and weekends.

To provide a better representation of the day of the year,
it has been linearly scaled in the range [0,1], continuously
mapping the summer solstice to 1 and winter solstice to O.

IV. RESULTS

Once a data set has been prepared, the prediction process
begins. To train the models it is necessary to establish the
best possible conditions, enabling in this way a successful
prediction processes. Different methods have been employed
in building the said Models, using the transformed day of the
year, the previous day energy consumption, and the business
day or weekend condition. Actual vs predicted values are
shown in Figure 3.
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Fig. 3. Scatter plots of the actual values vs predicted values of every machine
learning model used by the system.

TABLE 1., shows quite similar prediction results in which
Gradient Boosting stands out. However, these results can be
improved by using a selection of parameters that are used to
enhance the training process.



TABLE 1

MACHINE LEARNING METHODS SCORE WITHOUT PARAMETER

SELECTION.
Method Accuracy

Gradient Boosting 0.862
XGB 0.824

Lasso 0.857
Ridge 0.857
SGDRegressor 0.754
MLP 0.856

The individual results of each Machine Learning model are
shown below using a selection of the parameters that produce
the best prediction results. In Figure 4 we can see the results
of Gradient Boosting method.
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Fig. 4. Scatter plots of the prediction results of the Gradient Boosting model.

In Figure 5. we can see the results of XGB.
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In Figure 6 we can see the results of Lasso.
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Fig. 5. Scatter plots of the prediction results of XGB.
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Fig. 6. Scatter plots of the prediction results of Lasso.

In Figure 7 we can see the results of Ridge regression.
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Fig. 7. Scatter plots of the prediction results of Ridge regression model.

In Figure 8 we can see the results of SGDRegressor.
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Fig. 8. Scatter plots of the prediction results of SGDRegressor model.

In Figure 9 we can see the results of MLP.
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Fig. 9. Scatter plots of the prediction results of MLP.

TABLE 1II shows the level of precision of the machine
learning models used, using the method of selecting the
parameters that produce the best results in the prediction
process for each of the models. It can be seen how there
is a slight improvement over the method that uses all the
parameters in the prediction.

TABLE I
MACHINE LEARNING METHODS’ SCORE WHEN TRAINED WITH A
SELECTION OF THE BEST PARAMETERS.

Method Accuracy
Gradient Boosting 0.863
XGB 0.824
Lasso 0.857
Ridge 0.857
SGDRegressor 0.801
MLP 0.856

V. CONCLUSIONS AND FUTURE WORK

In this work some of the main machine learning models have
been considered. Our review was focused specifically on ML
models designed for the prediction of energy consumption.
The machine learning methods used in this work are some
of the models with the best prediction results according to
the literature (Gradient Boosting, XGBoost, Lasso, Ridge
regression, SGDRegressor, MLP). These models have been
applied to a two-year-period data set containing information
from a shoe store.

These data have made it possible to find out that Gradient
Boosting has achieved the highest level of accuracy of 86.3%
, out of all the models studied. Lasso, Ridge regression
obtained 85.7%, MLP 85.6%, XGBoost 82.4% and finally
SGDRegressor 80.1% being the model with the worst results.
This comparison does not mean that Gradient Boosting is
better than the rest of the models, its use is simply more
suitable to the variables that make up the data set (day, day
of the week, week, presence, etc.).
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