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Abstract

Increasingly widespread sensor networks collect sequences of numerical observations at fixed

locations over time, and generate vast amounts of geo-referenced time series. Decision-makers

need to make well-informed, data-driven choices, but the volume of data makes it difficult

for human experts to glean actionable information. By forecasting the future behaviour of

spatio-temporal data, Predictive Analytics (PA) can guide their course of action in a wide

range of domains, from transportation to environmental monitoring.

Standard PA faces issues when applied to spatio-temporal data. Most methods assume

observations to be independent and identically distributed (i.i.d.), but the autocorrelation

in spatio-temporal data breaks this assumption. The implicit spatial and temporal depen-

dencies between observations also cause problems for standard performance estimation used

to evaluate these solutions.

Our empirical study of over 15 performance estimation methods showed that standard cross-

validation (CV) led to over-optimistic estimates in spatio-temporal settings. We recommend

that practitioners evaluate their models using out-of-sample (OOS) methods that respect

the temporal order of the data, or CV variants that block observations along time.

Predictive methods explicitly designed for spatio-temporal data can leverage data depen-

dencies to their advantage and improve predictions. We proposed a pre-processing strategy

based on a previous proposal to extract features incorporating information from past and

neighbouring observations. We tested our proposed method on 17 real-world variables and

found that it improved prediction for about half of the tested data and learning model

combinations.

In some applications, the target variable follows an imbalanced distribution where the

extreme and rare values represent cases of heightened importance (e.g., a spike in air

pollution). These values can be particularly difficult to predict, as most standard PA

methods optimize for the average case. Once again, the observations’ spatio-temporal

context can work to our advantage. We proposed new strategies that improved extreme

value prediction by introducing a bias into typically random resampling approaches.
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Resumo

Redes de sensores que coletam sequências de observações ao longo do tempo em localizações

fixas são cada vez mais comuns, gerando grandes quantidades de séries temporais geo-

referenciadas. Decisores em muitas áreas têm interesse em tomar decisões bem informadas

e baseadas na análise de dados, mas o volume de dados torna imposśıvel para um perito

humano obter informação que possa guiar os seus planos de ação. A Análise Preditiva (AP)

pode ajudar, prevendo o comportamento futuro de dados espácio-temporais num grande

número de domı́nios, desde os transportes à monitorização ambiental.

Problemas surgem quando os métodos de previsão mais comuns são aplicados a dados

espácio-temporais. A maioria destes métodos assume que os dados são independentes e

identicamente distribúıdos, mas isso não se aplica a dados espácio-temporais. O facto de

as observações terem dependências temporais e espaciais impĺıcitas entre si também causa

problemas aos métodos habitualmente usados para avaliar os métodos de previsão.

O nosso estudo emṕırico de mais de 15 métodos de estimação de erro mostram que a val-

idação cruzada (VC) padrão é demasiado otimista, subestimando erros no contexto espácio-

temporal. Recomendamos que os analistas avaliem os seus modelos usando métodos “fora da

amostra” que respeitam a ordem temporal dos dados, ou então métodos de VC que juntam

blocos de observações consecutivas.

Métodos de previsão explicitamente pensados para dados espácio-temporais podem aproveitar

as dependências dos dados para melhorar as suas previsões. Propomos um método de

pré-processamento, baseado num trabalho anterior, que extrai preditores que incorporam

informação de dados passados e de localizações vizinhas. Testamos o nosso método em

17 conjuntos de dados reais, e melhoramos a qualidade de previsões em cerca de metade das

combinações de dados e modelos testadas.

Nalgumas aplicações, as variáveis alvo têm uma distribuição desequilibrada onde os valores

raros e extremos representam casos de elevada importância (por exemplo, um pico na

poluição do ar). Estes valores podem ser particularmente dif́ıceis de prever, tendo em conta

que a maior parte dos métodos padrão de AP tentam otimizar o caso médio. Mais uma

vez, podemos utilizar as dependências espácio-temporais das nossas observações para nosso

ix



proveito. Propusemos estratégias novas que melhoraram a previsão de valores extremos ao in-

troduzir um termo de enviesamento em abordagens de reamostragem usualmente aleatórias.

Palavras-chave: machine learning; dados espácio-temporais; séries temporais geo-referenciadas;

análise preditiva; avaliação de modelos
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Chapter 1

Introduction

The last few years have seen the development of widespread sensor networks, that collect

extensive data over phenomena such as pollution levels, water quality, or electricity demand.

The large amounts of data captured by these networks cannot be processed by humans.

Instead, they require pairing with Predictive Analytics (PA) in order to obtain actionable

information. To do so, the nature of these data needs to be considered. One first challenge is

that sensors are not independent entities as there are dependency structures present in both

time and space. That is, a value measured at a given time and location largely depends

on values previously measured at that location and its neighbours. The incorporation of

spatio-temporal contextual information can be crucial to achieving reliable predictions.

This thesis addresses several key aspects of the problem of spatio-temporal Predictive An-

alytics. The research aims to identify guidelines for performance estimation that account

for spatio-temporal dependency; to design novel methods that improve predictive ability

by incorporating spatio-temporal contextual information, while being able to cope with

scenarios where it is important to accurately capture rare or extreme events.

In the following sections, we elaborate on the background and motivation, as well as the

context for the problems addressed in our research aims and contributions.

1.1 Context and Motivation

Predictive Analytics is one of the main research areas of Data Mining. PA involves obtaining

a model that approximates an unknown function which maps a set of predictor variable values

into a target variable value. Several important real-world applications require decisions to

be taken based on these predictions.

Spatio-temporal data can be categorised into different data types: spatio-temporal event data

(e.g., occurrence of a crime), trajectories (e.g., taxi movements in a city), point reference

1
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data (e.g., a weather balloon measuring air temperature along its path), geo-referenced time

series (e.g., weather stations measuring wind speed at different fixed locations, or time-

varying land value maps), and network data (e.g., traffic in a road network). As shown by

these examples, the data in many applications are inherently spatio-temporal. We focus on

geo-referenced time series in this thesis.

Geo-referenced time series consist of sequences of measurements generated over time at fixed

locations. Locations can be represented by vector data; more often by points (e.g., weather

stations represented by points), but they can also be represented by lines, or polygons

(e.g., districts represented by polygons). They can alternatively be represented by raster

data, which stores data in cells across a regular grid (e.g., a sequence of remote sensing

images). Solutions designed for irregularly distributed point locations can often be adapted

to accommodate regular raster data, since they can use the centroids of each cell in the

raster as the point locations; the reverse may not apply. We focused on data that represent

locations as points in space, whether distributed in a grid or not.

1.1.1 Predictive Analytics for Spatio-Temporal Data

Most predictive modelling algorithms make the assumption that data points are indepen-

dent and identically distributed. However, in many applications, this assumption does not

hold, since there is dependency between observations. These dependency structures can be

explicit, as is the case of graph or network data where edges represent explicit relationships

between recorded data items (e.g., in social networks, chemical compound databases, or a

road network); or they can be implicit. Implicit dependencies are not explicitly specified

but are known to typically exist in the domain. For example, in a time series there

is usually temporal auto-correlation between consecutive observations (or other seasonal

dependencies); in geo-referenced data, values measured at a certain location are usually

correlated with the observations of its neighbours. Spatio-temporal data typically shows

dependencies both in time and space whether data records consist of objects’ trajectories

or, as in this thesis, measures of a numerical variable over time at several static locations.

When the available data has an associated spatio-temporal context such as a temporal tag

and/or geo-referenced location, this contextual information can be used to leverage the

implicit dependency between observed values in order to improve predictive performance.

The focus of this thesis is the problem of spatio-temporal forecasting, i.e., predicting a

future value that is going to be measured at a certain time and location, based on values

previously measured at that or other neighbouring locations. This differs from spatio-

temporal interpolation whose goal is to fill in values that are missing or unknown based

on neighbouring values, past or future.

Ignoring dependency relationships between observed values may seriously hinder the per-
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formance of forecasting models on this type of application. However, dealing with these

dependencies in forecasting does not come without its challenges. For example, spatial and

temporal auto-correlation can obfuscate important insights [Malerba, 2008]; time and space

can be seen at multiple levels of granularity and of abstraction [Yao, 2003]; spatial objects can

be heterogeneous and have complex geometries. These challenges are compounded by the

fact that temporal and spatial dependencies both need to be addressed, but these dimensions

have very different characteristics: time is generally considered to be one-dimensional,

unidirectional and ordered, while space is three-dimensional (although geographical data

often just considers two spatial dimensions, e.g., latitude and longitude).

Solutions to these problems have been proposed that are based on (a) data pre-processing,

or (b) designing models that account for the data properties, e.g., by extending a time series

model to consider spatial relationships, or by applying a graphical model.

Ohashi and Torgo [2012] proposed spatio-temporal indicators, a method based on data pre-

processing that uses statistics summarising past data within a spatio-temporal distance of

the target observation as predictors. These spatio-temporal indicators assume that data

from distant neighbours becomes less relevant as we look further back in time. But some

phenomena may take some time to “travel” from one point to another, e.g., wind may carry

high concentrations of pollutants released by a factory at different speeds. Thus, we base

our alternative proposal on the assumption that, in some cases, it may be advantageous to

include older data from distant neighbours and exclude their more recent observations.

1.1.2 Imbalance in Spatio-Temporal Contexts

An important challenge that often arises when devising solutions for predictive problems,

including those in spatio-temporal contexts, is that of imbalanced domains. This is a well-

studied problem in classification where the definition of imbalance is quite simple: some

categories of the target variable are less frequent than others. When addressing numerical

regression problems, as in this thesis, the meaning of imbalance is not as straightforward

but, in general terms, it means that there are ranges of values that are much less frequent

than others (e.g., spikes in fishing hours within marine protected areas).

Many applications include target variables that follow imbalanced distributions. The im-

balance, by itself, does not pose an issue even though most numerical regression algorithms

and performance metrics are geared towards, respectively, improving and measuring average

predictive performance. Thus, they will be more influenced by the cases around the central

tendencies of the distribution. The issue only arises when the user also has a preference

bias that does not align with the distribution. That is, there may be applications where

rare values correspond to a measurement error that the user is not particularly interested

in capturing or identifying, so an algorithm that under-performs in these cases but works
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well on average is serviceable. However, if the rare or extreme values signal an important

phenomenon that the user needs to be able to predict accurately (e.g., a sudden drop in a

patient’s blood pressure values), then it may be indeed very important for the model, and

the performance metrics used to assess it, to capture these extreme values.

There are many different methods for tackling the problem of imbalanced domains in re-

gression, with re-sampling being a common approach [Branco et al., 2016b]. However, few

proposals explicitly account for the potential impact of implicit dependency relationships

between observations, and those that do mostly focus on time series data [Moniz et al.,

2017a]. The combination of spatio-temporal dependency structures with an imbalanced

target domain is, therefore, still an open problem, raising many yet unaddressed research

questions.

1.1.3 Evaluation Procedures for Spatio-Temporal Forecasting Methods

It is not only when devising predictive models that it is important to account for dependencies

in the data: it is crucial to consider these dependencies in the performance assessment

phase as well. That is, when trying to determine whether a proposed learning approach will

perform well when applied to data that was previously unseen but will, most likely, maintain

dependency relationships with the modelled data, a performance evaluation framework

should be in place that accounts for these dependencies so that predictive performance

is accurately estimated.

Like many of the predictive models that they aim at evaluating, common evaluation proce-

dures such as cross-validation (CV) also make the assumption that the observations in the

data sets are independent and identically distributed (i.i.d.). This can (and often does) lead

to overly optimistic estimations of error when dependency structures are present [Arlot and

Celisse, 2010].

Previous work has addressed the lack of clear guidelines for error estimation procedures of

predictive methods when the data exhibits temporal [Bergmeir and Beńıtez, 2011, 2012,

Bergmeir et al., 2014, Cerqueira et al., 2017, Bergmeir et al., 2018, Mozetič et al., 2018]

and spatial dependencies [Roberts et al., 2017]. However, though Roberts et al. [2017]

mention the added challenges posed by the simultaneous presence of spatial and temporal

dependencies, and a preliminary study show how the dependencies affect CV [Meyer et al.,

2018], spatio-temporal forecasting evaluation is yet to be investigated in depth.
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1.2 Research Aims and Main Contributions

The main goals of this thesis are to (1) provide guidelines for spatio-temporal forecasting

performance estimation, and (2) develop new machine learning methods to (a) forecast the

future values of geo-referenced time series, and (b) accurately predict rare and extreme

values.

1.2.1 Research Questions

Throughout this thesis we plan to answer the following research questions:

RQ1 What should be the guidelines for performance estimation in spatio-temporal fore-

casting problems?

RQ2 Can we improve the predictive potential of a previously proposed feature engineering

method by changing its definition of spatio-temporal neighbourhood?

RQ3 Can we improve standard resampling approaches to imbalanced domains by incorpo-

rating spatio-temporal contextual information?

RQ4 How do domain-specific data properties impact the predictive performance of different

approaches?

1.2.2 Main Contributions

The work carried out during this thesis led to the following contributions:

1. Conducted an empirical comparative study of performance estimation methods used to

evaluate approaches to spatio-temporal forecasting. We apply them to both artificially

generated and real-world data, and provide guidelines for practitioners looking to

evalute their models;

2. Proposed and evaluated a method for extracting features based on a variation of a

previously proposed spatio-temporal neighbourhood;

3. Proposed resampling strategies that improve extreme value prediction by introducing

a spatio-temporal bias weight into the random resampling process. We tested our

resampling proposals against standard random resampling strategies using several real-

world data sets;

4. Carried out meta-analyses investigating how domain-specific data characteristics in-

fluence the efficacy of our feature engineering and resampling proposals;
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5. Developed the R packages STEvaluation and STResampling, made freely available on-

line. They include implementations of our feature extraction method, the performance

estimation methods, and our biased resampling strategies.

1.3 Thesis Outline

We organised the thesis into the six chapters described below.

Introduction The present chapter contextualised the topics tackled by this thesis, moti-

vated our research, and listed our main contributions, which will be detailed over the

following chapters.

Literature Review This chapter details the background necessary to explain and mo-

tivate our work. We formalise the problems addressed by the thesis, review existing

approaches to spatio-temporal forecasting and imbalanced regression, and discuss eval-

uation methods in the presence of spatio-temporal dependencies.

Evaluating Spatio-temporal Forecasting This chapter presents an empirical study of

performance estimation methods (sometimes called evaluation or validation methods),

designed to estimate the predictive ability of modelling approaches. We tested both

standard methods and methods designed to cope with temporal and spatial dependen-

cies. We used both artificially generated and real-world data sets.

Extracting Spatio-temporal Indicators This chapter focuses on improving spatio-temporal

forecasting through the pre-processing of real-world data. We propose a variant of

spatio-temporal indicators that can be extracted from geo-referenced time series to

serve as predictors in univariate forecasting tasks.

Resampling Imbalanced Spatio-temporal Data This chapter focuses on improving spatio-

temporal forecasting under imbalanced domains and non-uniform user preferences.

We propose resampling strategies that can improve prediction of extreme and highly

relevant values through pre-processing. Our strategies consider both data dependencies

and the target domain’s distribution to bias originally random processes.

Conclusions We conclude the thesis by summarising and discussing our findings, pointing

to future research directions and open issues in spatio-temporal forecasting.

The thesis also includes an Appendix, providing additional information and details when

necessary.
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• Mariana Oliveira, Lúıs Torgo, and Vı́tor Santos Costa. Evaluation Procedures for

Forecasting with Spatiotemporal Data. Mathematics, 9(6), 2021b. ISSN 2227-7390.

doi:10.3390/math9060691
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Chapter 2

Background

2.1 Introduction

The literature on Data Mining and Predictive Analytics (PA) for spatio-temporal data is

extensive. The topic has only gained more importance in recent years as the volume of

easily accessible spatio-temporal data increases. As early as 1999, Roddick and Spiliopoulou

provided a bibliography for temporal, spatial, and spatio-temporal data mining research,

and rightfully predicted that the interest in the area would only expand over the next years.

Since then, several literature review articles have been published on the wider topic of spatio-

temporal data mining [Nanni et al., 2008, Mamoulis, 2009, Vatsavai et al., 2012, Rao et al.,

2012, Cheng et al., 2014, Shekhar et al., 2015, Chandola et al., 2015, Wikle, 2015, Atluri

et al., 2018, Hamdi et al., 2021], describing data types, methods to address different tasks

(including predictive modelling), and their applications.

These surveys review the literature from different perspectives or focus on different tasks.

For example, Cheng et al. [2014] present existing solutions to spatio-temporal forecasting,

clustering, and visualisation problems, while Atluri et al. [2018] eschew data visualisation

but overview other tasks including change detection, frequent pattern mining, and anomaly

detection. Wang et al. [2020] cover recent deep learning approaches to some of these (and

other) problems. Meanwhile, Wikle [2015] review statistical models, and Shi and Yeung

[2018] examine sequence forecasting techniques alone. Vatsavai et al. [2012] and Chandola

et al. [2015] highlight spatio-temporal “big data” applications, while Shekhar et al. [2015]

build a taxonomy of spatio-temporal data types.

Some reviews restrict their analysis to particular application domains. For example, Koehler

and Kuenzer [2020] reviewed work on remote sensing – specifically, land surface forecasts

–, while other surveys focused on articles using climate data [Faghmous and Kumar, 2014],

predicting urban growth [Aburas et al., 2016, Musa et al., 2017], and crop yield [Rembold

9
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et al., 2013]. Over recent years, several review articles have been written on the topic of

traffic forecasting alone [Vlahogianni et al., 2004, 2014, Chang et al., 2016, Ermagun and

Levinson, 2018, Lana et al., 2018, Nagy and Simon, 2018, Liu et al., 2021].

This chapter aims not to provide an exhaustive literature review, but to overview the

necessary background to the research topics addressed throughout the thesis. Through

this selective analysis, we hope to both contextualise and motivate our work.

We start by describing the properties of spatio-temporal data in Section 2.2. In Section 2.3,

we define our main problem of spatio-temporal forecasting. The dependence between ob-

servations in spatio-temporal data poses particular challenges to predictive analytics; we

cover different categories of approaches that try to address them in the literature. We focus

especially on solutions based on pre-processing since in Chapter 4 we will explore a feature

extraction method that falls under this category.

In Section 2.4, we define a special case of our main problem: spatio-temporal forecasting

under an imbalanced target domain. The imbalance raises issues that compound with the

questions already posed by data dependence. We discuss common approaches to the problem,

which we will later contrast with our proposal in Chapter 5.

Finally, in Section 2.5, we investigate how proposals have been evaluated in the literature,

from the metrics used to measure performance to the methods employed to estimate them.

Properly evaluating a proposed solution’s effectiveness is crucial to achieving progress in any

area. We discuss evaluation methods that are common practice in predictive analytics. We

will see how, once again, issues may arise due to the data dependence in spatio-temporal

data. Later on, in Chapter 3, we will carry out our own empirical study of evaluation

methods.

2.2 Spatio-temporal Data

Before we can understand spatio-temporal forecasting, we must know the type of data that

will be the focus of our studies. In this section, we present a taxonomy of spatio-temporal

data types, describe their properties, and the challenges they pose.

2.2.1 Data Types

We consider five different categories of spatio-temporal data: event data, trajectories, point

reference data, geo-referenced time series data, and spatio-temporal network data. This

thesis will focus solely on geo-referenced time series, but we provide an overview of other

data types as well.

Our categorisation differs slightly from the taxonomies defined by Kisilevich et al. [2010]
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and Atluri et al. [2018]. Unlike Kisilevich et al., we do not include separate categories for

when data keep only the latest temporal snapshot of spatial data; we see these as special cases

of trajectory or geo-reference time series data, with no memory. We also added network data

as an additional category; Shekhar et al. [2015] considered spatial networks in their spatial

data model taxonomy.

2.2.1.1 Event Data

Event data consists of locations associated with a time-stamp or time period where the

event occurred (e.g., occurrence of a crime, disease transmission). There may be associated

properties describing the event, such as an event type. Events appear within precise temporal

boundaries, and their properties do not change over time, since each instance represents

something that has already happened.

Event data can either (a) occur instantaneously, being described by a single time-stamp

(e.g., a traffic accident), or (b) persist for a period of time, being described by the time

interval between the birth and death time-stamp (e.g., a film festival).

Similarly, an event can either (a) happen at a single location, associated with a point in

space (e.g., a robbery), or (b) happen across several points in space, associated with a line

or polygon (e.g., the area burned by a forest fire). If the events consist of point data, then

the collection of point events is sometimes called a spatio-temporal point pattern [Diggle,

2013].

Event data is often categorised separately from other data types in spatio-temporal data

taxonomies [Kisilevich et al., 2010, Atluri et al., 2018, Hamdi et al., 2021]. Shekhar et al.

[2015] presented a taxonomy that does not consider events to be a spatio-temporal data

type, but a way to model the temporal component of spatio-temporal data instead. From

this perspective, events or processes are a model for temporal data, and can be combined

with three spatial data models (the object model, the field model, and the spatial network

model) to model spatio-temporal data.

2.2.1.2 Trajectories

Trajectories denote the paths taken by an object moving across space. If additional infor-

mation is included, it usually concerns the moving object itself (e.g., the model and make of

a taxi, or a variable indicating whether it is moving to pick up or to drop off a client). The

focus is on the object and its movement.

Common tasks using these data include forecasting the object’s next position or final des-

tination, clustering similar trajectories, detecting outliers, or classifying different types of

trajectories.
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Several literature reviews cover trajectory data mining and prediction [Kisilevich et al., 2010,

Zheng and Yu, 2015, Mazimpaka and Timpf, 2016, Kong et al., 2018].

Trajectories are often considered separately from point reference data [Atluri et al., 2018,

Hamdi et al., 2021]. Kisilevich et al. [2010] categorise them as having the temporal extension

of a time series, at dynamic locations. When only the latest position of each object is known

at any given moment, Kisilevich et al. [2010] separate it into a separate category called

moving object data.

2.2.1.3 Point Reference Data

Point reference data comprises measurements of a continuous field at changing reference

locations (e.g., a weather balloon measuring atmospheric temperature along its trajectory).

Even though the sensor may follow a trajectory, the focus of this type of data is external to

the object and its movement. Tasks using these data aim at understanding or reconstructing

the behaviour of the continuous spatio-temporal field from the finite sample collected by

moving sensors.

2.2.1.4 Geo-referenced Time Series

A geo-referenced time series consists of a collection of observations of a spatio-temporal field

at fixed locations over a fixed set of time-stamps. This type of data will be the main focus

of the thesis.

Locations in geo-referenced time series can either be distributed irregularly across space, or

they can be regularly distributed in a grid of equally spaced locations. Likewise, measure-

ments may be taken at regular time intervals, or at varying frequency.

It may be helpful to distinguish between the following two types of data:

Spatial time series use the object (or entity) spatial data model; observations are asso-

ciated with fixed spatial points, e.g., a ground sensor network. Each spatial object

could be stored as vector data containing the spatial coordinates of points, lines, or

polygons.

Raster time series data use the field spatial data model, which views data as if produced

by a continuous function that measures a certain property across all space [Lloyd,

2010]. Observations are associated with a cell in an (often regular) grid, e.g., a

sequence of remote sensing images [Shekhar et al., 2015, 2017]. Each cell can contain

aggregate measurements for its area, e.g., the aggregate population living in each cell’s

area [Atluri et al., 2018].
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Though video can be seen as a raster time series, it may be reasonable to consider it

separately from spatio-temporal data mining, since it is the main focus of the related field of

computer vision and pattern recognition [Wang et al., 2020]. Unlike Wang et al., we did not

add video as a separate category, but, like these authors, we will ignore methods designed

specifically to deal with video.

Some authors use the term spatio-temporal raster as the generic term including all data

that evolve over time at fixed locations [Atluri et al., 2018, Hamdi et al., 2021]. Like us,

Kisilevich et al. [2010] use the term geo-referenced time series as the general term instead.

They circumscribe raster spatio-temporal data to only refer to data measured over regular

spatial grids.

Shekhar et al. [2015] consider spatial time series and raster time series separately, based on

the chosen underlying spatial data model. Unlike Kisilevich et al., these authors consider

that raster data may also include data evolving over irregular grids. This inclusion can

make the distinction between the two types a bit unclear in some cases. However, it reflects

a division that is often found in available methods and tools to handle spatial and spatio-

temporal data. For example, in the R programming environment, one could use tools like

the sp [Pebesma and Bivand, 2005, Bivand et al., 2013] and sf [Pebesma, 2018] packages to

represent spatial time series data, while the raster [Hijmans, 2020] package would be better

equipped to deal with gridded data. Only more recently, the stars [Pebesma, 2020] package

has emerged, integrating the representations for what they call raster and vector datacubes.

When only the latest measurement at each location is known at any given moment, Kisilevich

et al. [2010] categorise the data as an additional class called geo-referenced variables.

2.2.1.5 Time-evolving Network Data

The underlying spatial model for network data is the graph. It consists of a set of nodes,

representing locations, connected by edges that represent explicit relationships between the

locations, e.g., a road network.

Time-evolving attributes can be associated with each of these elements, e.g., traffic flow in

a road network. Network data can also change over time through the addition or removal of

nodes or edges in the graph, e.g., after construction of a new road.

We added this category to our taxonomy, even though it was not included in the taxonomy

that we mostly follow, presented by Atluri et al. [2018]. Spatio-temporal network data

previously appeared in the spatio-temporal data model taxonomy by Shekhar et al. [2015,

2017].
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2.2.1.6 Converting Between Data Types

It is often possible to convert between some of these data types [Atluri et al., 2018].

We can model geo-referenced time series as a graph, effectively converting it into network

data, by making explicit the implicit spatial relationships between locations. For example,

we can connect neighbouring weather stations, represented by nodes, so they become explicit

neighbours if they are located within a certain distance of each other.

Trajectory data can also be aggregated to generate network data. For example, vehicle

trajectories in a road network can be transformed into a network measuring traffic flow.

We can interpolate or aggregate point reference data to build a raster time series. Similarly,

we can convert spatio-temporal event data into geo-referenced time series data by aggregating

the data into counts of each type of event at different locations. Vector data can represent the

spatial dimension of event data, for example, if we aggregate the events within (polygonal)

city boundaries, but it can also be aggregated over a regular grid across space [Atluri et al.,

2018].

2.2.2 Properties and Challenges

Some data properties are common between spatio-temporal data types. These properties

present challenges to data mining, in general, and to predictive modelling, in particular; they

also provide opportunities to improve and design methods that adequately address them.

Hamdi et al. [2021] carefully reviews this topic. We highlight a few of the most relevant data

properties and challenges:

Autocorrelation Standard PA methods tend to assume data to be i.i.d.. But observations

in spatio-temporal data are not independent; they correlate with previous and neigh-

bouring observations. Thanks to this autocorrelation, variables often present a degree

of smoothness in their changes across space and along time as there is a tendency

for values of close observations to be more similar than distant ones (e.g., surface

temperature rarely abruptly changes).

Heterogeneity and non-stationarity Spatio-temporal data often are not identically dis-

tributed either. It can simultaneously be the case that the data are autocorrelated,

but follow different distributions across space and time (e.g., the processes that govern

traffic on a busy street during the week may differ from those in a suburb on the

weekend). Heterogeneities may require learning different or dynamic models.

Complex and implicit relationships Autocorrelation can be seen as an implicit depen-

dency relationship. But other complex and implicit relationships can be found between
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spatio-temporal instances. For example, a region represented by a polygon may

have a complex shape that influences how it interacts with other points or polygons

that it contains, overlaps with or touches; the distance between two points may

implicitly define them as neighbours with differing degrees of relatedness. Though

these relationships are implicit, they can still influence data behaviours.

Aggregation effects Since spatio-temporal data consist of discrete representations of often

continuous phenomena, the way we aggregate data may influence their behaviour.

Results may vary depending on scale – consider the different temperature change

patterns found within the day versus along the year; and zoning decisions – consider

how gerrymandering may influence election results by manipulating the boundaries of

electoral districts, aggregating votes across space differently.

2.3 Spatio-temporal Forecasting

Within Predictive Analytics, this thesis focuses on spatio-temporal forecasting for numerical

geo-referenced time series. In this section, we formalise the problem, and overview some

common approaches to tackle it.

2.3.1 Problem Definition

Spatio-temporal forecasting aims at predicting the future values of a target variable at a given

location. Consider a set of locations L = {l1, · · · , ln}, a set of time-stamps T = {t1, · · · , tm},
and a set of observations

D = {{y1,1, < x1
1,1, · · · , xk1,1 >}, · · · ,

{yi,j , < x1
i,j , · · · , xki,j > }}

j∈{1,2,··· ,n}
i∈{1,2,··· ,m},

where yi,j and xki,j correspond, respectively, to the values of the target variable Y and

predictors Xk, at time ti and geographical location lj . The goal is to predict the value of Y

at a location of interest, ls (s ∈ {1, 2, · · · , n}), at a future time, tf , given the observed values

yi,j and xi,j, such that tm < tf .

2.3.2 Approaches to Spatio-temporal Forecasting

As we mentioned, most traditional PA methods assume that data are i.i.d.. They also work

on a single table, therefore being categorised as propositional. Multi-relational methods try

to obtain further insight by explicitly considering the complex relationships in the data.
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Often, relational approaches simply extend a propositional approach to be able to work on

multiple tables from a relational database, keeping the single-table approach as a special

case (see Džeroski [2003]). However, both types of approaches have their advantages as well

as disadvantages.

Whether we are using a propositional or relational approach, there are several ways of

tackling the challenges that the spatio-temporal forecasting task brings, and leveraging the

contextual information of both spatial and temporal dimensions to our advantage.

Some proposals focus on adapting or combining context-aware learning models [Barber et al.,

2010, Appice et al., 2011, Pravilovic et al., 2013, Zheng et al., 2013, McGovern et al.,

2014]. Others use feature engineering to encode spatio-temporal contextual information,

while taking advantage of off-the-shelf learning algorithms [Ohashi and Torgo, 2012, Appice

et al., 2013b, Oliveira et al., 2016, Ceci et al., 2017].

The main types of existing approaches to spatio-temporal forecasting are summarised in

Table 2.1, and the main references will be described in the two following sections.

Table 2.1: Approaches to spatio-temporal forecasting

Pre-processing based
[Luk et al., 2000, Ohashi and Torgo, 2012, Ap-
pice et al., 2013b, Pravilovic and Appice, 2014,
Pravilovic et al., 2017, Ceci et al., 2017]

Combined temporal and spatial methods [Li et al., 2003, Cheng and Wang, 2008]

Propositional Integrated spatial and temporal dimensions [Pace et al., 1998, Lindström et al., 2014]

Extensions to spatial- or temporal-only methods
[Kamarianakis and Prastacos, 2005, Pravilovic
et al., 2013, Appice et al., 2011]

Deep learning
[Wang et al., 2020]1 [Liang et al., 2018, Yu et al.,
2018, Wang et al., 2018]

Relational
Graphical models

[Cano et al., 2004, Madadgar and Moradkhani,
2014, Thompson et al., 2007, Ailliot et al., 2009,
Barber et al., 2010, Piatkowski et al., 2013]

Inductive Logic Programming (ILP) based [Vaz et al., 2011, McGovern et al., 2014]

1 This work reviews deep learning approaches to spatio-temporal data mining, including predictive modelling

2.3.3 Propositional Approaches to Spatio-temporal Forecasting

Approaches to spatio-temporal forecasting can be divided into solutions based on (a) pre-

processing, (b) the combination of spatial and temporal methods, (c) the integration of the

spatial and temporal dimensions into the model, (d) the extension of spatial interpolation

or temporal forecasting methods to account for the other dimension.

2.3.3.1 Pre-processing Based

Pre-processing approaches have the advantage of letting the user apply any off-the-shelf

learning algorithm, so they can capitalize on novel, efficient learning algorithms. They



2.3. SPATIO-TEMPORAL FORECASTING 17

achieve this by (a) using lagged temporal and/or spatial inputs, or (b) computing other

spatio-temporal features.

Lagged Temporal and/or Spatial Inputs. The simplest pre-processing approach is

simply to use historical data, from the same location or from its neighbours to help predict

future values.

Luk et al. [2000] transformed rainfall data before feeding it to an Artificial Neural Network

(ANN). The rainfall values measured over the past k timestamps (the temporal lag) at M

different locations served as input to predict a vector of the future rainfall values measured

at N locations. The authors found an apparent trade-off in predictive accuracy between the

inclusion of temporal and spatial information: it was more beneficial to include a shorter

temporal lag when using more neighbouring spatial inputs.

Bilgili et al. [2007] predicted monthly average wind speed at a target location, using as inputs

to an ANN the corresponding month, and neighbouring values at locations that correlated

highly with the target. Though this solution was designed for missing data interpolation,

the authors note that the method could easily be adapted to predict future values.

Other Spatio-temporal Indicators. Some approaches consider more refined spatio-

temporal indicators. For example, Ceci et al. [2017] combined separate spatial and temporal

features designed to capture autocorrelation when predicting photovoltaic energy production.

The authors found that encoding the hour and day was enough to account for temporal

autocorrelation, while Principal Coordinates of Neighbor Matrices (PCNM) [Dray et al.,

2006] worked well as a representation of spatial autocorrelation.

Some authors calculate other indicators within neighbourhoods that can be defined using a

measure of spatio-temporal distance [Ohashi and Torgo, 2012], or following a clustering step

(e.g., [Appice et al., 2013b]).

OABG

time
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e

Figure 2.1: Spatio-temporal neighbourhoods of different sizes as defined by Ohashi and
Torgo [2012]
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Ohashi and Torgo [2012] pre-processed wind speed data to predict future wind speed values

based on historical data, using several standard regression models. The method considers

three neighbourhoods, defined by a boundary of spatio-temporal distance of increasing size

to each observation, O. The neighbourhoods resemble cones (see Figure 2.1), with a base

centered on the observation, and a spatial radius that decreases for older observations.

The computed predictors (called indicators) summarize the values within each neighbour-

hood, and include (a) lagged values from the target location, (b) the average and standard

deviation of the values within each of the neighbourhoods, (c) a weighted average of the val-

ues, where each observation’s contribution is inversely proportional to their spatio-temporal

distance to O, and (d) ratios between the indicators of successively larger neighbourhoods.

This approach inspired our work in Chapter 4, where we investigated whether gains could

be made by reversing the direction of this spatio-temporal neighbourhood, in the hopes of

capturing phenomena that “travel” through time and space differently.

Spatio-temporal Clustering Based Existing approaches using clustering for data pre-

processing follow the clustering step by (a) a standard learning technique (e.g., [Appice et al.,

2013b]), or (b) a temporal forecasting model (e.g., [Pravilovic et al., 2017]).

Spatio-temporal clustering followed by standard learning technique. Appice et al. [2013b]

computed similar indicators to Ohashi and Torgo [2012], and also followed the pre-processing

step by a standard regression method. Instead of defining spatio-temporal neighbourhoods

based on a boundary of spatio-temporal distance, Appice et al. automatically discovered

neighbourhoods through spatio-temporal clustering. To find spatio-temporal clusters, a

spatial-aware clustering algorithm first groups together regions of similar values at each

temporal snapshot; then, locations classified into the same sequence of spatial clusters over

a temporal window are grouped into the same neighbourhood.

A related approach, described by Appice et al. [2013a], was applied to spatio-temporal data

stream interpolation instead of forecasting. The method discovers trend clusters online, sum-

marizing observed data. In a later offline stage, inverse distance weighting helps reconstruct

observed data and recover missing values.

Spatio-temporal clustering followed by temporal forecasting technique. The method proposed

by Pravilovic and Appice [2014] uses a spatio-temporal k-means to cluster temporally similar

time series from nearby locations. Then, an algorithm selects Auto-Regressive Integrated

Moving Average (ARIMA) model parameters that provide the best fit for all time series

in each cluster. Finally, ARIMA models fitted to each time series, using the parameters

determined for their cluster, can produce accurate forecasts.

Pravilovic et al. [2017] also included a spatio-temporal clustering step to define neighbour-

hoods, but the authors post-process the summary statistics using Principal Component
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Analysis (PCA) to remove collinearity before modelling the data. Instead of training a

global standard regression model, they learn a local vector autoregression (VAR) model for

the resulting multi-variate time series at each location.

2.3.3.2 Combined Temporal and Spatial Methods

These approaches build pipelines combining methods designed for temporal forecasting, like

the ARIMA models, with spatial prediction methods. An example is the work of Li et al.

[2003] who proposed a framework to predict water flow rate comprising three steps. First,

build a time series model of the data at each location to produce temporal forecasts. Then,

train an ANN to learn spatial correlations between locations, and feed the trained network

with the temporal forecasts of neighbouring locations to produce a spatially-influenced

forecast for the target location. Finally, combine the temporal forecast with the spatially-

influenced forecast through regression to obtain a final forecast for the target location. Cheng

and Wang [2008] substituted the static feed-forward ANN in this framework by a dynamic

recurrent one with feedback connections to predict wildfire area.

2.3.3.3 Integrated Spatial and Temporal Dimensions

Some authors more explicitly integrate the spatial and temporal dimensions in their models.

Pace et al. [1998] presented a parsimonious model to estimate housing prices which improved

on the traditional hedonic pricing model with indicator variables. The proposed method

generalized the traditional auto-regressive error model to explicitly account for dependence

in both time and space.

Lindström et al. [2014] extended previous work on air pollution forecasting [Szpiro et al.,

2010] to include spatio-temporal covariates, such as the output of a deterministic point-

prediction air pollution model. The authors’ proposed method can also include geographic

covariates, and it was implemented in an R package [Lindström et al., 2013].

2.3.3.4 Extension of Spatial- or Temporal-Only Methods.

Instead of combining methods in a pipeline, some choose to extend methods designed for

temporal or spatial data and extend them to also consider the other dimension.

Kamarianakis and Prastacos [2005] and Pravilovic et al. [2013] proposed different extensions

of the ARIMA model, a time series forecasting technique, to account for spatial information.

Meanwhile, Appice et al. [2011] proposed an extension of Geographically Weighted Regres-

sion (GWR), a spatial interpolation technique, so that it is able to transfer knowledge across

time.
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2.3.3.5 Deep Learning

Deep learning has gained attention over the last several years. Many approaches to spatio-

temporal data mining, including predictive modelling, have been proposed (e.g., [Liang et al.,

2018, Yu et al., 2018, Wang et al., 2018]). Wang et al. [2020] reviews the most important

works in the field. The authors separate between methods designed to work on what we

defined as spatial time series versus raster time series.

2.3.4 Relational Approaches to Spatio-temporal Forecasting

We divide relational approaches to spatio-temporal forecasting into (a) graphical models,

and (b) ILP based solutions.

2.3.4.1 Graphical Models.

We categorize graphical models into Bayesian Networks (BNs), Hidden Markov Models

(HMMs), and Markov Random Fields (MRFs).

Bayesian Networks. Probabilistic methods such as BNs have the advantage of pro-

ducing probability estimates for their forecasts. Examples using BNs for spatio-temporal

forecasting include the works by Cano et al. [2004] and Madadgar and Moradkhani [2014].

Cano et al. [2004] introduced a local learning algorithm that leverages the spatial dependen-

cies in meteorological data to reduce the complexity of the search process in a “score and

search” BN learning method; thus, reducing computing time.

Madadgar and Moradkhani [2014] used BNs to forecast future drought conditions within a

river basin, given historical runoff data. The authors used copula functions to simplify the

complex conditional probability density function estimation problem.

Hidden Markov Models (HMMs). Thompson et al. [2007] generalized a multisite

daily rainfall generation model, reformulating it using a HMM. The proposal introduces an

extra variable describing a local “weather type” at each location, modelling the data using

separate HMMs, but capturing spatial dependence using copulas. Applying the general

model to real data produced reasonable results, but the lower levels of spatial correlation in

the model’s predictions show that its spatial dependence model could still be improved.

Ailliot et al. [2009] later proposed a method that modelled rainfall data using a hidden

“regional” weather type, common to all locations, to capture temporal dependence in the

data via a HMM. Then, conditional on weather type, censored, power transformed, Gaussian
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distributions model the spatial dependence. This proposal better captured the spatial

dependence of the data, but could not capture local dynamics of rainfall as accurately.

Barber et al. [2010] proposed a missing data tolerant approximate inference method for Auto-

Regressive Hidden Markov Model (AR-HMM), built to produce short-term wind forecasts.

Markov Random Fields (MRFs). Similar to BNs, MRFs are graphical probabilistic

models that can naturally represent complex spatial and temporal dependencies in data.

But these models can be computationally costly.

Piatkowski et al. [2013] focused on efficiency and scalability when designing Spatio-Temporal

Random Fields (STRFs), a model based on MRFs. Their proposal included an optimization

algorithm that can be run in parallel, and a novel parametrization method that reduces

storage space requirements.

2.3.4.2 Inductive Logic Programming (ILP) Based

ILP allows for explicit modelling of relationships between entities in the data, e.g., encoding

neighbouring relationships between locations as background knowledge.

In our previous work [Oliveira et al., 2016], we used ILP as a pre-processing step to extract

propositional features, so we could apply standard propositional regression algorithms to

predict yearly burn fractions (due to wildfires) of Portuguese civil parishes. We will mention

this work again in Section 2.4 as it tackled forecasting under imbalanced domains. The ap-

proach was not completely relational, as the final predictions were produced by propositional

methods.

Previously, Vaz et al. [2011] had used an ILP system paired with a logic-based spatial

database to predict fire occurrence. The approach dynamically explores spatial predicates

during the ILP search process, reducing computational costs.

McGovern et al. [2014] presented improved versions of their previously proposed spatio-

temporal relational probability tree and the spatio-temporal relational random forest, using

them to predict hazardous weather events.

2.4 Spatio-Temporal Forecasting with Imbalanced Domains

The problem of imbalanced domains is common to both classification and regression, but

much more attention has been paid to solving the problem in classification. Branco et al.

[2016b] thoroughly review the state of the art for both imbalanced classification and re-

gression. In this thesis, we focus on numerical problems, so in this section we will define
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the imbalanced regression problem in a spatio-temporal setting, provide a brief overview

of methods used to solve it in general, and discuss methods previously used specifically in

spatio-temporal settings.

2.4.1 Problem Definition

A spatio-temporal forecasting task can be said to be imbalanced when certain ranges of values

in the target variable Y are more important to the end-user, but severely under-represented

in the training data, e.g. predicting extreme levels of pollution.

The representation bias (imbalance) in the data often leads models to optimize the prediction

of values around the central tendencies of the distribution, and to the detriment of accurate

predictions of extreme values [Moniz et al., 2017b]. Given that events with extreme values

often represent situations of high importance and interest to the end-users, our objective is

improving the predictive ability on such cases.

To formalise the prediction task, we need to specify what is meant by “highly important”

values of the target variable. In this thesis, we resort to the work by Torgo & Ribeiro [Torgo

and Ribeiro, 2007, Ribeiro, 2011]. The authors use a relevance function to map the domain

of the target continuous variable into a [0, 1] scale of relevance, i.e. φ(Y ) : Y → [0, 1]. This

notion of a relevance function will be particularly important in Chapter 5, where we propose

methods to improve extreme case prediction in spatio-temporal forecasting.

When possible, an expert can determine which ranges of the target variable hold special

interest based on their knowledge of the domain. But human experts may be unavailable,

and automatically deriving a relevance function becomes necessary. Ribeiro [2011] proposed

an automated approach to define the relevance function using box plot statistics. The

approach attributes the maximum relevance of 1 to outlier values according to box plot

statistics (either extreme high or low), and the minimum relevance of 0 to the target’s

median value. Then, the relevance of the remaining values is interpolated using a piecewise

cubic Hermite interpolation polynomials [Dougherty et al., 1989] (pchip) algorithm.

Finally, the user needs to define a relevance threshold, tR, above which the cases are

considered to be extreme. This leads to the formalisation of two subsets of the data set,

containing the cases with normal and extreme values, respectively: DN = {〈x, y〉 ∈ D :

φ(y) < tR} and DR = {〈x, y〉 ∈ D : φ(y) ≥ tR}, where |DR| � |DN |. Despite this, the

threshold does not serve the purpose of discretisation. It instead allows the authors to

propose specialised pre-processing methods, which we will discuss in the next section, and

define regression metrics that take into account the predictions’ numerical error and not

merely their presence in either DN or DR, which we present in Section 2.5.2.2.
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2.4.2 Approaches to Imbalanced Regression

An abundance of strategies to deal with imbalanced domains exist, although many of them

are geared towards classification. In their survey, Branco et al. [2016b] divided modelling

strategies to address imbalanced tasks into four general categories: data pre-processing,

special-purpose learning algorithms, prediction post-processing, and hybrid methods.

Data pre-processing strategies have the advantage of allowing practitioners to apply any

state-of-the-art algorithm to the transformed data, directly benefiting from any advance-

ments in modelling algorithms. Branco et al. [2016b] groups pre-processing approaches into

three subcategories: resampling, active learning, and weighing the data space.

Active learning requires actively selecting the best samples to learn the model, and weighting

the data space requires information about the model’s misclassification costs. Resampling

simply changes the data distribution to force the learner to focus on the least represented

cases, but it has proven effective in the classification of rare cases in many imbalanced

domains [Sun et al., 2009]. Resampling has long been used to help detect oil spills [Kubat

et al., 1998, Chawla et al., 2002], network intrusions [Cieslak et al., 2006], or machine and

software failures [Kamei et al., 2007, Bennin et al., 2016]), sort texts [Estabrooks et al., 2004,

Moreo et al., 2016], diagnose disease [Mazurowski et al., 2008, Fotouhi et al., 2019], predict

bankruptcy and analyse financial data [Zhou, 2013, Le et al., 2018].

Random under-sampling and random over-sampling are two of the simplest existing resam-

pling strategies. In a two-class problem, random under-sampling removes a random set of

majority class cases from the training data, while random over-sampling adds a random set

of replicas of minority class cases to the data. These methods can remove useful examples or

exacerbate over-fitting, respectively. In both cases the ideal target distribution might not be

easy to determine. However, these have still proven to be efficient methods of dealing with

the imbalance problem [Batuwita and Palade, 2010, Fernández et al., 2008]. Gaussian noise

can be added to the rare case replicas during oversampling to prevent model overfitting [Lee,

1999].

In 2013, Torgo et al. extended some common imbalanced learning strategies to numerical

prediction for the first time. The techniques work by choosing a relevance function and

threshold, as we presented in the previous section, to define the pools from which to randomly

select the observations that will be added or removed from the data. Later, Branco et al.

[2016a] adapted random over-sampling with added Gaussian noise from classification to

regression as well.

Even though more informed methods exist, resampling still works well enough by selecting

the observations to add or remove from the data set randomly. However, as we will see,

there may be benefits in introducing a bias to the sampling process.
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2.4.3 Approaches to Imbalanced Spatio-Temporal Forecasting

Although the relevance of forecasting rare cases or extreme values in spatio-temporal data is

considerable [Yang, 2006], only a small fraction of the body of work specifically tackles

imbalanced problems [Zheng et al., 2013, McGovern et al., 2014, Oliveira et al., 2016].

Moreover, as we mentioned above, the great majority of work on this topic addresses the

prediction of rare cases in classification tasks [Zheng et al., 2013, McGovern et al., 2014]. We

will highlight our previous work [Oliveira et al., 2016] and the work of Moniz et al. [2017a],

tackling numerical prediction of extreme values.

In our previous work [Oliveira et al., 2016], we applied a pre-processing approach to the

prediction of areas burnt by wildfires. As mentioned in Section ??, we used ILP to extract

features encoding spatio-temporal information from the data set. We then used random

resampling to improve the predictions of extreme values produced by standard regression

algorithms. While the feature engineering step took into account the spatio-temporal context

of the problem, the random resampling strategy employed ignored it.

In the work of Moniz et al. [2017a], the authors proposed resampling strategies designed

specifically to address imbalanced time series forecasting tasks. They incorporated into

random resampling a vector weighting observations according to the relevance of each case

and their recency. The focus of this work was solely on the temporal dimension of the data,

but it inspired our proposal in Chapter 5, which will take into account both the temporal

and spatial dimensions of geo-referenced time series.

2.5 Estimating Performance

As we have seen so far in this chapter, researchers have designed many predictive solutions

for geo-referenced time series data. We must assess their effectiveness properly before we

decide on which predictive strategy to deploy in a certain application.

An evaluation framework should be able to accurately estimate the performance a predic-

tive approach would have on unseen data. When evaluating a solution, we should select:

(a) evaluation metrics that fit the application’s goals; and (b) an evaluation method that

can estimate them accurately, making the best use of available data.

Some of the most common methods in predictive analytics, such as cross-validation, assume

that observations are independent and identically distributed [Arlot and Celisse, 2010]. The

dependency between observations in spatio-temporal data can, therefore, negatively impact

the accuracy of these evaluation methods.

Evaluation metrics face other issues. Some of the most widely used metrics evaluate perfor-

mance based on an approach’s average behaviour. This can become a problem when distribu-
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tions are imbalanced and we are especially interested in accurately predicting rare or extreme

values. In that case, we should evaluate approaches using alternative metrics [Branco et al.,

2016b].

In this section, we start by exploring existing evaluation methods; then, we briefly discuss

appropriate evaluation metrics for different scenarios.

2.5.1 Evaluation Methods

An evaluation method needs to estimate how a model would perform on unseen data. This

can be accomplished by following these common steps: (1) divide the available data into

training and test sets; (2) build a model based on the training data; (3) use the model to

make predictions about the test set; and (4) calculate performance metrics, comparing the

predictions to the real observations in the test set. If using more than one test set, then we

can estimate the loss by aggregating multiple estimates, e.g., by averaging them.

When the methodology aims to both select an approach and estimate its performance,

the evaluation methods should ideally be nested [Krstajic et al., 2014]. That is, an internal

evaluation method, only having access to the external training set, estimates the performance

of a set of candidate models; then, based on the internal estimates, the best model is selected,

and the external evaluation method estimates its performance. If there are multiple training

and test sets, the process can be repeated for each external test set. The internal and

external evaluation methods may be the same, or they can differ. If the candidate models

use the same algorithm but different hyper-parameters, we can call this methodology internal

parameter tuning. Some authors find using nested CV to tune hyper-parameters and select

a model to be overzealous in most applications [Wainer and Cawley, 2021].

We start by discussing general methods used in Predictive Analytics, but move on to discuss

methods designed for time series, spatial data and, finally, for geo-referenced time series.

2.5.1.1 General Methods

Generally we can think of evaluation methods as belonging to one of two classes: out-

of-sample (OOS) estimation and cross-validation (CV) strategies. We use CV to refer to

methods that use each subset in a data partition as a test set at least once [Arlot and Celisse,

2010]. We use OOS to refer to other methods that hold out observations for validation,

including hold-out and prequential methods [Cerqueira et al., 2017].

Out-of-sample (OOS) methods. The simplest of OOS estimators is hold-out vali-

dation. It splits the data into two complementary sets: a training set, and a testing (or

validation) set. An algorithm builds a model based on the data from the training set, and
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its loss is estimated on the held out, “unseen” data from the test set [Devroye and Wagner,

1979]. We can repeat the process several times, dividing the data randomly each time, and

average the results to obtain a more robust estimate. Repeated holdout is sometimes called

random subsampling [Kohavi, 1995].

If nesting hold-out methods, it is common to call the internal test set, used to select an

approach, the “validation set”; and the external test set, used to estimate the selected

approach’s performance, the “test set”.

Cross-validation (CV) methods. CV splits the data into several similarly sized sets,

then uses each set to test a model trained on the remaining data. Averaging the loss across

the test sets leads to a final estimate [Stone, 1974]. Arlot and Celisse [2010] review the

statistical properties of several CV methods, and their role in model selection.

Data splitting in CV may be exhaustive or partial. Partial splitting is often more computa-

tionally viable. We highlight a classic example of each type:

Leave-one-out cross-validation (LOOCV) uses exhaustive splitting. Each observation

successively plays the role of test set, with the remaining observations used for training

the model.

K-fold CV uses partial splitting. First, it partitions the data into K subsets of approxi-

mately the same size (called folds or blocks). Then, it uses each subset to test a model

that was trained on the remaining K − 1 folds [Geisser, 1975]. It is common practice

to randomly shuffle the data before partitioning.

As we discussed in Section 2.2.2, spatio-temporal data often shows autocorrelation. But

standard CV methods, such as K-fold CV, require data to be i.i.d., ensuring independence

between the training and test sets. Otherwise, the methods may be overly optimistic when

estimating the error a model will incur when presented with previously unseen data, which

can cause models to overfit and generalize poorly [Roberts et al., 2017]. More than one study

has shown how CV overfits the choices of bandwidth for a kernel estimator in regression

[Opsomer et al., 2001, Diggle et al., 2002].

Some CV variants have been proposed specifically for dependent data. Though most seem

geared toward time series [Chu and Marron, 1991, Burman et al., 1994, Racine, 2000],

methods specifically for spatio-temporal data also exist [Meyer et al., 2018]. Next, we

present methods designed specifically for data with temporal, spatial and spatio-temporal

dependence.
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2.5.1.2 Methods for Temporal Dependence

Once the temporal dimension is involved, we restrict OOS methods to refer to methods

that inherently respect the temporal order of the data, training models using historical data

and testing on more recent data. These approaches are sometimes also called “last-block”

methods [Bergmeir and Beńıtez, 2012].

OOS methods in time series must choose a split point to divide the data between training

and testing. Instead of using the whole data to estimate error, they may only train and test

the models over a certain window of time. In that case, they must also choose the window

size, and whether it slides or grows as time progresses. We mention two approaches:

Repeated time-wise holdout Tashman [2000] recommends practitioners to repeat hold-

out methods over different periods of time to obtain more robust estimates. The

selection of split points for each repetition of time-wise holdout may be randomized,

with a window of preceding observations used for training and a fraction of the following

instances used for testing. Training and test sets may potentially overlap across

repetitions, similarly to random sub-sampling. These are also referred to as Monte

Carlo experiments [Torgo, 2016];

Prequential evaluation (or interleaved-test-then-train evaluation) is often used in data

stream mining. Each observation (or block of non-overlapping observations) is first

used to test and then to train the model [Modha and Masry, 1998] in a sequential

manner. The term prequential usually refers to the case where the training window is

growing, i.e., a block of observations that is used for testing in one iteration will be

merged with all previous blocks and used for training in the next iteration.

We highlight four alternatives to standard CV proposed for time series:

Modified CV (or non-dependent CV [Bergmeir and Beńıtez, 2012]) Similar to K-fold CV,

except that l observations preceding and following the observation(s) in the test set are

discarded from the training set after shuffling and fold assignment [Chu and Marron,

1991] Bergmeir and Beńıtez [2012] refer to it as non-dependent CV;

Block CV A method similar to K-fold CV where each fold is a sequential, non-interrupted

time series [Snijders, 1988], instead of each fold containing a random subset of obser-

vations;

h-block CV Based on LOOCV, except it removes h observations preceding and following

the observation in the test set from the training set [Burman et al., 1994];

hv-block CV A modification of h-block CV that tests the models on a block of v obser-

vations preceding and following each observation, instead of single observations. This
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causes test sets to overlap, which is uncommon in CV. It still removes h observations

from the training set, before and after each testing block [Racine, 2000].

The test sets in all types of block-CV consist of either single observations, or sequences

of non-interrupted observations. In contrast, a fold in modified CV will almost certainly

include non-sequential observations. If K is set to the number of observations, modified CV

is equivalent to h-block CV as long as l = h.

Whether we should use blocked CV or an OOS method to evaluate time series models is a

contested issue. Bergmeir et al. found non-buffered blocked CV preferable to OOS methods,

based on synthetic [Bergmeir and Beńıtez, 2011] and real-world experiments [Bergmeir and

Beńıtez, 2012, Bergmeir et al., 2014]. Bergmeir et al. [2018] especially argued its benefits for

small time series, but Cerqueira [2019] found no evidence of this in their experiments.

Cerqueira et al. [2017] agree that CV may work well on synthetic, stationary time series,

but argue that OOS methods like repeated time-wise holdout estimate error better in real-

world scenarios, regardless of stationarity. Mozetič et al. [2018] corroborated the notion

that respecting the temporal ordering of data is important, but they did not test repeated

holdout.

Later, Bergmeir et al. [2018] proved a theorem showing that standard CV estimates error

better than holdout, as long as (a) the data is generated by a stationary non-linear auto-

regressive process, and (b) the model properly fits it (i.e., errors must be serially uncorre-

lated); they back this hypothesis using one real-world example.

2.5.1.3 Methods for Spatial Dependence

A major change when switching from temporal dependence to spatial dependence is that

there is not a clear unidirectional ordering of data in 2D- or 3D- space as there is in

time. This precludes adapting prequential evaluation strategies to the spatial domain, but

other strategies can be easily adapted. CV methods are widely used to evaluate spatial

data models. We highlight two categories of CV variants that aim at minimizing spatial

dependence between training and testing.

Block CV As in the temporal case, blocks can be designed to include neighbouring ge-

ographic points, forcing testing on more spatially distant observations, and thus de-

creasing spatial dependence and mitigating error under-estimation error [Trachsel and

Telford, 2016]. Roberts et al. [2017] highlight three ways of grouping observations

into folds: (a) systematic, assigning observations following a pattern across space

(e.g., a checkered pattern); (b) contiguous, allocating to the same fold neighbouring

observations in contiguous blocks; and (c) optimized random, assigning observations
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randomly, but choosing the final assignment so that it minimises dissimiliarity between

folds;

Buffered CV Buffered CV is a general term commonly used to refer to methods that

would correspond to h-block or hv-block CV in the spatial domain, where a geographic

vicinity of the testing block is removed from the training set to create a “buffer”

breaking the dependence between training and testing sets.

Roberts et al. [2017] empirically tested the validity of some of these methods following a

different experimental design from the empirical studies on time series. Where Bergmeir

and Beńıtez [2012] used the results on previously withheld data containing the most recent

observations as the “gold standard” error against which error estimates could be compared,

Roberts et al. defined that “gold standard” as the average error incurred by predicting onto

independent runs of their synthetic data generation process, which simulated artificial species

abundances data that depended on spatially autocorrelated “environmental” variables.

Roberts et al. found the best estimator to be block CV with a block size substantially larger

than residual autocorrelation, and “buffered” LOOCV, a spatial version of h-block CV, with

h equivalent to the distance at which residual autocorrelation is zero.

In this thesis, we work on the forecasting problem, and thus expect that our models might

have to extrapolate in their predictions. However, if models are only meant to interpo-

late, Roberts et al. [2017] recommend that blocks should be no larger than necessary, but

models should be trained with as much data as possible, and predictors should be equally

represented across blocks or folds. Conservatively large blocks help avoid overly optimistic

error estimates, but increase the probability that models will be forced to extrapolate. They

suggest the “optimised random” or systematic (patterned) assignment of blocks to folds to

minimise the need for extrapolating.

2.5.1.4 Methods for Spatio-Temporal Dependence

To evaluate predictive modelling approaches to spatio-temporal forecasting, authors often

resort to one of the methods described in previous sections, effectively treating the data as

if it was spatial-only (e.g., [Haberlandt, 2007]) or temporal-only (e.g., [Appice et al., 2013b,

Ceci et al., 2017]). Others may treat the problem mostly from a temporal perspective, but

break down the results across space (e.g., [Ohashi and Torgo, 2012]), or vice-versa (e.g.,

[Carroll and Cressie, 1997]), without the evaluation method itself being specifically designed

to accommodate this.

Recent work by Meyer et al. [2018] highlights how, for spatio-temporal interpolation prob-

lems, the results of conventional CV differ from what they call “target-oriented” CV –

versions of CV that address the temporal, spatial or both dimensions, namely, leave-location-
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out (LLO), leave-time-out (LTO) and leave-location-and-time-out (LLTO), which work as

their name suggests. The authors attribute the lower error estimated by standard CV to

spatio-temporal over-fitting of the models, and propose a forward feature selection method

to improve data interpolation.

Roberts et al. [2017] did not experiment on spatio-temporal data, but the authors mention

that data often shows dependencies in both time and space and provide a general guide to

blocking CV. They recommend a five-step workflow: (1) assess dependence structures in the

data; (2) determine prediction objectives; (3) block according to objectives and structure;

(4) perform CV; and (5) make “final” predictions. The different objectives may be, for

example, interpolating data within well-known regions, or extrapolating data to previously

unseen locations with different underlying characteristics.

It is worth exploring solutions that consider autocorrelation along the temporal, spatial

or both dimensions, but the optimal strategy may indeed depend on the modelling goal.

Here, we must once again distinguish between spatio-temporal interpolation and forecasting

problems.

In spatio-temporal interpolation, models may not generalise well under different conditions;

the goal is moreso to be able to fill in data within well-known regions. Forecasting aims to

predict future values, perhaps including new locations, and we expect models to extrapolate

if necessary. We depart from the work by Meyer et al. [2018] as we focus on forecasting

where they focused on interpolation. Even after that is established, the best evaluation

method might still depend on whether the goal is to predict future values in known locations

or previously unseen locations.

2.5.2 Performance Metrics

Most metrics designed to measure performance in regression tasks focus on the average loss.

We need alternative metrics if our target domain follows an imbalanced distribution, and we

consider the rare and extreme cases to be highly relevant, and hope to predict them with

increased accuracy [Branco et al., 2016b]. In classification, metrics that can deal with the

imbalanced problem are already standard, and some have inspired solutions for regression.

In the next sections, we introduce classification metrics to provide context for the regression

metrics we will use throughout the thesis.

2.5.2.1 Classification Metrics

Consider a two-class problem, with a positive (or minority) class and a negative class.

Though the positive class appears less frequently, it is no less important than the negative

class. The confusion matrix of a classifier (see Table 2.2) shows the number of cases correctly
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classified as True Positives (TP) and True Negatives (TN). The wrongly classified instances

are reported as False Positives (FP), also called Type I errors, and False Negatives (FN),

also called Type II errors.

Table 2.2: Confusion matrix for a two-class classification problem

Predicted

Positive Negative

True
Positive TP FN
Negative FP TN

Accuracy (Equation 2.1) is one of the most frequently used metrics in classification that

can be extracted from this matrix, but it fails to capture the usefulness of a solution under

imbalanced domains.

accuracy =
TP + TN

TP + TN + FP + FN
(2.1)

The less frequent, minority class influences accuracy less, making it an inappropriate metric

to evaluate predictive methods under imbalanced domains. An alternative to this metric

is the well-known precision-recall framework [Davis and Goadrich, 2006] (see Equations 2.2

and 2.3).

precision (positive predictive value) =
TP

TP + FP
(2.2)

recall (true positive rate, sensitivity or hit rate) =
TP

TP + FN
(2.3)

There is a trade-off between the two measures and monitoring them simultaneously is

impractical. The Fβ-measure or Fβ-score, based on Van Rijsbergen [1979]’s effectiveness

measure, combines both these metrics through a harmonic mean, attaching β times as much

importance to recall as precision (see Equation 2.4).

Fβ =
(1 + β)2 · precision · recall

(β2 · precision) + recall
(2.4)

This precision-recall framework will be the basis for the regression metrics we present on the

next section, and use to evaluate our proposals in Chapter 5.
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2.5.2.2 Regression Metrics

Standard metrics for regression include Mean Squared Error (MSE) and Mean Absolute

Error (MAE), sometimes called Mean Absolute Deviation (MAD), defined in Equations 2.5

and 2.6, where yi is the ground truth, and ŷi the model’s prediction.

MSE =
1

n

n∑
i=1

(yi − ŷi)2 (2.5)

MAE =
1

n

n∑
i=1

|yi − ŷi| (2.6)

These metrics can be designed to integrate context about the range of target values, and

facilitate comparisons between results on different data. We will see two alternative defi-

nitions for the MAE, both sometimes called Normalized Mean Absolute Error (NMAE).

The error can be normalised by the mean target value in the test set (Equation 2.7). We

can normalize it instead by the error that would be incurred by a naive forecaster, e.g., a

forecaster that always predicts the mean value in the training set, ȳ (Equation 2.8) – also

called Relative Absolute Error (RAE).

NMAE =
1
n

∑n
i=1 |yi − ŷi|

1
n

∑n
i=1 yi

(2.7)

NMAE (or RAE) =
1
n

∑n
i=1 |yi − ŷi|

1
n

∑n
i=1 |yi − ȳ|

(2.8)

Equation 2.9 presents a third alternative, called Mean Absolute Percentage Error (MAPE).

The small difference between Equation 2.9 and 2.7 means that MAPE will be more sensitive

to outliers, but it cannot compute error when the true values are zero, and it values negative

errors more than positive errors.

MAPE =
1

n

n∑
i=1

∣∣∣∣yi − ŷiyi

∣∣∣∣ (2.9)

As in classification, these metrics are inadequate when dealing with imbalanced domains

given the considerable representation bias between cases with values around the central

tendency of the distribution and those with extreme values. These standard, average-based

metrics will lead to models optimizating to reduce the models’ error on the average case.

One possible solution is to use the Receiver Operating Characteristic for Regression (RROC)

[Hernández-Orallo, 2013]. The curve plots the total under-estimation against the total over-
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estimation. The Area Over the Curve (AOC) corresponds to the error variance.

Another option would be the Regression Error Characteristic (REC) curves [Bi and Bennett,

2003] that plot the accuracy against the error tolerance of a regression function. Error

tolerance is defined as the percentage of points predicted within a certain tolerance ε. In

this case, the AOC corresponds to a biased estimate of the expected error.

Torgo [2005] proposed Regression Error Characteristic Surfaces (RECS), which add an

extra dimension to the REC to represent the cumulative distribution of the target variable.

This shows the error’s behaviour across different ranges of the target variable domain –

particularly important if we expect lower errors within specific ranges of the target domain.

Torgo and Ribeiro [2007] and Ribeiro [2011] introduced the concept of the precision-recall

evaluation framework into the context of utility-based regression. Utility is commonly

defined as a function combining positive benefits and negative benefits (costs). The authors’

proposed utility score considers two factors: (a) the relevance of the true, y, and predicted

values, ŷ, given a user-specified continuous relevance function φ, mapping the target variable

domain into relevance values within [0,1], and (b) the magnitude of the predictive error, given

by a standard loss function and bounded by a maximum admissible loss threshold. Perfect

predictions receive non-negative utility, with no costs and benefits equal to the predicted

values’ relevance. When predictions incur in some error, utility takes into account their

magnitude: predictions reasonably close to the true values have non-negative utility; but, as

the difference between predicted and true values increases, utility becomes negative, tending

to −1. Equation 2.10 defines utility [Ribeiro, 2011],

Upφ(ŷ, y) = Bφ(ŷ, y)− Cpφ(ŷ, y) = φ(y) · (1− ΓB(ŷ, y))− φp(ŷ, y) · ΓC(ŷ, y) (2.10)

where φp is the joint relevance function, i.e., a weighted average of the relevance values of y

and ŷ where the penalisation factor p is the weight of the former, and ΓB and ΓC are bounded

loss functions in the scale [0,1], with respect to benefit and cost threshold functions.

Based on previous work by Torgo and Ribeiro [2009] and Ribeiro [2011], Branco [2014]

proposed the measures of precision and recall for regression defined by Equations 2.11

and 2.12.

precisionφu =

∑
φ(ŷi)>tR

(1 + u(ŷi, yi))∑
φ(ŷi)>tR

(1 + φ(ŷi))
(2.11)

recallφu =

∑
φ(yi)>tR

(1 + u(ŷi, yi))∑
φ(yi)>tR

(1 + φ(yi))
(2.12)
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These metrics can be simplified further [Moniz et al., 2019] to match the definitions in

Equations 2.13 and 2.14,

precuφ =

∑
φ(ŷi)≥tR,φ(yi)≥tR

(1 + u(ŷi, yi))∑
φ(ŷi)≥tR

(1 + φ(ŷi))
(2.13)

recuφ =

∑
φ(ŷi)≥tR,φ(y)≥tR

(1 + u(ŷi, yi))∑
φ(yi)≥tR

(1 + φ(yi))
(2.14)

where φ(yi) and φ(ŷi) is the relevance associated with the true value yi and predicted value

ŷi, respectively; tR is a user-defined relevance threshold, above which cases are signalled as

highly relevant for the user, and u(ŷi, yi) is the utility of making the prediction ŷi for the

true value yi, normalized to [−1, 1].

Like in classification, the utility-based F-Score metric F uβ combines both precision (precuφ)

and recall (recuφ) with a harmonic mean. We will evaluate our proposals in Chapter 5

using the F uβ -score based on the simplified definitions of utility-based precision and recall in

Equations 2.13 and 2.14. We should stress that, unlike the traditional F-Score metric used

in classification tasks, this formulation of the utility-based F-Score is based on the analysis

of numerical prediction errors, and not exclusively on whether they were classified into the

right “bin” above or below the relevance threshold.

More recently, Ribeiro and Moniz [2020] proposed a new metric, Squared Error-Relevance

Area (SERA), which does not require setting a relevance threshold.

2.6 Summary

Spatio-temporal data describe many real-world phenomena. We categorize them into five

types: event data, trajectories, point reference data, geo-referenced time series, and time-

evolving network data. Data can sometimes be converted into a different type. In this thesis,

we focus on geo-referenced time series where numeric variables are measured at regular

intervals over a set of fixed locations (e.g., weather stations measuring temperature every

hour).

Predictive Analytics (PA) can be used to predict future values at multiple locations – a task

called spatio-temporal forecasting. However, PA approaches and the performance estimation

methods used to assess them face issues due to the data properties of spatio-temporal data.

Most methods assume data to be i.i.d., but spatio-temporal data are often autocorrelated.

Other challenges arise from potential heterogeneities and non-stationarities in the data, the
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complex and implicit relationships between data instances, and scale and zoning effects.

Methods designed to tackle spatio-temporal forecasting can be divided between propositional

approaches, working on a single table, and relational approaches, that can work on multiple,

related tables. Propositional approaches can roughly be divided into the following categories:

pre-processing based approaches (including methods using spatio-temporal clustering), com-

bined temporal and spatial methods, approaches that integrate the spatial and temporal

dimensions, methods that extend spatial or temporal-only methods, and deep learning.

Relational approaches can broadly be categorised into graphical models, and ILP based

methods. Pre-processing approaches have the advantage of allowing the use of any regression

algorithm to learn a model and make predictions.

If the target variable follows an imbalanced distribution and the extreme cases are important

to the user, we face an imbalanced spatio-temporal forecasting problem. Methods to deal

with the imbalance problem can be divided into four categoories: data pre-processing,

special-purpose learning algorithms, prediction post-processing, and hybrid methods. Ran-

dom resampling strategies are simple, yet effective data pre-processing methods that allow

the user to use any off-the-self regression algorithm to learn a model of the data that will

focus on predicting rare and extreme cases.
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Chapter 3

Evaluating Spatio-temporal

Forecasting

3.1 Introduction

Widespread sensor networks generate ever-larger quantities of geo-referenced time series

data. Machine learning models can leverage these data and help guide decisions with real-

world impact: monitoring air and water quality [Liang et al., 2018], predicting photovoltaic

energy production [Ceci et al., 2017]. Forecasting models must accurately predict future

numeric values at multiple geographical locations, but their predictive ability can only

improve if we can trust our projections of their performance on unseen data.

Performance estimation has two main functions: (a) to help analysts select the best possible

forecaster; and (b) to provide end-users with reliable estimates of its future performance.

Adequate performance estimation is only possible if we answer two questions: (a) which

metrics best serve the application’s aims, and (b) which evaluation method best exploits the

available data to estimate them accurately. This chapter will focus on the second question

in spatio-temporal forecasting.

Most evaluation methods work by (1) partitioning the data into training and test sets, then

(2) building models on the training sets, and (3) computing performance metrics’ statistics

for the test sets. Standard evaluation methods such as CV often assume independence

between observations in the training and test sets [Arlot and Celisse, 2010], but spatial and

temporal autocorrelation break this assumption, which may lead to overly optimistic loss

estimates. Several proposals for variations of CV address this issue by partitioning the data

in different ways; most specialise on time series [Chu and Marron, 1991, Burman et al., 1994,

Racine, 2000], but some work in spatio-temporal settings [Meyer et al., 2018].

Previous empirical studies on performance estimation methods for dependent data focused

37
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on either temporal [Bergmeir and Beńıtez, 2012, Bergmeir et al., 2014, Cerqueira et al., 2017,

2020, Mozetič et al., 2018] or spatial data [Roberts et al., 2017], even though Roberts et al.

do mention that spatial and temporal dependencies frequently co-exist. In 2018, Meyer et al.

compared CV methods for spatio-temporal interpolation. This study was small in scope as

it only compared three variations of CV on two data sets, so the question remained: which

evaluation methods best estimate model performance on spatio-temporal data? Our study

compares the loss estimated by over 15 different methods against the “gold standard” loss

measured in previously withheld observations on 192 artificial and 17 real-world data sets,

and using four different learning algorithms.

3.2 Materials and Methods

The different estimation methods we compared are presented in Section 3.2.1. We inves-

tigate their performance on randomly generated artificial spatio-temporal data (described

in Section 3.2.2.1) as a foundation for better understanding their properties; we then test

them in real-world case studies (described in Section 3.2.2.2). Section 3.2.3 describes the

experimental methodology we followed 1.

3.2.1 Estimation Methods

The estimators tested in this thesis included time-wise holdout methods – one-time holdout

(HO) and repeated Monte Carlo holdout (MC) –, Cross-Validation (CV), and prequential

evaluation methods (Preq).

3.2.1.1 Time-wise Holdout Methods

Time-wise holdout methods select one or several split-points across time, train a model on

older observations, and test it on more recent data.

Time-wise Holdout (H): One split-point in time is chosen, with all previous observations

used for training and the remaining used for testing (see Figure 3.1a). The split-point

is chosen accordinng to a user-selected train/test ratio;

Repeated time-wise Monte Carlo Holdout (MC): Several data-split points are ran-

domly generated; models are trained on a fixed-size window of previous observations

and tested on a fixed-size window of the following observations (see Figure 3.1b). The

window size should respect the desired train/test ratio and guarantee that enough

1All code and data necessary for replication of these experiments is freely available at https://github.

com/mrfoliveira/STEvaluation-MDPI2021.

https://github.com/mrfoliveira/STEvaluation-MDPI2021
https://github.com/mrfoliveira/STEvaluation-MDPI2021
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(a) Time-wise Holdout (H)

(b) Time-wise Monte Carlo (MC)

Figure 3.1: Time-wise holdout methods. Observations used for training in lighter lilac;
observations used for testing in dark orange. Time flows left to right

observations remain outside of the train and test windows at each iteration to make

the random generation of split points meaningful.

3.2.1.2 Cross-Validation and Prequential Methods

K-fold cross-validation methods split the data into K partitions (also called blocks, or folds),

either randomly or according to some criteria; each partition is used as a test set once to

estimate the performance of a model trained on the remaining K-1 partitions. Prequential

methods split the data according to temporal order ; each partition is used as a test set once

to estimate the performance of a model trained on those partitions that contain only older

data.

We tested variations of cross-validation with several fold-allocation criteria that do not have

a prequential equivalent:

Standard cross-validation (CV): Observations are randomly assigned to folds, irrespec-

tive of both temporal and spatial dimensions (see Figure 3.2a);

Time-sliced CV (CV-Tsl): All instances recorded at a given time (time-slices) are ran-

domly assigned to folds, ignoring the spatial dimension (see Figure 3.2b);

Spatial block CV: Locations are grouped together in folds or spatial blocks, either ran-

domly (CV-Sb), in contiguous geographic regions (CV-Sb-cont), or in a systematic,

checkered pattern (CV-Sb-sys), ignoring the temporal dimension (see Figures 3.2c, 3.2d,

and 3.2e). Spatial block CV is also referred to as “leave-location-out” CV.
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(a) Standard CV (CV)

(b) Time-sliced CV (CV-Tsl)

(c) Spatial-block CV (CV-Sb)

(d) Contiguous spatial-block CV (CV-Sb-cont)

(e) Systematic spatial-block CV (CV-Sb-sys)

Figure 3.2: Cross-validation methods without prequential equivalents. Folds used for
training in lighter lilac; folds used for testing in dark orange. Time flows left to right

When the fold allocation criteria divides time into blocks of sequential observations, it

becomes possible to use both cross-validation and prequential methods. We tested the fol-

lowing variations of cross-validation with several fold-allocation criteria and their prequential

equivalents, which respect temporal order:

Time-block CV (CV-Tb): Sequential blocks of time are assigned to each fold, ignoring

the spatial dimension. This type of CV is also referred to as “leave-time-out” CV (see

Figure 3.3a). For prequential evaluation (Preq-Tb), see Figure 3.4a;

Spatio-temporal-block CV: Time is grouped in sequential blocks and locations are si-

multaneously grouped together randomly (CV-STb), in contiguous geographic re-
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(a) Time block CV (CV-Tb)

(b) Spatio-temporal block CV (CV-STb)

(c) Spatio-temporal contiguous block CV(CV-STb-cont)

(d) Spatio-temporal systematic block CV (CV-STb-sys)

Figure 3.3: Block cross-validation methods that have prequential equivalents. Folds used for
training in lighter lilac; folds used for testing in dark orange. Time flows left to right

gions (CV-STb-cont), or in a systematic, checkered pattern (CV-STb-sys); see

Figures 3.3b, 3.3c, and 3.3d. For prequential evaluation, see Figures B.1a (Preq-

STb), B.1b (Preq-STb-cont), and B.1c (Preq-STb-sys) in the Appendix.

In prequential methods, the spatial region in the test set can optionally be removed from

the training set – we use the suffix -rmS to indicate this (see Figure 3.4d). The number

of blocks in time used for training can increase at each step in time, also called a growing

window (suffix -grW ), as in Figure 3.4a and 3.4d, or it can be fixed at a certain number,

named a sliding window (suffix -slW ), as in Figures 3.4b and 3.4c. The growing window

exploits all past data for model training, while the sliding window maintains consistency in

training size and, thus, in train/test ratio. In some domains, especially if there is concept

drift, using a sliding window to “forget” older data may benefit forecasters.
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(a) Time block prequential evaluation with growing window (Preq-Tb-grW)

(b) Time block prequential evaluation with sliding window (Preq-Tb-slW)

(c) Spatio-temporal block prequential evaluation with sliding window (Preq-STB-slW)

(d) Spatio-temporal block prequential evaluation with growing window and spatial region removal
(Preq-STb-rmS)

Figure 3.4: Variations of prequential evaluation methods. Blocks of data used for training
in lighter lilac; blocks of data used for testing in dark orange. Time flows left to right

3.2.1.3 Buffered Cross-validation

We also tested methods that remove a block of observations in the vicinity of the test set

from the training set to try to break dependence between them:

Time-, space-, and space-time-buffered CV: For each instance in the test set, removes

from training a number of past and future observations at that location and/or ob-

servations within a certain distance from the location (CV-Tbuf, CV-Sbuf, or CV-

STbuf ; see Figures 3.5a to 3.5c). This is akin to modified CV for time series, but

adapted to the spatio-temporal context;

Time-buffered temporal-, and spatio-temporal-block CV: Remove from training a

number of past and future observations around the testing block (CV-Tb-Tbuf).

This is similar to hv-block CV for time series, but while hv-block CV repeats the

method for each instance of the set, causing overlap between test sets, we only repeat

the method once for each non-overlapping block of sequential time. The same principle
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(a) Time-buffered CV (CV-Tbuf)

(b) Space-buffered CV (CV-Sbuf)

(c) Space-time-buffered CV (CV-STbuf)

(d) Leave-location-and-time-out CV (CV-mSTMbuf)

Figure 3.5: Buffered cross-validation. Folds used for training in lighter lilac; folds used for
testing in dark orange; buffer observations in white

can be applied to spatio-temporal-block CV since it also blocks data in time (CV-STb-

Tbuf);

Space-buffered spatial-block CV: Removes from training concurrent observations at lo-

cations within a pre-defined spatial distance of the testing set, whether they were

allocated randomly (CV-Sb-Sbuf), or in contiguous blocks (CV-Sb-cont-Sbuf).

This is also similar to hv-block CV, adapted to the spatial context.

Maximum space-time-buffered spatio-temporal block CV: Removes from training all

observations recorded anywhere within the time period of the test set, and all obser-

vations recorded at any time at the locations included in the test set – also called

“leave-location-and-time-out” CV (CV-STb-mSTbuf ; see Figure 3.5d).

Table 3.1 summarises the different train/test assignment criteria used for CV and prequential

evaluation methods.
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Table 3.1: Cross-validation and prequential evaluation fold assignment methods.

Type Name Time Space Acronym

Cross-validation

Standard
random

random CV • † ‡
Time-sliced all CV-Ts

Spatial block
all

random block CV-Sb •
Checkered spatial block systematic CV-Sb-sys
Contiguous spatial block contiguous CV-Sb-cont •

Time block

block

all CV-Tb †
Cross-validation & Spatio-temporal block random block CV-STb ‡

Prequential evaluation Spatio-temporal systematic block systematic CV-STb-sys
Spatio-temporal contiguous block contiguous CV-STb-cont

† Time-buffered CV variation included.
• Space-buffered CV variation included.
‡ Space-time buffered CV variation included.

3.2.2 Data Sets

This study uses both synthetic and real-world data sets. We describe both next.

3.2.2.1 Artificial Data Sets

We generated 192 artificial data sets using the stationary spatio-temporal autoregressive

moving average (STARMA) models proposed by Pfeifer and Deutsch [1980] and implemented

in the R package starma [Cheysson, 2016].

The data we generated simulates the output of a regularly spaced sensor network measuring

the values of a stationary variable at multiple fixed locations along time. Each artificial

observation depends on previous values measured at that location and at its neighbours.

STARMA models. Considering L fixed locations in space, observations of a random

variable are generated for T time periods at each location.

A STARMA(pλ1λ2...λp , qm1m2...mq) model is specified by Equation 3.1 [Pfeifer and Deutsch,

1980],

z(t) =

p∑
k=1

λk∑
i=0

φklW
(l)z(t− k)

−
q∑

k=1

mk∑
i=0

θklW
(l)ε(t− k) + ε(t)

(3.1)
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where z(t) is a L × 1 vector of observations at time t, I is the identity matrix, W (l) is a

L× L square matrix of weights where element (i, j) is only non-zero if locations i and j are

neighbours of lth order with rows summing to one, p is the autoregressive order, q is the

moving average order, λl is the spatial order of the kth autoregressive term, mk is the spatial

order of the kth moving average term, φkl and θkl are parameters, and the εl(t) are random

normal errors respecting Equations 3.2 and 3.3.

E[εl(t)] = 0 (3.2)

E[εl(t)εj(t+ s)] =

σ2 l = k, s = 0

0 otherwise
(3.3)

Non-linear versions of STAR models can be generated by applying a non-linear function f to

z(t− k) at each autoregressive step – inspired by how Bergmeir and Beńıtez [2012] obtained

non-linear autoregressive time series.

z(t) =

p∑
k=1

λk∑
l=0

φklW
(l)f(z(t− k)) + ε(t) (3.4)

We considered models where pλ1...λp = qλ1...λq , p = 0, or q = 0. We will refer to them as

follows:

STARMA(pλ1...λp) denotes a model where the autoregressive and moving average compo-

nents are of the the same order (p = q and λ1 . . . λp = m1 . . .mq);

STAR(pλ1...λp) denotes an autoregressive model (q = 0);

STMA(qm1...mq) denotes a moving average model (p = 0);

NLSTAR(pλ1...λp) denotes a non-linear autoregressive model (q = 0).

Locations were arranged on equally spaced grids; points directly above, below, and to the

right and left of a target location were considered to be first-order neighbours. To avoid

dependence on initial conditions, we discarded the first 100 values for each location; to avoid

missing data, we discarded data from outer locations in the grid. We generated data with

all combinations of parameters shown in Table 3.2.

For each model type and model order, we generated four sets of coefficients that produced

stationary models. Coefficients were randomly generated within intervals likely to respect

stationary conditions, but they were only kept if they did so; otherwise, they were discarded,

and a new set was generated until four different sets were found. To obtain the non-linear



46 CHAPTER 3. EVALUATING SPATIO-TEMPORAL FORECASTING

Table 3.2: Parameters used for artificial data sets generation. All combinations of the
following parameters were used to generate the data sets: four types of learners, two different
grid sizes, two different time series lengths, and four sets of random stationary coefficients
for each of three model orders – totalling 192 different artificial spatio-temporal data sets.
Outer locations on the grid were discarded to avoid missing data; the first 100 values in the
time series were discarded to avoid dependence on initial conditions.

Parameter Values taken during data generation

Model type STARMA (p = q), STMA, STAR, NLSTAR
Coefficient order (4 sets of each) 210, 201, 211

Grid size (before discarding) 8× 8 (10× 10), 20× 20 (22× 22)
Time series length (before discarding) 150 (250), 300 (400)

auto-regressive models (NLSTAR), we randomly selected a non-linear function from a set of

five options. Appendix A.1 goes into more detail about the data generation process.

tt - 1t - 2

(a) STAR(210)

tt - 1t - 2

(b) STAR(201)

Figure 3.6: Dependence in STAR(210) and STAR(201) data used in the experiments. Circles
represent locations; arrows show direct dependence between values for the example orange
location at different times; its first-order neighbours are shown in purple. Locations in grey
were discarded

Figure 3.6 shows examples of a STAR(210) and a STAR(201). In the case of STAR(210), a

value observed at location l and time t will depend directly on values measured at: (a) time

t− 1, at locations l and its first-degree neighbours; (b) time t− 2, at location l.

Spatio-Temporal Embedding We will be using standard off-the-shelf regression algo-

rithms for data modelling. Before the data can be fed to these algorithms, they need to

be transformed into a table where rows correspond to artificial observations and columns

contain values that can help predict them. We achieved this through a spatio-temporal

embedding that used historical data as predictors. That is, each target value generated for

location l and time t we used as predictors the values measured at: (a) the target location l

at times t−1, t−2, and t−3, and (b) its first-degree neighbours (top, bottom, left, and right)

at times t− 1 and t− 2. If we used the same notation for the spatio-temporal embedding as

the one used for the STARMA models, the embedding order could be denoted as 3110 (see

Figure 3.7 for a visual representation).
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Figure 3.7: Illustration of the 3110 spatio-temporal embedding used in the experiments.
Circles represent locations; arrows connect values used as predictors for a target observation,
pictured in orange at time t. Locations in grey were discarded

3.2.2.2 Real-World Data Sets

We tested the evaluation methods on several real-world data sets, measuring environmental

variables, from seven different sources. Each data source includes one or more environmental

variables.

Table 3.3 shows a summary of the main characteristics of the real-world data sets used in

our experiments. Data consist of series of 105 to over 6.000 values2 measured at less than

100 different locations, irregularly distributed across space – the only exception is data set 5,

with its over 900 locations regularly distributed in a 0.5×0.5 degrees grid. In 9 out of the

16 variables, values are missing for 26-51% of the time-stamp/location pairs, either because

sensors were set up at later times, deactivated early, or otherwise failed to acquire data.

Spatio-Temporal Indicators Like artificial data, these data must be transformed into a

table format that allows a standard regression algorithm to learn. Unlike artificial data, our

real-world data are mostly irregularly distributed across space, so a simple spatio-temporal

embedding as the one used above seemed inadequate.

We extracted features following the methods proposed by Ohashi and Torgo [2012], which we

will explore further in the next chapter. The features consist of a temporal embedding, and

summaries of past values within spatio-temporal neighbourhoods of the target observation.

In total, each data set had 20 predictors. Additional details can be found in Appendix A.2.

3.2.3 Experimental Design

In this section, we present the evaluation method used to assess the accuracy of errors

estimated by the evaluation methods detailed in Section 3.2.1. We also present the error

metrics used in this study and the learning process applied to each training set to obtain a

prediction model.

2The number in data set 7 was larger in the raw data, but we are presenting the values after we calculated
medians per hour per location.
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Table 3.3: Description of real-world data sets, including the total number of available
observations, and the percentage of all possible combinations of location and time-stamp
that they represent

ID Data source ID Variables Time-
stamps

Frequency Nb.
loc.

Network Nb.
obs.

Avail.
(%)

1 MESA Air
Pollution1

10 NOX conc. 280 bi-weekly 20 irregular 5.6k 100

2
NCDC Air
Climate1

20 precipitation 105 monthly 72 irregular 7.6k 100
21 solar energy

3
TCE Air
Climate1

30 ozone conc. 330 hourly 26 irregular 8.6k 100
31 air temperature 360 9.4k
32 wind speed 360 9.4k

4
Cook Agronomy
Farm2

40 water content 729 daily 40 irregular 22.3k 73
41 temperature 22.5k 74
42 conductivity 22.5k 74

5 SAC Air Climate1 50 air temperature 144 monthly 900 regular 130k 100

6 airBase3 60 PM10 conc. 4382 daily 70 irregular 149k 49

7
Beijing
UrbanAir4

70 NOX conc. 6.6k hourly 36 irregular 152 64
71 PM10 conc. 155k 66
72 wind speed 161k 68
73 PM25 conc. 162k 68
74 humidity 162k 69
75 air temperature 163k 69

1 From Pravilovic et al. [2018]; Downloaded at: http://www.di.uniba.it/appice/software/COSTK/data/
dataset.zip, accessed on 12 March 2018;
2 Loaded from R package GSIF [Hengl, 2017, Gasch et al., 2015] version 0.5-5.1 (https://cran.r-project.
org/web/packages/GSIF/index.html, accessed on 9 December 2020);
3 Loaded from R package spacetime [Pebesma, 2012] version 1.2–3 (https://cran.r-project.org/web/
packages/spacetime/index.html, accessed on 9 December 2020);
4 From Zheng et al. [2013]; Downloaded at: https://www.microsoft.com/en-us/research/wp-content/
uploads/2016/02/Air20Quality20Data.zip, accessed on 18 October 2017; Since there was more than one
measurement for some hours we rounded the time-stamps to the closest hour, and calculated the median
values per hour and location.

3.2.3.1 Error Estimation Assessment

Figure 3.8 shows our experimental design, which consists of the following three steps:

1. Each data set was divided into an in-set, consisting of 80% of the oldest observations,

and an out-set, consisting of 20% of the most recent ones;

2. A regression model was trained on data from the in-set, and its loss calculated on

the test set – this loss was later used as the “gold standard” that evaluation methods

should accurately approximate;

3. Each of the evaluation methods described in Section 3.2.1 was used to estimate the

error using data from the in-set exclusively – this estimate was compared against the

“gold standard” error to assess its usefulness.

http://www.di.uniba.it/appice/software/COSTK/data/dataset.zip
http://www.di.uniba.it/appice/software/COSTK/data/dataset.zip
https://cran.r-project.org/web/packages/GSIF/index.html
https://cran.r-project.org/web/packages/GSIF/index.html
https://cran.r-project.org/web/packages/spacetime/index.html
https://cran.r-project.org/web/packages/spacetime/index.html
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/Air20Quality20Data.zip
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/Air20Quality20Data.zip
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The process was repeated for all combinations of data sets (described in Section 3.2.2) and

the four different learning algorithms listed below.

in-set out-set

train test
time

x
y

Gold Error  

Estimated Error  

Figure 3.8: Experimental design for spatio-temporal evaluation methods assessment. Data
is divided into an in-set and out-set, respecting temporal order. The error on the out-set is
considered the “gold standard”; different estimation methods are used to estimate error on
the in-set (in this example, time-wise holdout); these values are then compared.

Table 3.4: Training and test set sizes tested for each data set type and evaluation method,
as percentages of in-set size. Repeated holdout (MC) involves as many repetitions as the
number of folds in CV

Data type Evaluation method Train size (%) Test size (%) Total (%) Test/train ratio

Artificial data

CV 94 (15 folds) 6 (1 fold) 100 0.07
Holdout 94 6 100 0.07
Holdout 80 20 100 0.25
MC 55 4 60 0.07
MC 47 3 50 0.06

Real-world data

CV 89 (8 folds) 11 (1 fold) 100 0.12
Holdout 89 11 100 0.12
Holdout 80 20 100 0.25
MC 53 7 60 0.13
MC 44 6 50 0.14

Train/test sizing. Table 3.4 summarises the different train and test sizes used for each

type of estimation methods and data type as a percentage of the in-set. For CV variants, we

used the same number K of folds regardless of blocking type – this means that the blocks

in temporal-block CV will span shorter time-intervals than the blocks in spatio-temporal-

block CV. For repeated holdout (MC), we used sizes that compare well with the 15/1 and
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8/1 train/test ratio in CV, with the same number of repetitions, nreps, as the K folds

in CV; for one-time holdout, we used one set that compared well with that ratio, and one

that matched the 80/20 in-set/out-set ratio.

Ten is a commonly used value for both K and nreps in the literature [Cerqueira et al.,

2020], but we used K = nreps = 16 and K = nreps = 9 for artificial and real-world data,

respectively, since these values were the closest to K = 10 that allowed for simple and

equitable divisions along the spatial, temporal, or both dimensions for all the evaluation

methods tested in each scenario.

3.2.3.2 Training Workflow

Since we already extracted features before carrying out any experiments, the training work-

flow only needs two steps: (1) pre-processing to deal with missing data; and (2) training a

model using a standard regression algorithm.

Missing data. In the real world, sensors may be set up later or fail to acquire data,

leading to missing data. We found this problem to be severe for data sets 4, 6, and 7 where

a sizeable fraction of all the time-stamps and location pairs were missing (from 49% to

74%). Since our chosen predictors summarise past neighbouring values, missing values can

percolate to their neighbours.

Most learning models cannot cope with missing data. There are two main ways to deal

with missing values: deleting predictors or observations containing missing values, or filling

them in. Missing data can be filled in through imputation, for example, by filling it in with

a central value, or through more complex model-based methods [Little and Rubin, 2019].

Discarding incomplete observations causes information loss, but filling in missing data may

bias the model – both should be mitigated.

Before training a model, we (1) discarded columns, followed by rows with more than 20%

of values missing from the training set, then (2) filled in the remaining missing data in both

training sets and test sets with each variable’s median value calculated on the training set

only.

Learning models. We run the experiments using four different off-the-shelf algorithms:

LM a linear regression model, implemented in R package stats [R Core Team, 2017];

MARS a multivariate adaptive regression splines model, implemented in R package earth [from

mda:mars by Trevor Hastie and utilities with Thomas Lumley’s leaps wrapper., 2018];

RPART a regression tree, implemented in R package rpart [Therneau et al., 2017];
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RF a random forest, implemented in R package ranger [Wright and Ziegler, 2017]

3.2.3.3 Error Metrics

We measure model error by NMAE, defined in Equation 3.5, where zi is the observed value,

ẑi is the prediction, and z̄ is the mean of Z in the test set3. The normalised metric facilitates

comparisons across data sets, so it was chosen over the more widely used MAE.

NMAE =

∑n
i=0 |ẑi − zi|∑n
i=0 |zi − z̄|

(3.5)

PAE = Est−Gold (3.6)

Estimation error or Predictive Accuracy Error (Equation 3.6) is the difference between

(a) the NMAE estimated in the in-set by taking the mean error incurred by the same

algorithm across all test sets, as required by a given evaluation method, and (b) the “gold

standard” error incurred by a learning algorithm in the out-set.

3.3 Empirical Results

In this section, we will report on estimation errors for the methods described in Section 3.2.1,

with some exceptions. We ignored contiguous and systematic spatial blocking in real-world

experiments due to their irregular spatial distributions. We also excluded time buffering

without time-blocking since it removed too many cases from the training sets in real-world

data, making it often impossible to learn adequate models.

We also tested prequential evaluation methods that either had a sliding window for training,

removed the spatial region in the test set from the training set, or both. We will not report

their results in this chapter because they were consistently out-performed by their growing

window counterparts (though this difference was not statistically significant).

Figures 3.9 and 3.104 show estimation errors for artificial and real-world data sets, respec-

tively. A positive value indicates the algorithm over-estimated error – a pessimistic estimate;

a negative value means the error was under-estimated – an overly optimistic estimate. Each

point in the box plot shows the average error incurred by a method for one learning algorithm

3Note that this means that we are nomalising by the error incurred by a naive model that is not so naive,
as it has access to the whole test set.

4Hidden under-estimation outliers in this figure belonged to data set 75 and were similarly distributed
across all methods. Hidden over-estimation outliers belonged to data set 41, and were distributed across the
two MC methods, Preq-Tb, CV-Tb and CV-Tb-Tbuf.
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Figure 3.9: Box plots of estimation errors incurred by cross-validation and out-of-sample
methods on 192 artificial data sets using four learning algorithms

and data set pair; the boxes colours’ reflect whether prediction error is, on average, under-

estimated (orange) or over-estimated (purple).

Figure 3.9, shows the results on the artificial data. All methods seem to have a similar

spread, centred around zero, but 80-20 holdout, on average, under-estimates error. Holdout

94-6 stands out from the rest, showing the broadest interquartile range (the widest “box”)

and some of the most prominent outliers in both directions.

Figure 3.10 shows results from real data. They suggest more considerable differences be-

tween methods: not all centre around zero, and their spread is more varied and sometimes

asymmetric5. On average, standard CV under-estimates error – a problem that can be

mitigated by temporal blocking, using buffers, or both. OOS methods tend to over-estimate

error, except for holdout 80-20, which under-estimates it.

3.3.1 Relative Errors

We turn our attention to the relative absolute predictive accuracy error defined in Equa-

tion 3.7 , and the relative predictive accuracy error defined in Equation 3.8. They are shown

in Figures 3.12 and 3.11, binned into three categories – low, moderate, and high – of errors

5Results for spatial buffers are less reliable as they do not include results for some data sets, due to too
many observations having been removed from the training sets when combining buffering with their irregular
sensor networks.
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Figure 3.10: Box plots of estimation errors incurred by cross-validation and out-of-sample
methods on 17 real-world data sets. A few extreme outliers were hidden to preserve the
scale.

and absolute errors; bin intervals were chosen so that moderate absolute errors are roughly

those within the interquartile range.

RAPAE = |Est−Gold|/Gold (3.7)

RPAE = (Est−Gold)/Gold (3.8)

Error estimates for artificial, stationary data are quite accurate. In Figure 3.11a, high relative

errors – those differing by more than 5% from the gold standard in absolute terms – represent

less than 10% of the results regardless of method; but holdout 94-6 continues to stand out for

producing a noticeably larger fraction of high relative errors than others. Figure 3.12a breaks

relative errors down into positive (over-estimates, pessimistic) and negative (under-estimates,

optimistic) categories. All methods produce a larger number of pessimistic estimates than

optimistic ones, but holdout almost balances optimistic and pessimistic estimates.

Estimates for real-world data are much more sensitive to the chosen method; we can see

larger differences between them in Figures 3.11b and 3.12b.

OOS methods are very rarely highly optimistic, but this seems to come at the cost of higher

rates of (pessimistic) severe error over-estimation, especially so for repeated holdout (MC)

and temporal-block prequential evaluation (Preq-Tb). While one-time holdout is comparable

to other OOS methods in its rate of severe error over-estimates, it shows a noticeably higher



54 CHAPTER 3. EVALUATING SPATIO-TEMPORAL FORECASTING

CV

CV-mSTbuf

CV-Sbuf

CV-STbuf

CV-Tbuf

OOS

0.00 0.25 0.50 0.75 1.00

CV-STb-sys
CV-STb-cont

CV-STb
CV-Sb-sys

CV-Sb-cont
CV-Sb
CV-Tb
CV-Tsl

CV

CV-STb

CV-Sb-cont
CV-Sb

CV

CV

CV-STb
CV-Tb

CV

Preq-STb-sys
Preq-STb-cont

Preq-STb
Preq-Tb

MC-55-4
MC-47-3
HO-94-6

HO-80-20

frac

m
e
th

o
d

Type

[0,0.5]

]0.5,5]

>5

(a) Artificial

CV

CV-mSTbuf

CV-Sbuf

CV-Tbuf

OOS

0.00 0.25 0.50 0.75 1.00

CV-Tsl

CV-Tb

CV-STb

CV-Sb

CV

CV-STb

CV-Sb

CV

CV-Tb

Preq-Tb

Preq-STb

MC-53-7

MC-44-6

HO-89-11

HO-80-20

frac

m
e
th

o
d

Type

[0,10]

]10,50]

>50

NA

(b) Real-world

Figure 3.11: Bar plots of relative absolute estimation errors incurred by cross-validation
and out-of-sample methods on 192 artificial and 17 real-world data sets using four learning
algorithms. Note the different legends

percentage of combined low and moderate over-estimates than them.

Standard CV completely avoids making highly pessimistic estimates, but there is a trade-

off again: it shows similarly high rates of low to moderate optimistic error estimates as

holdout, and sizeable rates of highly optimistic error estimates. Only three CV variants

can boast rates of severe error under-estimation comparable to OOS methods – namely,

temporal-block CV (CV-Tb), buffered temporal-block CV (CV-Tb-Tbuf), and leave-time-

and-location-out CV (CV-STb-mSTbuf). Unfortunately, they also severely over-estimate

error more frequently than standard CV.

3.3.2 Ranking Relative Absolute Errors

Ranking the methods in terms of how well they approximate the “gold standard” error can

help us more directly compare all methods against each other. Using absolute errors allows

us to do this, while non-absolute errors would pose the question of how to rank different

levels of error under- and over-estimation.

For each data and learning algorithm pair, we ranked methods according to their relative

absolute predictive accuracy error (Equation 3.7) on the same data sets and using the same

learning algorithms. Figures 3.13 and 3.14 shows the average rank of each method; the lower

the rank, the better.

The average rankings differ depending on the type of data, but they have two of their top 5

best estimators in common: time-slice CV (CV-Tsl), the best on artificial data; and spatial
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Figure 3.12: Bar plots of relative estimation errors incurred by cross-validation and out-of-
sample methods on 192 artificial and 17 real-world data sets using four learning algorithms.
Note the different legends

block CV (CV-Sb), the fourth best on real-world data.

All CV variants, on average, out-rank OOS methods, having lower absolute error on their

estimates for artificial data; on real-world data, some OOS methods rank among CV variants

– holdout jumps from a low position on artificial data to the top 50% on real-world data.

3.3.2.1 Statistical Significance

To test whether differences across data sets are statistically significant, we apply the Friedman-

Nemenyi test as suggested by Demšar [2006]. We used the R package scmamp [Calvo et al.,

2016]). Each method is considered a “treatment” or “classifier”, and we narrowed our

universe of methods. We only include: (a) standard CV; (b) the best holdout and repeated-

holdout variant; (c) the best CV and prequential variants that use, respectively, temporal,

spatial, and spatio-temporal blocking; and (d) the best CV variants that use any type of

buffer. The best here means the method that achieved the lowest average rank in terms of

absolute error.

Figure 3.15 shows examples of critical difference diagrams for both types of data. When

using real-world data, methods were not significantly different at 5% confidence level (they

are all connected by the bold line). When using artificial data, CV methods performed

significantly better than the OOS methods, though they were not significantly different

between themselves.

The findings differed when we ran separate significance tests for each learning algorithm.
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Figure 3.13: Bar plots of absolute error average rank for artificial data.
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Figure 3.14: Bar plots of absolute error average rank for real-world data.

Differences between methods on real-world data were significant when using LM and MARS

but not when using tree-based models. On artificial data, we found significant differences

when using any of the models individually. To inspect these results, consult Appendix B.2.1.

3.3.3 Accuracy vs Optimism

In this section, we investigate whether there was a trade-off between accuracy, as measured

by a lower rank in estimates’ absolute error, and optimism, that is, a tendency to under-

estimate error.

Figure 3.16 shows the average predictive accuracy error incurred by each method against its

average rank of absolute errors.

When using artificial data, all OOS methods, except HO-80-20, appear above the dashed

line because they over-estimated error, on average; they also appear on the right side of the
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(a) Artificial data

(b) Real-world data

Figure 3.15: Critical difference diagram according to Friedman-Nemenyi test (at 5%
confidence level) for a subset of estimation methods using artificial and real-world data

plot, since they did not approximate error as well as most CV methods in absolute terms.

When using real-world data, a trade-off emerged: methods that ranked better in absolute

error under-estimated it more severely, on average, on real-world data. The best-ranked

methods, on the left side of the plots, appear below the dashed line. For example, standard

CV, despite ranking better than almost every other method, under-estimated error, on

average, more than most other pessimistic methods over-estimated it, as it suffered from

more outliers of severe under-estimation (cf. Figure 3.10).

Some methods, such as spatio-temporal block prequential evaluation (Preq-STb-grW) and

space-buffered spatial CV (CV-Sb-Sbuf), struck a better balance in real-world scenarios. On

average, they approximated error accurately, being only slightly pessimistic (they appear

above but close to the dashed line) and not compromising their average rank as much as

others (they appear around the middle of the plot).

3.4 Discussion

Our experiments follow the design used to assess performance estimation methods’ accuracy

in time series by Bergmeir and Beńıtez [2012] and, later, by other authors [Cerqueira et al.,

2017, Mozetič et al., 2018].

We found that all types of evaluation methods estimated error in spatio-temporal numerical
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Figure 3.16: Average error against the average rank of absolute errors for (a) artificial; and
(b) real-world data sets. Methods below the dashed lined tend to be optimistic in their error
estimates. Lower ranks indicate more accurate estimates in terms of absolute error.

prediction accurately when using artificially generated, stationary data. When using real-

world data, they approximated error less accurately, and we found more noticeable (though

not more statistically significant) differences between methods in their tendencies to under-

or over-estimate error.

On average, standard CV under-estimated error, often providing severely over-optimistic

projections of performance when using real-world data. These over-optimistic outliers could

be doubly deleterious: leading analysts to select models that would perform poorly on unseen

data, and to place undue confidence in its predictions. If the model is then used to guide

critical decisions in impactful applications, such as public health policy, consequences could

be dire. CV’s tendency to under-estimate error was mitigated if we (a) divided data into

blocks along the temporal dimension, or (b) created a buffer between training and test

sets after blocking data along the temporal, spatial, or both dimensions. The more severe

error under-estimation outliers only disappeared when data was blocked along the temporal

dimension.

In the real-world scenarios, a trade-off between optimism and accuracy emerged. Methods

like standard CV and space-buffered CV (CV-Sbuf) often severely under-estimated error,

even though, on average, they still approximated error better than other methods applied to

the same scenarios. Out-of-sample methods were not as often or as severely over-optimistic

in their estimates, but their average accuracy diminished (80-20 holdout being the exception,

since it somewhat under-estimated error, on average).
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OOS methods mostly avoided the severe error under-estimation outliers that plagued stan-

dard CV and most of its variants. For this reason, OOS methods could be preferable to

CV (and especially to standard CV), despite their lower absolute accuracy. Time-wise

holdout estimates error quite well at a fraction of the computational cost, despite being

more optimistic than other OOS methods.

OOS methods also respect temporal order, which can be an advantage in itself. Many

analysts frown upon relying on future data to make projections about the past, and the

ubiquitous data stream scenario – where data arrive in order as time progresses – naturally

privileges prequential evaluation.

Related work on time series. Several reasons could explain the drop in accuracy when

using real-world data: (a) some of the real-world data sets contain missing values, which we

did not simulate in the artificial data; (b) locations were irregularly distributed in almost

all the real-world data, in contrast with the regular grids of artificial data; and (c) real-

world data may contain heterogeneities or suffer from concept drift, while artificial data was

stationary. In previous work by Bergmeir and Beńıtez [2012], under-estimation outliers had

also appeared more frequently in real-world time series.

Whether we should use blocked cross-validation or an out-of-sample method to evaluate time

series models is a contested issue. Bergmeir et al. suggested that non-buffered blocked cross-

validation should be used based on experiments using both artificial [Bergmeir and Beńıtez,

2011] and real-world data [Bergmeir and Beńıtez, 2012, Bergmeir et al., 2014], especially

arguing its benefits for small time series [Bergmeir et al., 2018]. Though Cerqueira et al.

[2017] agree that blocked CV may work well for synthetic, stationary time series, they argue

that out-of-sample methods, in general (and repeated holdout, in particular) work best for

real-world time series. Cerqueira et al. [2020] also claim that OOS methods work best for

real-world time series even if they are stationary, though CV also proved competitive in that

scenario in their study. These authors found no compelling evidence that CV worked better

for small time series. Mozetič et al. [2018] corroborated prequential methods’ usefulness,

though they excluded repeated holdout from their experiments.

Our results are not directly comparable to work on time series, both because our data

include the spatial dimension and because the error metrics used were not consistent across

studies. Our experiments did not find temporal block CV or repeated time-wise holdout

to have the same advantages as previous studies: while they mitigated issues with severe

under-estimation, they had lower absolute predictive accuracy. We also did not find holdout

to out-perform standard CV as shown by Bergmeir et al. [2018] for stationary, non-linear

auto-regressive time series.

Related work on spatial data. Roberts et al. [2017] generated synthetic spatial data
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from complex models of artificially generated variables. We withheld the most recent data

to determine the gold-standard error in our artificial experiments, but this is not an option

in the absence of the temporal dimension. Roberts et al. resolve this by defining the

“gold standard” as the average error incurred by predicting onto independent runs of their

simulation. They empirically showed that standard CV under-estimated error on synthetic

spatial data, especially when relevant predictors in the test set were within their range in the

training set. They recommended using contiguous block CV and buffered leave-location-out

CV, which fared better in their experiments.

We did not assess the performance of leave-one-out methods, and only tested the analogous

contiguous spatial block CV (CV-Sb-cont) on synthetic data. We found CV-Sb-cont to be

on the top three most accurate methods for artificial data.

Buffered CV may have underperformed in our experiments due to the spatio-temporal nature

of the data or due to block and buffer size choices. Roberts et al. [2017] warned that buffer

sizes needed only to be as large as the distance at which model residuals reached zero, but

block sizes needed to be substantially larger than that. We did not vary block and buffer sizes

in our experiments. We set the spatial buffer to the distance to first-order spatial neighbours

(only first-order neighbours directly influenced the values in the following time-stamp in our

data). To reach K = 16 folds, we set block sizes to 2 × 2 and 5 × 5 for grids of size 8 × 8

and 20× 20, respectively, which may have been too small.

Related work on spatio-temporal data. Meyer et al. [2018] experimented with three

variations of cross-validation on real-world spatio-temporal data: leave-location-out CV,

which we call spatial block CV (CV-Sb); leave-time-out CV, which we call temporal block

CV (CV-Tb); and leave-location-and-time-out CV (CV-STb-mSTbuf). The experimental

design differs from ours, as the authors did not compare the results against previously

withheld or independent data. They instead explained the noticeably lower errors projected

by standard CV as resulting from model over-fitting. Our results support their findings:

standard CV under-estimated error more than these three variations on our real-world data.

Strengths and limitations. Experimenting with such a wide range of evaluation

methods poses its challenges. It is not trivial to ascertain what constitutes a fair comparison

between methods that use available data in such varied ways.

We opted to keep the number of partitions (or repetitions in the case of repeated holdout)

constant and, when possible, we kept comparable test/train size ratios. We kept similar

test/train ratios for one-time holdout, repeated holdout, and most variants of cross-validation

– buffered versions, of course, had a larger ratio due to their reduced training size. Ratios

necessarily had to be different for prequential evaluation, whether using sliding or growing

training windows. (The 1:15 and 1:8 test:train ratios tested differed from the 2:8 out-set/in-
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set ratio, which we only tested in one variation of one-time holdout.)

Keeping the total number of partitions constant meant that the number of partitions along

the temporal and spatial dimensions differed between solely temporal or spatial CV and

spatio-temporal CV. A spatio-temporal block will span a shorter period and cover a smaller

spatial region than its one-dimensional counterparts. It is hard to determine if the compar-

ison would be fairer if we increased the total number of partitions in spatio-temporal block

CV to keep the same divisions along each dimension.

Out-of-sample methods (other than one-time holdout), by definition, cannot use all available

data (either as part of training or testing) to estimate error at each iteration, which could

put them at a disadvantage. Only the last estimate(s) in a prequential block evaluation

procedure will have access to the same amount of training data that CV has for all its

estimates, and that only happens if using a growing window. In the case of a growing

window, the issue may be mitigated by aggregating the estimates differently. We calculated

a simple mean of the error incurred in each test set to produce a final estimate, but future

research may look into the effects of using a weighted mean that penalises the estimates

produced by the older, smaller training windows.

In trying to be fair by using the same number of partitions in prequential evaluation as

in CV, we also forced prequential methods to project error based on a lower number of

estimates, as they exclude the oldest partitions as test sets.

Repeated holdout performed particularly poorly compared to previous results on time se-

ries [Cerqueira et al., 2017, 2020, Cerqueira, 2019]. The chosen train and test sizes could

partly explain this underperformance, though other data characteristics may have con-

tributed more to the less than stellar results.

We ignored computational costs and execution times, but they may influence decisions in

real scenarios. All methods involve three steps with differing costs: (1) partitioning the data;

(2) building models on training sets; and (3) measuring error metrics on test sets. Assuming

that we use k data partitions, each method requires training a certain number of models on

different fractions of data: holdout trains a single model on the first k − 1 partitions; CV

trains k models on k−1 partitions; temporal-block prequential evaluation6 trains k−1 models

on at least one partition (if using a sliding window) or an average of k
2 partitions (if using a

growing window); repeated holdout trains k models on a smaller data fraction, independent

from other methods’ partitions. Usually, most computational resources will be spent on

the learning step (step 2), though data partitioning (step 1) may require computing spatial

and temporal distances, which could be quadratic on the number of observations. Suppose

that model training costs grow with training set size (which is not necessarily true). In

that case, we expect cross-validation to be the slowest and most expensive method, followed

6We ignore spatio-temporal block variants of prequential evaluation in these calculations for simplicity.
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by prequential evaluation with a growing window. In practice, we often run the learning

step in parallel, decreasing execution time by spending more processing power and memory

resources.

Another limitation that we share with previous studies on time series is that the experimental

design may bias our results since it relies on an “external” 80-20 time-wise holdout. It

would be reasonable to assume that its train/test partitions matching the out-set/in-set

split could contribute to its higher absolute accuracy (or over-optimism). Indeed, we found

80-20 holdout to be the only out-of-sample method that, on average, under-estimated error,

though Cerqueira et al. [2020] did not find the same effect in time series. In future, we

suggest testing other experimental designs, such as defining the out-set to contain the most

recent observations at until then unobserved locations.

Open issues. We share the concerns of Roberts et al. [2017] over the effects of ignoring

irregularities and imbalances when using CV with autocorrelated data.

When data are collected over irregular grids or at irregular intervals, some periods or regions

may be poorly covered, complicating proper CV blocking. We avoided this issue in our real-

world experiments by (a) ignoring contiguous and systematic spatial and spatio-temporal

block CV, and (b) calculating statistics at a constant frequency when needed. Roberts et al.

[2017] mention a few potential solutions that have been applied to spatial data by others –

namely, distributing consistently shaped blocks irregularly, or using variously shaped blocks.

Future work could adapt these solutions to spatio-temporal problems, but accounting for

irregularities in both dimensions will be challenging, and may be computationally more

exacting.

Even regularly sampled data may display imbalances in target value distribution, causing

other complications. Roberts et al. [2017] list some possible solutions to the imbalance issue,

but warn that, in trying to address it, methods may become unable to consistently break

the dependence between training and test, the root cause of over-optimism in error esti-

mates. Other proposed solutions, like buffered leave-one-out methods, can be prohibitively

computationally expensive. Once again, the issue is further complicated if both temporal

and spatial autocorrelation occur.

Theoretical analysis, even if under some assumptions that may not hold for real-world

data might help guide future empirical work. Additional synthetic experimentation could

also provide insights about evaluating data with missing values, imbalanced distributions,

irregular sampling, or non-stationarities. It may also be useful to carry out experiments

more in line with the work of Roberts et al. on spatial data.

Further research is needed to understand the effects of multiple other factors, including

block and buffer sizes, number of partitions or repetitions, alternative error metrics, degrees
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of missing data, and other data characteristics. Computational costs also need further study,

especially when analysing more complex methods.

Our results were not completely consistent across different learning models and types of data,

but they underline that evaluation methods should not ignore the spatial and, especially,

the temporal nature of the data. Future work should try to answer the many open issues in

spatio-temporal forecasting evaluation.

3.5 Summary

Appropriately evaluating spatio-temporal forecasting approaches is essential, but the tem-

poral, spatial and spatio-temporal autocorrelation in this type of data can cause standard

methods like CV to under-estimate error. This chapter describes an empirical study of

several evaluation alternatives to standard methods, testing them on both synthetic and

real-world spatio-temporal data, and using four different learning algorithms.

Our results show that even though standard CV, on average, produced reasonably accurate

estimates, it was over-optimistic, often leading to severe error under-estimation on real-world

data. CV variants that blocked observations along the temporal dimension mitigated this

issue. Out-of-sample methods estimated error adequately but less accurately than CV, being

more pessimistic in their estimates.

We are yet to reach a definitive recommendation for which specific method should be the gold

standard for spatio-temporal forecasting, but we can make some general recommendations.

When dealing with real-world data, we recommend avoiding standard CV. Variants that

block data along time are more suitable because they avoid severe error under-estimation.

Against these CV variants, OOS methods are a competitive alternative: they inherently

respect temporal order, and provide similarly accurate estimates.
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Chapter 4

Extracting Spatio-temporal

Indicators

4.1 Introduction

One way to tackle spatio-temporal forecasting problems is by extracting features that capture

spatio-temporal dynamics in the data, thus enabling standard regression algorithms to learn

from this type of data. Several approaches to building these features, sometimes called

spatio-temporal indicators, exist in the literature [Ohashi and Torgo, 2012, Appice et al.,

2013b, Pravilovic et al., 2017].

Our goal is to generate summary statistics of past values within boundaries of spatio-

temporal distance – defined as a linear combination of temporal and spatial distances –

to the observation we want to describe. Based on the intuition that the “spatial radius of

influence” decreases for older observations, Ohashi and Torgo [2012] propose to only include

the most recent observations from more distant neighbours. However, some phenomena may

take time to travel from one location to another. For example, consider a blizzard moving

from the Arctic to central Europe. In this scenario, in order to predict Berlin’s weather it

may sometimes be more useful to take measurements from distant locations, such as Barensk

in the polar circle, than using Frankfurt measurements. Therefore, we hypothesise that for

some applications, including older observations at more distant locations, while excluding

their most recent values, may improve prediction. This chapter evaluates an algorithm for

feature extraction that follows that principle.

65
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4.2 Materials and Methods

In this section, we present spatio-temporal indicators and introduce a new algorithm. We test

and evaluate the two approaches with real-world data sets. We describe our experimental

design and meta-analysis methods.

4.2.1 Spatio-temporal Indicators

Standard regression algorithms work on data in table format. When working on univariate

forecasting problems, features describing each observation must be extracted so that the

model can learn from predictive features.

In 2012, Ohashi and Torgo proposed a set of indicators that can be extracted to describe an

observation based on its spatio-temporal context.

4.2.1.1 Ohashi and Torgo’s Proposal: The Neighbourhood “Cone”

OABG

time

sp
ac
e

Figure 4.1: Spatio-temporal neighbourhoods with maximum spatio-temporal distance β1,
β2, and β3 (β3 > β2 > β1)

The spatio-temporal indicators summarise values within spatio-temporal neighbourhoods of

an observation, O, whose value we want to predict. Consider that O was measured at time

tO and location lO. Its spatio-temporal neighbourhood contains all past observations within

a boundary, β, of spatio-temporal distance as defined by Equation 4.1.

DA = α ·DS
A + (1− α) ·DT

A ≤ β (4.1)

In this equation, DS
A is the spatial distance between the locations where we observed O and

A, DT
A is the temporal distance between observations O and A, and α is a weighting factor.
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The indicators should only be calculated on past observations, DT
A is defined by Equation 4.2.

DT
A =


tO−tA

tmax−tmin , if tA < tO

∞, otherwise
(4.2)

Spatial and temporal distances differ within the data set and vary greatly between data sets,

we normalised DS
A and DT

A to be in the [0, 1] interval before we set relative spatio-temporal

boundaries. In a deployment scenario, normalising temporal distance may be complicated

by an unknown prediction horizon, but this is not a problem in our task.

We must choose β within the interval ]0, min(α, α − 1)[ to ensure that a neighbourhood

can be defined within the extension of the data.

AB O

time

C

D

sp
ac
e

(a) Original cone

AB O

time
E

F

sp
ac
e

(b) Reversed cone

Figure 4.2: Spatio-temporal neighbourhood cross-sections using (a) the original cone and
(b) the reversed cone. Subfigure (a) shows two spatio-temporal neighbourhoods with
maximmum distance β1 and β2, respectively. Subfigure (b) shows only one spatio-temporal
neighbourhood with maximum spatio-temporal distance β2. Regions where DT =∞ shown
in grey

Figure 4.1 depicts three spatio-temporal neighbourhoods for observation O, which look

similar to a cone. If α was set to 1, then instead of a cone, the neighbourhood would

be shaped like a cylinder.

Figure 4.2a shows a cross-section of two of the neighbourhoods in Figure 4.1. From Equa-

tions 4.1 and 4.2, we can see that for a neighbourhood of maximum distance β2: (a) the

temporal distance DT
B from observation O to an observation B measured at the same

location, at the vertex of the cone, is β2
1−α ; and (b) the spatial distance to an observation D,

measured at the same time as O, at the border of the neighbourhood, is β2
α . Observation

D would not be used to calculate summary statistics, since its temporal distance DT
A was

defined to be infinite, even though the difference between time-stamps was zero.
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4.2.1.2 Our Proposal: The “Reversed Cone”

As we saw in Figure 4.1, the spatio-temporal neighbourhood originally defined resembled a

cone; its base centred around the target observation, O, and its radius decreasing until the

vertex reached another past observation at the target location.

In this section, we define a variant that reverses the direction of the neighbourhood “cone”

in order to propagate older observations from more distant locations.

The reasoning behind the variant we test in this chapter is quite intuitive. In some applica-

tions, phenomena may take some time to “travel” from one place to the other, e.g., winds can

carry harmful particulate matter generated by wildfires for thousands of kilometers, affecting

air quality far away from their source days after ignition [Paulina Firozi, 2021]. Thus, in

some cases, reversing the direction of the neighbourhood “cone” may better describe the

conditions leading to an observation and, thus, improve prediction.

To achieve this “reversed cone” variant, we redefine temporal distance in Equation 4.3,

resulting in the spatio-temporal distance in Equation 4.4.

DT ′
A =


β

1−α −D
T
A, if β

1−α > DT
A, tA < tO

∞, otherwise
(4.3)

D′A = α ·DS
A + (1− α) ·DT ′

A ≤ β

= α ·DS
A + β − (1− α) ·DT

A ≤ β

= α ·DS
A − (1− α) ·DT

A ≤ 0

(4.4)

Figure 4.2b shows the cross-section for a neighbourhood with the “reversed cone”, defined by

a maximum distance β2. In that figure, spatial distance is defined the same as in Figure 4.2a,

but the temporal distance DT ′
was defined to be zero at point B, so that B became the

centre of the cone’s base instead of its vertex. Any point measured at a time-stamp tG < tB

was defined to have infinite distance to tO, so that older points were excluded from the

neighbourhood, and no observation was at negative temporal distance from observation O.

4.2.1.3 Calculating Features

Regardless of the direction of the cone, we calculated the same features, including:

• A temporal embedding of values measured at location l and times t−1, t−2, · · · , t−k;

• Summary statistics (mean, weighted mean, and standard deviation) of values within

three data-specific boundaries of spatio-temporal distance, β1, β2, and β3, such that
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β1 < β2 < β3
1;

• Ratios between summary statistics (mean and weighted mean) within spatio-temporal

neighbourhoods of increasing radius, i.e., ratio between the summary statistics for

neighbourhoods of boundaries β3 and β2, and β2 and β1.

4.2.2 Data Sets

We tested our proposal on the real-world data sets presented in Chapter 3, Section 3.2.2.2.

Since the aim is to test feature extraction for univariate spatio-temporal forecasting prob-

lems, we once again considered the variables separately as if each was an independent,

univariate data set.

4.2.3 Experimental Design

In each experiment, we extracted features from the entire univariate data set, before we

divided it into training sets and testing sets, according to our chosen performance estimation

method. We built models based on the training sets, and then tested them on the respective

testing sets.

The experimental design includes the error metric we used to evaluate the experiments, the

performance estimation method used to estimate it, the hyper-parameter combinations that

defined how we extracted the features, and the learning workflow followed for each training

set.

4.2.3.1 Parametrization and Neighbourhood Size

In each experiment, we extract features from three different neighbourhoods (cf. Figure 4.1),

before learning and testing a model of the data. We used a single weighting factor α

to calculate distances for all three neighbourhoods in each experiment, so their different

boundaries were specified by a set of three different β values.

For each data set, we tested features extracted with every combination of the parameters in

Table 4.1. We tested ten different neighbourhood size combinations, each defined by a set of

three β values (out of two different sets of three) in combination with a single α value (out

of five different α). Figure 4.3 shows the number of neighbours included in the spatial and

temporal neighbourhoods at their maximum extent, for the parameter combinations where

α = 0.25.

1To obtain the weighted mean, the weight of a neighbouring observation was set to be inversely proportional
to its spatio-temporal distance to the observation for which statistics were being calculated.
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Table 4.1: Parameters used for feature extraction

Parameter Search space

Neighbourhood type cone, reversed
Embed size (K) 4, 8
Dimension weight α 0.1, 0.25, 0.5, 0.75, 0.9
Neighbourhood radii β {0.01, 0.02, 0.03}, {0.02, 0.03, 0.04}

We excluded outliers from the number of time-stamps in Figure 4.3b because many of them

resulted from initial observations having to draw from shorter spans of past data. We were

left with only one maximum number of time-stamps per neighbourhood size for data sets 1

to 6, so we opted to show them as bar plots; only data set 7 showed a range of different,

non-outlying number of time-stamps.

The number of neighbours remain roughly within the same order of magnitude for both

dimensions across data sets with a few exceptions: data set 5 has a much higher total

number of locations distributed on a regular grid and, thus, more spatial neighbours; data

sets 6 and 7 have a much higher number of time-stamps and, thus, more temporal neighbours

(cf. Table 3.3, page 48).

4.2.3.2 Training Workflow

Having extracted features from the whole data set, the training workflow only needs to

handle missing data and apply a standard regression algorithm.

Missing data. We followed the steps described in Section 3.2.3.2 to solve the issue posed

for model training by the missing data in data sets 4, 6, and 7. Before learning a model on

each training set, we discarded columns and rows with 20% or more values missing, and filled

in the remaining missing values in both training and test sets with each column’s median

value in the training set.

Regression algorithms. We run the experiments using four standard regression algo-

rithms with default parameters, as implemented in free and open-source R packages:

LM a linear regression model, implemented in R package stats [R Core Team, 2017];

MARS a multivariate adaptive regression splines model, implemented in R package earth [from

mda:mars by Trevor Hastie and utilities with Thomas Lumley’s leaps wrapper., 2018];

RPART a regression tree, implemented in R package rpart [Therneau et al., 2017];

RF a random forest, implemented in R package ranger [Wright and Ziegler, 2017]
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Figure 4.3: Number of neighbouring locations at maximum spatial radius, and number of
time-stamps within maximum temporal distance, calculated with α = 0.25. We removed
outlying number of time-stamps from subfigure (b); since only one value remained per
neighbourhood size for data sets 1 to 6, we show them as bar plots instead of boxplots.
Different scales used for each data set

Only the number of trees in the RFs was set to 250, where the default was 500. Reducing the

number of trees in RF mitigates its higher computational cost. This number of trees should

not severely compromise its performance since Probst and Boulesteix [2018] empirically

showed that, for many data sets, “the biggest performance gain in the out-of-bag curves can

be seen while growing the first 250 trees”.

4.2.3.3 Evaluation Framework

To properly evaluate our methods, we need to define an appropriate error metric, and an

adequate method to estimate it.

Evaluation Method We established in Chapter 3 that standard estimation methods

such as CV are inappropriate in spatio-temporal settings. We opted to use what we call
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prequential temporal block evaluation with a growing window (Preq-Tb-grW) with K = 10.

This evaluation method avoids severely under-estimating error, though it is not as accurate

as some other methods. It also respects temporal order, which can be valuable on its own,

and it is common in the literature.

Prequential temporal block evaluation divides the data into ten blocks, according to temporal

order, and trains models on a growing window: the first block is used to train a model that

gets tested on the second block; the first two blocks are used to train a model that gets

tested on the third. The process continues until the method tested models on all blocks

except the first, which contains the oldest data. The evaluation metric is averaged across

the nine testing blocks.

Even though we evaluated predictions in batches, the prediction horizon for our experiments

at time t was t+ 1. That is, when we wanted to predict an observation at a time t+ 1, we

assumed we had access to all observations measured before then. Since we extracted features

from the whole data set under this assumption, before dividing it into training and testing

sets, choosing this prequential method ensured that information did not spillover between

training and testing.

Evaluation Metrics As in the previous chapter, we measure error by NMAE (Equa-

tion 3.5), as it facilitates comparisons across data sets.

4.2.4 Meta-Analysis Methodology

After running the experiments, we assess data set characteristics’ impact on whether re-

versing the neighbourhood cone improved performance. This meta-analysis follows four

steps: (1) extract features that characterise not a single observation, but the whole data set;

(2) label each experiment’s results depending on whether results were best with the original

cone or its reverse; (3) build a meta-data set that joins the data characteristics with the label

and experimental conditions, including the learning model, and spatio-temporal indicator

parameters; and (4) train a classification model on this meta data set.

Extracting spatio-temporal data characteristics. We extracted various meta-features

that characterise: (a) data size, (b) the prevalence of missing data, (c) the target distribution

(e.g., skewness, which measures asymmetry in the distribution; kurtosis, which measures its

“tailedness”; percentage of extremes), (d) the spatial distribution of locations (e.g., average

normalised distance to the nearest neighbour), (e) spatial auto-correlation (e.g., the mean

Moran I index), (f) the time series (e.g., time series acceleration measured by the ratio

between simple and exponential moving averages), and (g) temporal autocorrelation (e.g.,

the Hurst exponent and serial correlation).
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The Moran I index is a measure of global spatial autocorrelation. A non-zero Moran I index

indicates spatial autocorrelation: it can go from -1 if distinct values cluster together to +1

if similar values do so. An index of zero suggests randomness in the spatial distribution. We

computed the Moran I index at each time snapshot using inverse distance as the weight.

The Hurst Exponent measures long-term memory in a time series, while serial correlation

measures its short-term memory. We calculated these statistics at each location.

A complete list of the 33 features we used can be found in Table C.8 (page 135).

Meta-labels. As we mentioned, we labelled each experiment depending on which neigh-

bourhood type earned a lower average NMAE, on the same data set and when using the

same learning algorithm. We compared experiments using the same remaining parameters

(k, α, βi), on the same data set and using the same learning algorithm.

Meta-learning. We trained a Conditional Inference Tree (CIT), first proposed by Hothorn

et al. [2006]. The tree creates an interpretable, visual representation of the most determinant

factors affecting our proposals’ efficiency, using an unbiased split-rule.

4.3 Empirical Results

We aim at comparing how prediction behaved with varying spatio-temporal indicators, and,

especially with different neighbourhood types – the original cone versus the reversed cone. In

this section, we present the average performance of different parametrizations, and analyse

how results differ across domains.

4.3.1 Average Rank

We start by analysing how the 40 parameter combinations rank against each other. For each

data set and learning model pair, we ranked the parameter combinations’ NMAE.

Figure 4.4 shows the average percent rank across data sets for each learning model. Similar

patterns appear across models, though RPART was much less sensitive to different parameter

combinations. It is also apparent that poorer results concentrate on the reverse cone

combined with lower values of α.

Aggregating results. Aggregating the results can help us have a clearer picture of

what settings led to the best performance, on average. Figure 4.5 shows the results of

aggregating average percent rank over all experiments that used each parameter setting in

their parameter combination.
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Figure 4.4: Percent rank obtained by each of the 40 parameter combinations, averaged across
data sets for each learning model. Lower ranks indicate better performance
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We can see that, on average, the original cone proposed by Ohashi and Torgo worked better

than the reverse cone that we wanted to test. The remaining parameters led to better average

results when, respectively, α was set to 0.25, k was set to 8, and β ∈ {0.01, 0.02, 0.03}.
Starker differences appeared when we varied the type of neighbourhood (cone or reversed

cone) or α, the parameter that balances the temporal and spatial dimension; changing the

neighbourhood radii βs produced more similar average ranks.

Results per data set. We understand how each parameter combination works, on

average, across data sets. We must also investigate how the results change depending on the

domain. Figure 4.6 shows the average rank obtained by each parameter, this time averaged

across learning models for each data set.

The reversed cone only performs better than the original cone, on average, for data set 21.
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Figure 4.6: Percent rank obtained by each parameter setting, averaged over all experiments
that used them across learning models, for each data set. Lower ranks indicate better
performance

The two types of neighbourhood result most often in similar ranks; differences are most

noticeable for data sets 72 and 73.

The results for each data set seem to be most sensitive to α, though which values work

better varies. Most data sets obtain their worst results with higher values of α, which weigh

the temporal dimension more. Data sets 20, 21, 50, and 60 contrast with the general trend,

performing noticeably worse with lower α values.

The remaining parameters, β and k, also get their best results at different values depending

on the data set. However, changing these settings results in less marked differences in

performance in most data.

4.3.2 Best Performers

On average, the reversed cone performed rather poorly, but inspecting the top performers for

each neighbourhood type could provide a different perspective on the results. Selecting the

top performing, “optimal” parameter combinations a posteriori means we cannot guarantee

that one could achieve these results in real scenarios. Still, this analysis may help uncover

the potential benefits of reversing the spatio-temporal neighbourhood.
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Figure 4.7: Number of data sets achieving their top results with each type of neighbourhood

Figure 4.7 shows the number of data sets that obtained their top results with the original

and the reversed cone, respectively, in general and for each learning model.

Overall, the original cone works best in more cases, a result somewhat skewed by the results

using RF, where the original cone worked best for 80% of the data. Still, the reversed cone

beats or ties with the original half the time, being the best choice for 44% of the data and

learning model pairs.

We can see clear differences between models. The reversed cone worked best for more data

than the original when using MARS and RPART; the original cone worked best for more

data sets when using LM or RF. RF had very imbalanced results; only three data sets got

their best results with the reversed cone. RPART was the only model that led to ties.

4.3.3 Impact of Data Set Characteristics

We established that, for some data sets, the reversed cone performed best, as long as the

remaining parameters were chosen to be “optimal”. It could be helpful to know if these data

sets share some common characteristics. With this aim, we trained a Conditional Inference

Tree on a meta data set as we explained in Section 4.2.4.

Figure 4.8 shows the tree comparing experiments that used the same parameters, other than

neighbourhood type, against each other. We included the parameters as meta-features, and

the algorithm even chose parameter α for a split. All the splits, including that one, show

statistical significance.

The reversed cone only outperformed the original cone more often than not when we set

parameter α to 0.5 or lower, learned the model using MARS or LM, and the data contained

fewer outliers, as defined by boxplot statistics. If we used RPART on data with higher

average normalised distance between locations, the proportion between the the two types of

neighbourhood was almost balanced (with some ties).
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Figure 4.8: Meta-classification trees with fixed remaining parameters
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Figure 4.9: Meta-classification trees with “optimal” remaining parameters

In Figure 4.9, we filtered the experiments to only include the ones whose parameter com-

bination was “optimal”. That is, we focused on the experiments with the lowest NMAE

for each data set and learning model pair. This time, we excluded the parameters of these

experiments as meta-features, because (a) we wanted to isolate the data characteristics, and

(b) the parameters’ distributions may be imbalanced, unlike in the previous tree where all

parameter combinations appeared the same number of times. This was a much smaller meta

data set, and only the root split shows statistical significance.

We found three sets of circumstances where the reversed cone most often got the best

results. Compare this with the previous tree, with non-optimal parameters, where only one

leaf contained more instances of the reversed cone winning (cf. Figure 4.8). The reversed

cone won more often when using RPART. If the average first autocorrelation coefficient of

the differentiated time series was higher than 0.1, the original cone never won – only tied
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in some cases. If using models other than RPART, the reversed cone also outperformed the

original more often on smaller data sets (data sets 4 to 7).

4.4 Discussion

We found that, on average, our “reversed cone” strategy could not improve forecasting, but

it worked for some data set and learning algorithm combinations – especially if we chose the

remaining hyper-parameters to be optimal.

Our meta-analysis showed that, given optimal parameters, the reversed cone most often

beat the original proposal when using a simple regression tree or when training LM and

MARS on smaller data sets. All other parameters being equal, including neighbourhood

size, the reversed cone seemed to work best when using LM or MARS on data sets with

fewer outliers, and features extracted with a lower α. A lower α means the spatio-temporal

distance was mostly determined by the temporal distance between observations, translating

into a neighbourhood cone with a wider base and a shorter height, including farther spatial

neighbours and excluding older historical data.

Related work. Since the publication of the work by Ohashi and Torgo that was the

basis for this chapter’s proposal, other authors have proposed their own methods to calculate

spatio-temporal indicators.

In a similar approach, Appice et al. [2013b] calculate summary statistics within spatio-

temporal neighbourhoods determined through a spatio-temporal clustering process. Like

us, they then apply a global standard regression algorithm to the transformed data. They

favourably compare their results against using historical data from the same location alone.

Pravilovic et al. [2017] also include a spatio-temporal clustering step to define useful neigh-

bourhoods, but they post-process the summary statistics using PCA to remove collinearity

before modelling the data. Instead of training a global standard regression model, they learn

a local VAR model for the resulting multi-variate time series at each location. They compare

their results against univariate ARIMA and ARIMA variants, finding that their new proposal

works better for phenomena that are stable in time, even if possibly non-stationary (e.g., air

temperature and solar radiation).

Ceci et al. [2017] test several combinations of separate spatial and temporal indicators on

photovoltaic energy production applications. They suggest that PCNM [Dray et al., 2006]

accounts for spatial autocorrelation best, while hour and day scaled to [0, 1] were sufficient

to encode temporal autocorrelation.

Strengths and limitations. Ohashi and Torgo [2012] tested their proposal on a single
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application, forecasting wind speed in two locations (though they used historical data from

additional neighbouring locations to extract the indicators). We applied and tested it against

our variant on seventeen real-world data sets.

Choosing optimal parameters a posteriori should result in a fair enough comparison, since

we treated both strategies – with the original or the reversed cone – equally. However,

without an internal evaluation method or validation set, the evaluation framework departs

from real-world scenarios.

Future work. Additional experiments with a nested evaluation design, using an internal

estimation method to tune parameters, could confirm whether we can expect to attain the

benefits suggested by the optimal performance results.

The two cones, in their original and reversed directions, need not be exclusive, but could

be complementary instead. Future work could explore whether simultaneously using both

cones can capture different aspects of the same phenomena, improving performance.

4.5 Summary

We tackled the problem of numeric spatio-temporal forecasting by extracting features from

data so that off-the-shelf regression algorithms can learn models of the data. The extracted

features, also called spatio-temporal indicators, incorporate contextual information from

spatio-temporal neighbourhoods.

We tested a variant of the spatio-temporal indicators proposed by Ohashi and Torgo [2012].

We reversed the direction of their conic spatio-temporal neighbourhood, so that the cone’s

vertex was at the observation and the spatial radius widened to contain older observations

from more distant locations.

Testing the two variants on seventeen real-world data sets, we concluded that, on average,

features using the original proposal ranked better. However, depending on the parametriza-

tion, reversing the cone can prove beneficial.

With optimal parameters, the reversed cone beat or tied for best with the original cone for

half of the learning model and data pairs; it worked best for more data sets than the original

when using decision trees and MARS, and when using LM on smaller data sets.

Future work should use nested validation to confirm that the results of optimal parametriza-

tions can be replicated. This work also opens the possibility to test whether the two cones

can complement each other.
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Chapter 5

Resampling Imbalanced

Spatio-temporal Data

5.1 Introduction

Abnormal weather conditions, pollution level spikes, and fire ignitions are examples of rare

or extreme events with severe consequences for the affected communities. They often develop

as the effect of uncommon natural factors on spatio-temporal processes or due to the impact

of changes in underlying factors [Widmer and Kubat, 1996]. Their characteristics make them

difficult to predict, but accurate anticipation often allows action to avoid or mitigate the

worst consequences [Baxevani and Wilson, 2018].

Standard learning methods often assume data to follow a Gaussian distribution. But real-

world spatio-temporal data often present heavy-tailed behaviours, leading to poor predictions

(as shown by [Eklund et al., 2016] for fMRI “spatial” data). Most standard evaluation

metrics assume uniform domain preferences, i.e., that users value predictions across the

target domain equally. Using such metrics during and after model optimisation specialises

the forecasters on predicting average target values, deteriorating accuracy on extreme val-

ues [Branco et al., 2016b].

In Section 2.4, we presented the common resampling strategies that compensate for some

of these shortcomings. We also discussed how they were extended to work on regression

problems [Torgo et al., 2013, Branco et al., 2016a]. In 2017a, Moniz et al. designed

resampling strategies that improve time series forecasting by introducing a temporal bias in

the random processes. To the best of our knowledge, similar approaches to spatio-temporal

data had not been proposed.

Inspired by their work, we propose a novel set of biased resampling strategies for spatio-

temporal forecasting of extreme values, based on two proposals for bias: one static and

81
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one relevance-aware. Both consider spatial and temporal implicit relationships between

observations and allow the temporal and spatial dimensions to contribute unevenly to the

final spatio-temporal weight. The relevance-aware weighing considers the usefulness of

obtaining accurate predictions for a particular example.

We empirically compare our proposals against purely random versions of under-sampling

and over-sampling. We run experiments using a subset of the real-world data presented in

Chapter 3 that had imbalanced domains. We analyse the strategies’ parameter sensitiv-

ity, the precision-recall trade-off, the results’ robustness, and performance impact of data

characteristics.

5.2 Materials and Methods

5.2.1 Spatio-Temporal Bias Resampling Strategies

Under-sampling and over-sampling are well-known resampling strategies that shift the target

domain distribution by reducing the number of normal cases or increasing rare cases. Often,

the strategies randomly select the observations to be removed or replicated, though some

proposals introduce a bias in the process.

In this section, we detail our proposal for spatio-temporal bias in resampling strategies.

5.2.1.1 Spatio-Temporal Bias

As emphasised throughout our work, observations in spatio-temporal data have implicit

dependence relationships along the temporal and spatial dimensions.

We hypothesise these relationships may affect observations’ usefulness when learning a

model. Thus, we should be able to leverage spatial and temporal contextual information to

improve how we select data during resampling. We propose a sampling weighting function,

W : Yi,j → [0, 1], that regulates the probability that random under-sampling will select

a regular observation to remain in the training set, or random over-sampling will select a

rare observation to replicate. This weight is a combination of a spatial and a temporal

component.

We also know that autocorrelation across time and space differs depending on the domain.

Therefore, we hypothesise that each dimension should be able to contribute to an obser-

vation’s weight unevenly. We introduce a parameter α to balance our weight’s spatial and

temporal components.

We consider two different approaches to calculate both spatial and temporal weights: static

and relevance-aware. The static weight does not depend on the observed values, while the
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relevance-aware weight considers their relevance as defined in Section 2.5.2.2. In both cases,

a higher weight increases the chance that we will find the observation in the training set

after resampling.

Static Weights Spatial and temporal static weights are constant across time and space,

respectively, and do not depend on observed values.

More recent observations may hold more up-to-date information that could be more useful

to the predictive task. Therefore, resampling strategies may benefit from prioritising them.

We define the temporal weight, W T , as a linear function that proportionately attributes

higher weight to more recent observations.

Since values measured at neighbouring locations often correlate, models may gain relevant

information about a location from its neighbours. It may be beneficial for resampling

strategies to prioritise data from isolated locations since, in the absence of neighbouring

data, models may experience more difficulty making useful predictions for them. We define

the spatial weight, WL, as a linear function of the shortest spatial distance to any neighbour

that proportionately attributes more weight to more isolated locations.

Relevance-Aware Weights Relevance-aware weights prioritise observations according to

their distance to relevant observations, as defined by a relevance function, φ, and a relevance

threshold, tR. In this chapter, we did not assume access to domain expert knowledge to help

us define relevance functions and thresholds. Relevance functions were instead automatically

derived using an approach described in Section 2.4.1, proposed by Ribeiro [2011], and the

relevance threshold was set to 0.9.

Temporal weights consider time differences to relevant cases at each location — viewing the

data as a set of time series. Spatial weights consider spatial distances to relevant cases at

each time-stamp.

The relevance-aware temporal weight assumes that:

1. Normal observations that precede extreme cases may hold important information about

the processes that lead to extremes in the series, so they should be given higher

probability of remaining after under-sampling;

2. The first extreme in a sequence of consecutive extreme values may hold more informa-

tion about the shift that caused the sequence, so it should be given a higher probability

of being replicated during over-sampling.

Temporal weights, W Tφ are calculated at each location. We give maximum weight to the first

extreme value in a sequence of extreme values (with tR or higher relevance). The weight
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then linearly falls until it reaches zero at the next normal value. From there, it goes up

linearly until the next extreme value, which will again have maximum weight.

We cannot access values measured before or after a time series, so we must make assumptions

to weigh the first and last observation sequences. We assume the first observation to be the

first value in a sequence of its type: if it is an extreme case, it is given maximum weight;

otherwise, it is given zero weight. We decided to prioritise the last observations to safeguard

the possibility that the next value is extreme. Thus, we treat the last value as extreme,

whether or not that is true.
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Figure 5.1: Top: relevance-aware temporal weight, W Tφ (y-axis) as it changes across time
(x-axis; normalized so 1 corresponds to the most recent observation), calculated for a specific
station in data set 31. Bottom: relevance function automatically derived for the same station
(normalized to [0, 1]). The red dashed line corresponds to the relevance threshold, tR, at
and above which an observation is considered highly relevant

We calculated an example relevance function and temporal weight for a station in data set

31 as an example (see Figure 5.1). The data were previously described in Section 3.2.2.2

and further relevant details will be given in Section 5.2.2.

The relevance-aware spatial weight assumes that:

1. More isolated cases could be more at risk of being filtered out or ignored during the

learning process, so they should be given a higher probability of being replicated;

2. Eliminating normal cases that are spatially closer to extreme values could help make

borders around extremes easier to learn, so normal cases farther away from extremes

should be given a higher probability of remaining.

Spatial weights, WLφ , are calculated at each time snapshot. The weight is directly propor-

tional to the shortest spatial distance to a neighbouring location with an extreme value.

Combining Weights We combine our spatial and temporal weights into a static spatio-

temporal weight, WS , (Equation 5.1) and a relevance-aware weight, W φ, (Equation 5.2). In
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both equations, α balances the temporal and spatial components, i is a time-stamp index,

j is a location index, and ε is a small value added to ensure all observations have non-zero

probability of remaining or being replicated during resampling.

WS
i,j = α×W TS

i,j + (1− α)×WLS
i,j + ε (5.1)

W φ
i,j = α×W Tφ

i,j + (1− α)×WLφ
i,j + ε (5.2)

We had initially proposed another formulation [Oliveira et al., 2019], which combined a static

temporal weight with a relevance-aware spatial weight (Equation 5.3).

Wi,j = α×W TS
i,j + (1− α)×WLφ

i,j + ε (5.3)

The under- and over-sampling algorithms only randomly select observations of a single type

to remain or replicate in the training set, respectively. Therefore, before resampling, we

normalise the weights for normal and extreme cases separately.

Figure 5.2 shows an example of the automatically derived relevance function, the spatial,

temporal and spatio-temporal weights for data set 31. The heatmap cannot show distances

between locations along the y-axis that explain both WLφ and WLS values. To calculate

W φ, we deemed values normal if their relevance was below a 0.9 relevance threshold, and we

weighed the spatial and temporal components equally (parameter α set to 0.5).

5.2.1.2 Resampling Algorithms

Next, we describe our proposed variants of biased under- and over-sampling algorithms.

Algorithm 5.1 shows their pseudocode.

Spatio-temporal Biased Under-Sampling (STRUS) Random under-sampling (RUS)

keeps all the extreme observations, and then randomly selects a sub-sample of normal

observations to remain in the training set. We propose a method that differs in how it

conducts the sub-sampling. In random under-sampling, all normal observations have the

same probability of being selected; in our biased random under-sampling, the probability is

proportional to their bias weight.

We use random selection without replacement. The parameter u (0 < u < 1) defines the
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Figure 5.2: Heatmaps of the relevance function, φ, and spatio-temporal bias weights
calculated for observations captured at each location (y-axis) and time-stamp (x-axis;
normalized so 1 corresponds to the most recent observation) for data set 31, as well as
their separate spatial and temporal components (α was set to 0.5 so both dimensions are
considered equally). The relevance threshold at and above which an observation is considered
highly relevant was set to 0.9. The static spatio-temporal bias weight, WS , is a combination
of the static spatial, WLS , and temporal weights, W TS . The relevance-aware spatio-temporal
bias weight, W φ, is a combination of the relevance-aware temporal, W Tφ , and spatial weights,
WLφ . The originally proposed bias weight, W , is a combination of W TS and WLφ .

percentage of normal cases remaining in the training set. Setting 0 < α < 1 and using a

static weight, this strategy will more likely select a normal observation recently recorded

at an isolated location. When using a relevance-aware weight, it will more likely select a

normal value recorded after a sequence of normal values at a location distant from extreme

observations.

Spatio-temporal Biased Over-Sampling (STROS) Like random over-sampling (ROS),

this strategy starts with all observations, and then randomly selects a sample of extreme

observations to replicate and add to the training set. Biased random over-sampling differs

by selecting observations with a probability proportional to their bias weight.

We use random selection with replacement. The parameter o (o > 0) specifies the percentage

of extreme cases added to the training set; setting o = 1 doubles the number of extreme

cases. Setting 0 < α < 1 and using a relevance-aware weight, this strategy will more likely

select the first extreme value in a sequence of consecutive extreme values recorded at a

location distant from other extreme observations.
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Spatio-temporal Biased Over-Sampling with Gaussian noise (STGAUSS) This

strategy adds random noise to extreme replicas’ predictors and target values before adding

them to the training set [Branco et al., 2016a]. The added Gaussian noise has zero mean;

its standard deviation is a p fraction of similarly extreme target values’ standard deviation

in the training set.

Algorithm 5.1 Spatio-temporal bias random under- and over-sampling (with or without
added Gaussian noise.)
1: function STRandReSampling(D,Y, φ(Y ), tR, B, u, o)
2: . D - A data set
3: . Y - The target variable
4: . φ(Y ) - User specified relevance function
5: . tR - The threshold for relevance on y values
6: . W - Spatio-temporal bias weight
7: . B - Variant of biased resampling (STRUS for biased under-sampling; STROS for biased over-sampling;

STGAUSS for biased over-sampling with added Gaussian noise)
8: . u - Percentage of under-sampling (if B = STRUS)
9: . o - Percentage of over-sampling (if B = STROS or B = STGAUSS)

10: . pert - Fraction of standard deviation of original data used as the standard deviation of the random Gaussian
noise added to selected cases

11:
12: DR ← {Di : ∀yi ∈ Y, φ(yi) ≥ tR} . Highly relevant cases
13: DN ← {Di : ∀yi ∈ Y, φ(yi) < tR} . Normal cases
14: if B = STRUS then . Biased random under-sampling
15: TgtNr ← |DN | × u
16: newData← DR . Highly relevant cases are to be kept
17: selCases← sample(tgtNr,DN ,W ) . Biased random selection of a number of normal cases from DN
18: else if B ∈ {STROS, STGAUSS} then . Biased random over-sampling
19: tgtNr ← |DR| × o
20: newData← D . All cases kept in the new data set
21: selCases← sample(tgtNr,DR,W ) . Biased random selection of a number of rare cases from DR
22: if B = STGAUSS then
23: selCases← addGaussianNoise(selCases, pert) . Add Gaussian noise to selected cases
24: end if
25: end if
26: newData← c(newData, selCases) . Add selected cases to the new data set
27: return newData
28: end function

5.2.2 Data Sets

In this chapter, we use a subset of the real-world data previously described in Section 3.2.2.2.

Data was collected from below 200 to more than 6.000 times at 20 to 70 irregularly distributed

geo-locations, with varying rates of recorded extreme values (see Table 5.1; cf. Table 3.3).

Figure 5.3 shows boxplots of the imbalanced variables used in this chapter and the relevance

functions automatically derived from them. In Table 5.1, we show the percentage of extreme

cases based on the number of observations with 0.9 or higher relevance, i.e., the shadowed

areas in Figure 5.3. The percentages of extreme values recorded range from 2.4% to 8.6% of

instances. Like in Chapter 3, we use each of the ten variables as if they were independent

and univariate data sets.
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Table 5.1: Description of imbalanced real-world data sets used in all experiments. Extremes
are those with 0.9 or higher relevance, according to an automatically derived relevance
function

Data source name ID Variables Extremes (%)

MESA Air Pollution1 10 NOX conc. 7.3

NCDC Air Climate1 20 precipitation 6.0

30 ozone 6.3
TCE Air Climate1 31 air temperature 3.8

32 wind speed 2.4

airBase2 60 PM10 conc. 7.5

70 NOX conc. 3.5
Beijing 71 PM10 conc. 5.5
UrbanAir3 72 wind speed 8.6

73 PM25 conc. 3.8

1 From Pravilovic et al. [2018]; Downloaded at: http://www.di.uniba.it/appice/

software/COSTK/data/dataset.zip, accessed on 12 March 2018;
3 Loaded from R package spacetime [Pebesma, 2012] version 1.2–3 (https://cran.r-
project.org/web/packages/spacetime/index.html, accessed on 9 December 2020);
4 From Zheng et al. [2013]; Downloaded at: https://www.microsoft.com/en-us/

research/wp-content/uploads/2016/02/Air20Quality20Data.zip, accessed on 18
October 2017; Since there was more than one measurement for some hours we rounded
the time-stamps to the closest hour, and calculated the median values per hour and
location.

5.2.3 Experimental Design

Our experiments aim at evaluating the following strategies: random under-sampling (RUS ),

over-sampling (ROS ), and over-sampling with added Gaussian noise (GAUSS ), and spatio-

temporal bias random under-sampling (STRUS ), over-sampling (STROS ), and over-sampling

with added Gaussian noise (STGAUSS ). ROS, RUS, and GAUSS are unbiased random

versions of STROS, STRUS, and STGAUSS that work as if all observations had the same

non-zero weight.

This section describes the experimental design used to test and compare these strategies

amongst each other and against a baseline without resampling. Next, we detail the training

process, including data pre-processing steps and learning models. The following section

describes the evaluation setup, including performance metrics and evaluation methods used

to estimate them. Finally, Section 5.2.4 specifies how we analyse data characteristics’ effects

on our proposals’ efficiency.

http://www.di.uniba.it/appice/software/COSTK/data/dataset.zip
http://www.di.uniba.it/appice/software/COSTK/data/dataset.zip
https://cran.r-project.org/web/packages/spacetime/index.html
https://cran.r-project.org/web/packages/spacetime/index.html
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/Air20Quality20Data.zip
https://www.microsoft.com/en-us/research/wp-content/uploads/2016/02/Air20Quality20Data.zip
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Figure 5.3: Relevance functions automatically derived for imbalanced data from their
boxplots. Values are considered extreme at or above the 0.9 relevance threshold – the
shadowed areas in the plots. Target domain scales differ

5.2.3.1 Training Workflow

This section explains how we extracted features, how we handled missing data, and which

regression algorithms were used.

Feature engineering. As in previous chapters, we need to transform the data so that we

can apply standard machine learning algorithms and compare resampling methods’ effects.

Feature engineering follows the steps detailed in Section 3.2.2.2,1 as proposed by Ohashi and

Torgo [2012].

Handling missing data. Data sets 6 and 7 only include measurements for a fraction

of location and time-stamp pairs (from 49% to 68%). We followed the steps described in

Section 3.2.3.2 to deal with the issue before applying a resampling strategy or training a

model on each data subset we used for training. First, we discarded columns, then rows

with 20% or more values missing from the training set; we filled in the remaining missing

values in both training and test sets with each column’s median value in the training set.

Regression algorithms. We run the experiments using three standard regression algo-

rithms as implemented in free and open-source R packages:

MARS a multivariate adaptive regression splines model, implemented in R package earth [from

1There was only one difference in the methodology followed in this chapter: here, we used α = 0.25 for all
data, including data set 2, for which we had used α = 0.5 in Chapter 3.
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mda:mars by Trevor Hastie and utilities with Thomas Lumley’s leaps wrapper., 2018];

RPART a regression tree, implemented in R package rpart [Therneau et al., 2017];

RF a random forest, implemented in R package ranger [Wright and Ziegler, 2017]

The experiments used each model’s default parameters, except for RF’s number of trees,

which was set to 250 (the default was 500). RF is more computationally intensive than

other models; reducing the number of trees mitigates its computational cost. We chose to

grow 250 trees because Probst and Boulesteix [2018] empirically showed that, for many data

sets, “the biggest performance gain in the out-of-bag curves can be seen while growing the

first 250 trees”.

The same study [Probst and Boulesteix, 2018] also suggested that if we measured perfor-

mance by metrics based on mean quadratic loss, such as mean squared error, performance

would continually improve with the number of trees. For this chapter, we used performance

metrics based on the concept of utility instead.

5.2.3.2 Parametrization Schemes

We ran two types of experiments with similar design. Both types deploy an evaluation

method to estimate performance metrics. One type uses the same set of resampling hyper-

parameters for an entire data set – the parameters here can be fixed a priori or selected a

posteriori); the other, deploys an additional, internal evaluation method to determine the

best set of hyper-parameters for each training set and learning algorithm.

We will report the empirical results following three different parametrization schemes, which

we describe below. We applied them equally to our biased resampling strategies and their

random counterparts.

Internal tuning. Internally tuning parameters should accurately approximate the error

incurred by using tuned parameters in the real world; it consumes additional computa-

tional resources, but it should attain better results than just using default values. We

will report the results of running the experiments with an internal evaluation method.

Fixed parameters. In some real scenarios, employing default parameters, regardless of

data characteristics, may suffice, especially if strategies are relatively insensitive to

parameter change or the defaults were chosen based on past empirical results. Our

fixed parametrization scheme approximates this scenario, but it is at a disadvantage

against it – we defined parameters a priori for all data sets before empirical results

could guide our decision. We fixed them at values that sit in the “middle” of our search

grid, which may not correspond to our recommendations for future default parameters

to use when tuning is infeasible.
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Optimal parameters. Our “optimal” scheme a posteriori selects the parameters that

worked the best for each data set when applied across all testing blocks in the pre-

quential evaluation method. It cannot be replicated in real scenarios, but it can help

establish our proposals’ full potential.

Parameter grid. Resampling percentages, o and u, are common to all strategies.

Parameters α and ε are only needed for biased resampling approaches. If Gaussian noise is

to be added during over-sampling, then the perturbation size needs to be set as well.

We set the Gaussian perturbation to 0.1 of the standard deviation of similarly extreme

values in the training set, and ε to 1 × 10−4. The remaining set of parameters were tested

across all combinations of α ∈ {0, 0.25, 0.5, 0.75, 1}, and u ∈ {0.2, 0.4, 0.6, 0.8, 0.95} or

o ∈ {0.5, 1, 2, 3, 4} – a total of 25 possibilities for each type of biased resampling. The

fixed parametrization scheme used α = 0.5, o = 2, and u = 0.6.

5.2.3.3 Evaluation Framework

To properly define our evaluation framework, we need to select an evaluation method to

estimate error, and appropriate metrics to evaluate performance. Our resampling strategies

also include hyper-parameters that need to be set following a parametrization scheme.

Estimation method. As in Chapter 4, we opted to use, as our main evaluation method,

the prequential temporal block evaluation with growing window, described in Section 3.2.1,

with K = 10.

Besides the reasons for this choice already listed in Section 4.2.3.3 of the previous chapter, we

should add that this method also (a) calculates more than just one estimate, which facilitates

investigating performance over time, and (b) includes data from every location in all training

sets, which may be helpful when we are automatically deriving relevance functions based on

the training sets, and we are interested in global extremes.2

Once again, even though the error estimation method evaluates predictions in batches, the

prediction horizon for our experiments at time t is t+ 1. Therefore, our experiments assume

access to all previous true values. Predictors are based on previous neighbouring values and

calculated before any train-test divisions.

For the internal evaluation method, we chose time-blocked cross-validation (CV-Tb) because

(a) it is similar to the external prequential method, but it uses all the available data at each

step, which may be helpful when training windows are small; (b) it mitigates some of the

2Note that in this chapter we assume that all events follow the same distribution, thus using a global
definition of what constitutes a rare and extreme case, instead of a local one.
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severe error under-estimation incurred by standard CV; and (c) it does not completely ignore

temporal order, even though it sometimes tests future models on past data.

Performance metrics. As previously mentioned, standard metrics like MSE cannot

adequately assess a model’s ability to predict under-represented, extreme values. This

is precisely the aim of this chapter, so alternative metrics must be used. We opted for

the utility-based metrics presented in Section 2.5.2.2, namely the simplified utility-based

precision (Equation 5.4) and recall (Equation 5.5) proposed by Moniz et al. [2019], and

the F u1 -score (Equation 5.6) combining them. By using an Fβ-score with β = 1, we weigh

precision and recall equally.

precuφ =

∑
φ(ŷi)≥tR,φ(yi)≥tR

(1 + u(ŷi, yi))∑
φ(ŷi)≥tR

(1 + φ(ŷi))
(5.4)

recuφ =

∑
φ(ŷi)≥tR,φ(y)≥tR

(1 + u(ŷi, yi))∑
φ(yi)≥tR

(1 + φ(yi))
(5.5)

F u1 = 2 ·
precuφ · recuφ
precuφ + recuφ

(5.6)

Even though these metrics require setting a threshold for highly relevant cases (set to 0.9 in

this chapter), they are not solely based on categorising cases as above or below the threshold;

they incorporate numerical error into the calculation.

Relevance functions were calculated automatically based on each training set’s target domain

boxplot statistics (examples using the whole data sets in Figure 5.3).

Since distributions may differ as the training window grows, highly relevant observations at

one step of the prequential method may not be considered so in the next. The resulting

varying percentages of extreme cases in the testing set can reduce our estimates’ usefulness.

In particular, some testing blocks may contain only normal values, which precludes us from

calculating utility-based metrics. We only found this problem in two blocks in data set 32,

so they were ignored, and metrics averaged over the remaining blocks.

Repetition. Our resampling strategies have a random component that could cause vari-

ability in our results. We repeat every prequential block evaluation method ten times to

obtain more robust results for models RPART and MARS, whether or not tuning parameters

internally. RF is significantly more computationally expensive, so we only ran experiments

with RF once.
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Figure 5.4: Summary of the workflow followed in the experiments. First, we calculate spatio-
temporal indicators for the whole data set that will be used as features in the spatio-temporal
forecasting task (the prediction of numeric values for t + 1, at each time-stamp t and for
all locations). Then, we proceed to the prequential block evaluation, where we apply a
training process to a growing number of blocks that precede the testing block in time. This
training process includes (1) handling missing data, (2) if applicable, running time-block
cross-validation to internally tune parameters, (3) applying the chosen resampling strategy,
and (4) training a regression algorithm on the resulting training set.
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Figure 5.4 shows a summary of the workflow we described. Our proposals are imple-

mented in an R package, STResampling, available at https://github.com/mrfoliveira/

STResampling-JDSA2020. All the code and data necessary to replicate our results is also

included.

5.2.4 Meta-Analysis Methodology

After running the experiments, we assess data set characteristics’ impact on our proposals’

efficiency through meta-learning. We followed the same approach described in Section 4.2.4,

with an additional step: estimating feature importance.

Extracting spatio-temporal data characteristics. We used the same features ex-

tracted in Chapter 4 (described in Section 4.2.4), with two additions – the average percentage

of missing predictor values per observation, and the average correlation between the target

value and its predictors. In the previous chapter, we were comparing how different spatio-

temporal indicators perform as predictors, so we excluded their correlation to the target from

the analysis, since it would vary for every experiment. In this chapter, this meta-feature

was included since correlation with the predictors means the target values were correlated

to past neighbouring values or, more specifically, to their summary statistics. A complete

list of the 35 features we used can be found in Table C.8 (page 135).

Meta-labels. We labelled each experiment depending on whether the biased version of

resampling, on average, earned a higher average F u1 -score than its random counterpart, on

the same data set and when using the same learning algorithm.

If assessing the internal tuning parametrisation scheme, we only have one experiment to

label, per model and data set pair, for each type of resampling (under- or over-sampling).

We excluded resampling parameters from the meta-features, given that they can differ across

training blocks following this parametrisation scheme.

In experiments without internal tuning, we compared resampling strategies using the same

parameters, on the same data set and using the same learning algorithm. Therefore, we had

25 experiments using different parameter combinations to label for each type of resampling

strategy.

Meta-learning and feature importance. We trained two types of classification models

on the meta data: a Conditional Inference Tree (CIT), and a Conditional Inference Forest

(CIF), first proposed by Hothorn et al. [2006]. The CIT creates an interpretable, visual

representation of the most determinant factors affecting our proposals’ efficiency. The CIF

can help discover the meta-features’ importance.

https://github.com/mrfoliveira/STResampling-JDSA2020
https://github.com/mrfoliveira/STResampling-JDSA2020
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Probst et al. [2019] recommends measuring feature importance by conditional permutation

importance [Strobl et al., 2008] calculated from CIFs with 0.632 subsampling (without

replacement). This measurement is robust to features’ differing number of categories [Strobl

et al., 2007], and to correlated features [Strobl et al., 2008]. We opted for a variation of this

measure that uses Area Under the Curve (AUC) instead of accuracy in its computation,

making it more robust to class imbalance [Janitza et al., 2013]. As Janitza et al. [2013],

we grew the trees to maximal depth. We set mtry to 6, the square-root of the number of

predictors, a rule-of-thumb generally accepted as being reasonable [Probst et al., 2019].

Though they each used different importance measures, Lunetta et al. [2004] suggested that

multiple thousands of trees may be necessary to get a stable measure of random forest

importance, and Nembrini et al. [2018] set their number of trees to 5000. We grew our CIFs

to comprise 5000 Conditional Inference Trees grown to maximal depth. This number of trees

produced consistent meta-feature rankings across the ten runs we averaged them over.

5.3 Empirical Results

This section is dedicated to the results obtained using our evaluation framework and the

three different parametrization methodologies: (a) setting fixed parameters a priori for all

data sets, (b) internally tuning parameters for each training set, and (c) selecting optimal

parameters a posteriori for each data set.

We start with an overview of the results and analyse parameter sensitivity, the precision-

recall trade-off, the effects of data set characteristics, and the variability of our results.

For the sake of conciseness, we relegated the results of our original, mixed proposal for bias

to Appendix C. Under certain conditions, it benefited resampling more than our other bias

proposals – for example, it ranked best when over-sampling with optimal or fixed parameters

– but our other, more conceptually consistent bias proposals represent our reasoning for the

spatio-temporal bias well.

We also omitted from this section the results of adding Gaussian noise to replicas during

over-sampling because regular over-sampling consistently outperformed it in both biased and

random versions, regardless of parametrisation scheme.

5.3.1 Results per Parametrization Scheme

We start by investigating how our proposals rank against each other, their random coun-

terparts, and the baseline without resampling. Later, we will check if any differences we

find are statistically significant. We will also examine the best performers under different

experimental conditions.
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5.3.1.1 Average Ranks of F u1 esults

We calculated the average rank determined by F u1 for each resampling strategy. Table 5.2

shows the average across all learning model and data set pairs (the best results are in bold).

Table 5.2: Average ranks of F u1 results obtained by each resampling method, across all data
set and learning model pairings, for three different types of parametrizations. Best result
for each parametrization strategy is in bold; best result per type of resampling strategy is
in italics

psampling tuning optimal fixed

BASELINE 6.43 6.93 6.17

ROS 4.43 4.73 3.70
STROSS 3.83 3.43 3.53
STROSφ 4.80 4.23 4.70

RUS 3.40 4.27 3.73
STRUSS 3.10 2.70 3.77
STRUSφ 2.00 1.70 2.40

The results show that, on average, all forms of resampling (biased or not) improve the

results against the baseline. Regardless of the parametrization scheme, both under- and

over-sampling improve when we introduce some kind of bias – either the relevance-aware

bias, the static bias, or in both cases.

Under-sampling worked best with the relevance-aware bias – this combination performs

best regardless of parametrization scheme –, but the static bias still improved its results if

using tuned or optimised parameters. Over-sampling worked best with the static bias3; the

relevance-aware bias eroded its performance unless parameters were optimised a posteriri.

5.3.1.2 Statistical Significance

We selected the best biased strategies and tested the statistical significance of the differences

in their performance between them, random resampling, and the baseline across data sets.

We applied the Friedman post-hoc test with Bergmann and Hommel’s correction. Garćıa

and Herrera [2008] suggests it to be a more powerful alternative to the Nemenyi correction

suggested by Demšar [2006] when multiple data sets and “treatments” are involved. The

procedure is computationally expensive, but the implementation we used, available in R

package scmamp [Calvo et al., 2016], allows testing up to nine strategies. We tested the

results obtained with each learning model separately so that observations were independent.

3Our original bias proposal (excluded from this analysis) actually performed best with optimal or fixed
parameters, but static bias outperformed it with tuned parameters. – arguably, the internal tuning scheme
simulates common practice in predictive analytics better.
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Figure 5.5: Critical difference graphs for selected strategies with internally tuned and optimal
parameters, using the three learning algorithms. The best performer appears in a green box.
Groups of resampling strategies that are not significantly different according to the Bergmann
and Hommel’s post-hoc test (at p = 0.05) are connected

Figure 5.5 shows critical difference graphs using internally tuned and optimal parameters.

Strategies that do not differ significantly according to the test at p = 0.05 appear connected

in the graph.

Relevance-aware biased under-sampling (STRUSφ) beat its random counterpart (RUS) with

significance when using RPART, and it beat the baseline even when RUS could not. If we

internally tuned parameters, it worked significantly better than any other option.

Static biased random over-sampling (STROSS) may not be significantly better than random

over-sampling, but it could always beat the baseline with significance – something that

random over-sampling failed to do when using MARS or RF.

The test often cannot distinguish between our proposals and their random counterparts, but

our biased resampling proposals always significantly outperformed the baseline.
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Figure 5.6: Baseline and best F u1 result achieved for each data set and learning model pair
(top: MARS; middle: RF; bottom: RPART). Each pair of bars correspond to one data set:
the baseline, in gray, and the best result in a color indicating the resampling method

5.3.1.3 Best F u1 esults per Model and Data Set

Now that we understand the strategies’ average behaviour, we inspect the best results for

each data set and learning algorithm. Figure 5.6 shows the baseline and best average F u1 -

score achieved by any resampling strategy under the three parametrization schemes.

Regardless of model or parametrization scheme, biased strategies got top results for most

or all data sets, with one exception — using RPART with fixed parameters produced a tie

between random and biased strategies. The relevance-aware biased strategies got top results

more often than the static bias.

If we used tuned or optimal parameters, random resampling strategies only beat biased

alternatives on two or fewer data sets, depending on the learning algorithm; this number

rose to eight if we used fixed parameters instead. Even then, biased resampling still worked

best for all data sets when combined with at least one of the three learning algorithms.

For some data sets, a single strategy works best in most situations — e.g., STRUSφ works

best for data set 72 regardless of learning algorithm or parametrization. For others, the best
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performer varies — e.g., depending on the learning model and parametrization scheme, five

of the six different strategies work best for data set 10, the smallest data set.

When using the tree-based models RPART and RF, under-sampling works best for most

data sets. Only when using RPART with fixed parameters, do under- and over-sampling tie,

working best for five data sets each. When using MARS, under- and over-sampling strategies

achieved top results at a similar rate, regardless of parametrization.

These results show us some of the variability behind the average ranks we discussed above.

For further details, Section C.1 in the Appendix contains tables of average ranks of F u1 for

each resampling strategy, aggregated by learning algorithm and by data set.

5.3.2 Parameter Sensitivity Analysis

Knowing how the strategies perform on average and when they achieve top results, we

investigate further how sensitive they are to the different parameters.
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Figure 5.7: Average F u1 rank obtained by each resampling technique when using 25 different
parametrizations averaged over all data sets. Lower ranks correspond to better results

For this purpose, we examine the experiments without internal tuning, where the prequential

method applied a set of parameters to all training blocks of each data set. Previously, we

analyzed a subset of these experiments with optimal parameters chosen a posteriori. Now,

for each data set and learning algorithm, we consider all experiments. We ranked each

parameter combination against all others using the same strategy. Figure 5.7 shows these

ranks averaged across data sets.

The colour gradient along the X-axis stands out more, though we can discern differences

along the Y-axis as well: the average variance in ranks across resampling percentage (10.8)

was about double that across α (6.0). This points to the strategies being more sensitive

to variations in resampling percentage than in α. Relevance-aware biased under-sampling

(STRUSφ) is the only strategy whose performance varies more with α than with resampling

percentage (9.6 mean variance across α versus 7.8 across u).
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In general, relevance-aware biased strategies are more stable, with a mean variance of 9.5

across parametrizations against the 13.1 of static biased strategies. Likewise, over-sampling

strategies are about two times more stable than under-sampling strategies (15.4 versus 7.2

average variance, respectively).

For each strategy, the gradient patterns seem fairly consistent across learning algorithms.

Still, MARS and RPART show lower variance than RF (8.3 and 8.7, respectively, versus

16.8) – perhaps partly because we repeated experiments with MARS and RPART ten times,

while we ran experiments with RF only once.

Next, we analyze each parameter separately.
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Figure 5.8: Average F u1 rank obtained by each resampling method for 5 different values of o
and u averaged over all data set, learning model, and resampling percentage values. Lower
ranks correspond to better results

Figure 5.8 shows resampling percentages’ average rank against each other at the same α

value, averaged over all data sets and learning algorithms.

We can find somewhat of a “mirror” effect between under- and over-sampling, which can be

explained by higher o and lower u values both resulting in less imbalanced distributions.

Static biased under-sampling (STRUSS) is the most sensitive to resampling percentage at

0.76 mean variance across u, 2.7 times that of the second-most sensitive biased strategy

(STRUSφ) and similar to that of random under-sampling (RUS).

5.3.2.2 Parameter α

Only our biased strategies employ parameter α, which balances the temporal and spatial

dimensions’ influence during resampling. If α = 1, they use a purely temporal weight; if

α = 0, they only consider the spatial dimension.

Figure 5.9 shows the biased resampling percentages’ average rank against each other at the
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Figure 5.9: Average F u1 rank obtained by each resampling method for 5 different values of α
averaged over all data set, learning model, and resampling percentage values. Lower ranks
correspond to better results

same resampling percentage, averaged over all data sets and learning algorithms.

Over-sampling strategies got their best results by combining spatial and temporal weights

into a spatio-temporal weight. The static bias got its best results by favouring the temporal

dimension; the relevance-aware bias, by favouring the spatial dimension.

Under-sampling strategies worked best by using “pure” weights: the static bias, using spatial

weights; the relevance-aware bias, using temporal weights. Combining spatial and temporal

weights resulted in their second-best ranks, as long as they favoured those same dimensions.

The rank patterns of STRUSφ appear closer to those of STROSS , while STRUSS looks more

similar to STROSφ. Under-sampling and over-sampling show opposite tendencies when using

the same bias. Whether under- or over-sampling, the static bias reversed the tendencies of

the relevance-aware bias.

The impact of α is in sharper focus when using STRUSφ. Its ranks varied the most with α,

at almost four times the variance of the next most sensitive strategy (STROSS).

5.3.2.3 Precision and Recall Trade-Off

The F u1 -score combines utility-based precision (precuφ) and recall (recuφ) into a single value –

useful when we need to optimize a model or benchmark an approach to imbalanced regression.

But a thorough analysis requires that we investigate the behaviour of each of the metrics

that comprise it. We expect to find a trade-off between the two.

Figure 5.10 shows how different parametrizations of the best performers of each type,

STRUSφ and STROSS , ranked against each other in terms of precuφ and recuφ across data

sets. As expected, we found a trade-off between precision and recall. The figure also shows,

once again, a mirroring effect between under- and over-sampling.

Across the x-axis, higher values of u and lower values of o led to lower precision and increased

recall. These resampling percentages cause more significant shifts in the target distribution,
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Figure 5.10: Average utility-based precision and recall rank obtained by each resampling
method for 25 different parametrizations, averaged over all data sets. Lower ranks correspond
to better results

decreasing the imbalance and increasing the proportion of extreme values in the training

sets. As expected, the higher proportion of extreme values increased the rate of normal

cases predicted as highly relevant (with extreme values), lowering precision; the opposite

reasoning explains the increase in recall.

Along the y-axis, the variation is more subtle but still present. STRUSφ shows a clearer

vertical gradient for recall than precision, suggesting that differences in recall drive α’s strong

effect on F u1 -score found in previous sections.

The diagonal gradients show an interplay between parameters α and resampling percentages,

and help explain the F u1 -score rank patterns in Figure 5.7.

5.3.3 Impact of Data Set Characteristics

We now turn our attention to the impact of data set characteristics on our proposals’

efficiency, following the analysis framework we outline in Section 5.2.4.

5.3.3.1 Internally Tuned Parameters

We considered one experiment a win in the meta-learning task at hand (the positive class)

when a biased resampling strategy got better F u1 -scores than its random counterpart on the

same data set and using the same learning model, with internally tuned parameters.

Table 5.3 shows the average conditional permutation importance in Conditional Inference

Forests (CIFs) (normalized to be between -1 and 1) of the top 10 most predictive meta-

features, according to their average rank. The most determinant factor is whether under-

or over-sampling was carried out. The next four most important factors describe the

target distribution. The following three features relate to the locations distribution and

the percentage of missing predictors. The remaining features, including the type of bias and
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Table 5.3: Feature importance (normalized to be between -1 and 1) of top 10 meta-features as
measured by average rank of conditional permutation importance applied 10 times to a meta
data set, where the target variable indicates whether results are improved by introducing
bias into a random resampling strategy, as measured by the average F u1 calculated for each
data set and learning algorithm pair, and using internally tuned parameters (parameters
excluded as meta-features)

Meta-feature Avg. importance Avg. rank Std. dev. rank

1 type of resampling (under- or over-sampling) 1.00 1.00 0.00
2 extreme ratio at tR = 0.9 0.56 2.50 0.53
3 target’s inter-quartile range 0.54 2.50 0.53
4 percentage of target outliers according to boxplot statistics 0.29 4.10 0.32
5 target’s Geary’s kurtosis 0.15 5.70 0.95
6 0.05 quantile of normalized distance between locations 0.12 6.20 1.48
7 percentage of missing predictors 0.03 9.50 4.30
8 average normalized distance between locations 0.03 9.60 3.72
9 average correlation between target and predictors 0.00 11.90 7.43

10 0.95 quantile of standardized target 0.00 10.60 1.65

learning model, have zero or negative importance.

Feature importance reveals what factors determine if our proposals improve random resam-

pling, but it cannot tell us how they influence that outcome. Figure 5.11 shows a conditional

inference tree trained on the same task, which is more interpretable.

The type of resampling appears at the top node, consistent with its higher importance

in Table 5.3, but bias appears next, even though it was near the the bottom in terms of

importance. Half of the remaining nodes in the tree appeared on Table 5.3; the extra

two included were the overall percentage of time-stamps and location pairs with available

observations (Avail), and the average time series acceleration (accel mean).

Relevance-aware under-sampling (STRUSφ) worked better than random under-sampling

(RUS) 95% of the time when the correlation between target and predictors was 0.4 or

lower – the leaf with the highest percentage and absolute number of wins. Even at higher

correlations, it still improved over RUS over 50% of the time.

Static biased over-sampling (STROSS) worked better than random over-sampling (ROS) in

78% of cases where the inter-quartile range of normalized distance between locations was

higher than 0.28, indicating varying levels of location density – corresponding to the leaf

with the second-highest percentage and absolute number of wins. A narrower interquartile

range almost halved the win percentage.

5.3.3.2 Parameters Setting

Next, we analyze the effect of data characteristics on the experiments without internal

tuning, where the same parameters were used across the training sets. We compare the
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Figure 5.11: Meta-classification tree for internally tuned parameters. Each instance in the
training set of a meta decision tree represents the outcome of introducing spatio-temporal
bias to a random resampling strategy applied in conjunction with one of three learning
algorithms to a data set: if the average F u1 improves with the bias, the label is Win; otherwise,
the label is Loss. Each condition in the tree is true for the left branch. Each node presents
the majority class on top; the number of instances of each class, in the middle; and the
percentage of meta data instances included in the node, below. The selected resampling
parameters were not included since they differ across training blocks

biased strategies against their random counterparts at the same resampling percentage.

Table 5.4 shows the average conditional permutation importance in CIFs (normalized to be

between -1 and 1) of the top 10 most predictive meta-features according to their average

rank, when fixing resamping percentage. As expected, the most important feature is, once

again, the type of resampling. But this feature is now followed by the types of bias and

learning model, which were not present in Table 5.3. The average importance falls sharply

after the third position, but it remains positive. Most of the remaining features relate to

spatial autocorrelation and the spatial distribution of locations, and only three of the seven

had previously appeared in Table 5.3. Ranks are much more stable in this table than when

parameters were internally tuned (cf. Table 5.3).

Figure 5.12 shows a more interpretable conditional inference tree trained on this other task.

The p-values in the tree indicate that all the splits were significant, unlike in Figure 5.11.

The first and second most important features according to Table 5.4 appear at the root and

the next level of the tree. The features selected to classify under-sampling at the following

level were also part of the top 10 most important features, but not the ones used to classify

over-sampling – the number of outliers according to boxplot statistics and the average Hurst

exponent.
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Table 5.4: Feature importance (normalized to be between -1 and 1) of top 10 meta-features as
measured by average rank of conditional permutation importance in a conditional inference
forest applied 10 times to a meta data set, where the target variable indicates whether
results are improved by introducing bias into a random resampling strategy at the same
resampling percentage, as measured by the average F u1 calculated for each data set and
learning algorithm pair

Meta-feature Avg. importance Avg. rank Std. dev. rank

1 type of resampling (under- or over-sampling) 1.00 1.00 0.00
2 type of bias (static or relevance-aware) 0.24 2.00 0.00
3 model (MARS, RF, or RPART) 0.20 3.00 0.00
4 average significant observed Moran I index 0.03 4.00 0.00
5 average normalized distance to closest neighbour 0.02 5.40 0.52
6 average observed Moran I index 0.02 5.60 0.52
7 0.05 quantile of normalized distance between locations 0.02 7.30 0.48
8 percentage of positive observed Moran I indices 0.02 7.70 0.48
9 average correlation between target and predictors 0.01 9.20 0.42

10 average normalized distance between locations 0.01 10.40 1.51

STRUSφ worked best when the average normalized distance to the closest neighbour was

very low, beating its random counterpart 83% of the time – the highest win percentage; this

number decreased to 65% of the time at higher average distance to the nearest neighbour.

STRUSS worked better than RUS 60% of the time if the average statistically significant

Moran I index was above 0.09, indicating spatial clustering of similar values – corresponding

to the second highest absolute number of wins. If the index was below that value, indicating

randomness or spatial clustering of dissimilar values, the results were almost reversed, as it

lost to RUS 58% of the time.

5.3.4 Variability Analysis

Next, we evaluate the stability of our results from testing block to testing block on each data

set and across repetitions.

Across testing blocks. Figure 5.13 shows how performance varies across testing blocks

with internally tuned parameters. We could expect that performance would improve as

the training window grew, perhaps later deteriorating if there was concept drift. We found

instead that performance varied greatly in both directions for most data sets. Data set 10

was the only one to show the curve that we expected, though its performance on the first

testing block was extremely low – perhaps because it was the smallest data set, one training

block was insufficient to learn adequate models. Data set 10 had relatively consistent ratios of

around 10% (corresponding to about 50) extreme cases. Higher variance in both relative and

absolute number of extreme cases may help explain performance changes in the remaining

data sets. When there were too few extreme cases, failing to capture even a single extreme
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Figure 5.12: Meta-classification tree for pre-set parameters. Each instance in the training
set of a meta decision tree represents the outcome of introducing spatio-temporal bias to
a random resampling strategy, at a specific resampling percentage, applied in conjunction
with one of three learning algorithms to a data set: if the average F u1 improves with the bias,
at that same resampling percentage, the label is Win; otherwise, the label is Loss. Each
condition in the tree is true for the left branch. Each node presents the majority class on
top; the number of instances of each class, in the middle; and the percentage of meta data
instances included in the node, below

case could severely decrease recall, negatively impacting F u1 .

Across repetitions. All the resampling approaches randomly selected cases to use in

training, whether the process was biased or not. We repeated the experiments ten times to

get more robust performance estimates, but we expected results to change across repetitions

– especially when we internally tuned parameters according to the strategies’ performance

at each iteration.

Figure 5.14 shows the normalized standard deviation (σN ) of the average F u1 across the ten

repetitions of the evaluation method, calculated for each data set, learning algorithm, and

resampling approach triad.

Biased resampling methods vary less than their random counterparts – expected since

introducing a bias should reduce randomness in the resampling process. Still, the normalized

variance keeps within the same order of magnitude for every resampling method. The upper

hinges of each box do not exceed 0.06, meaning that the standard deviation of F u1 was most

often below 6% of its average. The results kept reasonably stable but still varied due to the

strategies’ randomness, whether they included a spatio-temporal bias or not.
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Figure 5.13: F u1 variation across testing blocks, averaged over repetitions for each data set
and learning algorithm. Dashed orange lines show the results without any resampling (one
line for each of the three learning models); other colors are used for selected resampling
methods (with internally tuned parameters). Dot-dashed black lines show the percentage of
relevant cases in each testing block, on the secondary y-axis – note that cases in the testing
block are considered relevant if their relevance is 0.9 or above, as defined by the relevance
function calculated automatically from each training set

5.4 Discussion

Random resampling strategies address data imbalance issues simply. We injected a spatio-

temporal sampling bias into random under- and over-sampling strategies to improve their

performance in imbalanced spatio-temporal forecasting. We proposed two weighting schemes:

a static, and a relevance-aware bias.

Related work on time series. Previous work had showed that leveraging temporal

autocorrelation improved results in imbalanced time series [Moniz et al., 2017a]. We hy-

pothesised and concluded that leveraging both temporal and spatial dependencies yields

improvements on spatio-temporal forecasting.

Recommendations. We found that relevance-aware biased under-sampling (STRUSφ)

performed best overall. It favoured the temporal dimension, meaning that it benefited from

prioritising observations that preceded extreme cases recorded at a given location when

selecting low-relevance cases to keep in the training set. Given that, when under-sampling,

we are paring down the data set to a smaller size, it seems reasonable that preserving the

dynamics that immediately precede an extreme case would be more important than clearing

away the spatial region around an extreme observation. We found that the relevance-aware

bias was more stable across parametrisations, but under-sampling was more sensitive to

parametrisation than over-sampling.
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Figure 5.14: Box and whiskers plot of normalized standard deviations of average F u1 across
repetitions, calculated for each data set, resampling strategy, and learning algorithm triad
(only MARS and RPART were included, as experiments were only executed once when using
RF), using internally tuned parameters

When computational costs are a concern, but tuning parameters (resampling percentage

and α) is still feasible, static biased under-sampling (STRUSS) may be an appropriate choice.

Static weights should be easier to compute while still achieving better results than random

under-sampling or any type of over-sampling. In contrast with STRUSφ, STRUSS works best

when favouring the spatial dimension instead: preserving observations at spatially isolated

locations becomes more important than removing older observations.

If, despite our above considerations, the user still prefers over-sampling (e.g., because the

data are too small to under-sample), then they should use the static bias (STROSS) and

favour the temporal dimension. STROSS often performed worse than under-sampling, but it

could be a reasonable choice as long as internal parameter tuning is feasible. When selecting

relevant cases to replicate and add to a data set, we should favour observations recorded

most recently and at spatially isolated locations – the temporal component once again being

more valuable. Given that there are fewer highly relevant cases to take advantage of in

the over-sampling process, it is perhaps understandable that favouring more recent cases

would be more important than keeping those at spatially isolated locations. Being spatially

isolated does not guarantee that the process that led to an extreme value could not be

partially explained by dynamics also present in other geographic regions.

Caveats. Though these are our general recommendations for the usage of biased re-

sampling strategies (summarised in Figure 5.15), we should acknowledge that there are

exceptions to our considerations, and the best strategy and parametrisation for a specific
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problem may still depend on the characteristics of the application domain, as well as the

chosen learning algorithm. For some data sets, depending on parametrisation, under-

sampling with different types of bias or over-sampling strategies achieved the best average

results. In fact, when using the MARS learning algorithm, over-sampling with our original

(mixed) proposal for bias (STROS) achieved the best overall average rank of F u1 -score with

fixed parameters and second-best with internally tuned or optimal parameters.

Strengths and limitations. The two types of bias, and the two types of resampling

show contrasting behaviours in terms of their preferred dimension. As we mentioned,

STROSS and STRUSφ worked best when they favoured the temporal dimension, while

STRUSS and STRUSφ. While not entirely predictable, these contrasting patterns point to an

interesting interplay between resampling approaches, and spatial and temporal dependency

relationships.

We cannot exclude the possibility that the apparent benefit of favouring the temporal

dimension, i.e., setting α above 0.5, in the best performers among under- and over-sampling

biased strategies that we discussed in the previous paragraphs could be driven by underlying

characteristics in most of our real-world data sets – e.g., the (irregular) spatial distribution

of the comparatively smaller number of locations in our data sets could be such that spatial

autocorrelation was not meaningful enough to carry as much weight when compared to

temporal autocorrelation across a much higher number of time-stamps. For these reasons,

ideally, internal parameter tuning should be carried out to achieve the best possible results

in each application.

To provide a deeper understanding of these issues, we conducted a multidimensional meta-

analysis of our results to assess how data set characteristics influence whether introducing

bias is beneficial. When we compared strategies using the same resampling percentage,

the learning algorithm, the type of resampling strategy and bias were quite influential. If

we compared strategies after internal parameter tuning, the type of bias became much less

impactful, suggesting that our proposals for spatio-temporal bias may have their merits

under different circumstances when properly tuned.

Our results suggest some features affected performance more than other characteristics such

as data size, including the distance between locations, correlation between the target and

spatio-temporal indicators used as predictors, and the prevalence of missing data. We would

expect characteristics such as data set size to influence the outcome of an imbalanced regres-

sion problem more. However, our analysis focuses on the differences between addressing the

imbalance while accounting for spatio-temporal dependencies (by introducing a resampling

bias) versus not considering these relationships while still addressing the imbalance issue

(by using random resampling). Thus, these results seem to reinforce that our proposals for

spatio-temporal bias are indeed primarily addressing the issues that arise from the spatio-
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temporal nature of the data while perhaps compensating for the disruptions caused by

missing data.

Another essential issue to consider is the definition of what constitutes a highly relevant

case. We assumed all events followed the same distribution, applying a general concept of

relevance instead of considering spatial or temporal locality. We recognise that there may

be issues with either configuration.

Depending on the application, a general notion of relevance may be the best choice. For

example, health risks posed by high levels of pollution affect people regardless of local

variables. In other situations, extreme values might need to be determined locally to be

helpful. For example, an extremely high influx of customers at a specific bike rental station

should be compared to normal consumer behaviour in the neighbourhood at similar periods

of the year, not against a station with a much higher or lower average number of customers.

Future work may compare our results with experiments that derive relevance functions

specific to each location.

Although we saw little to no benefit from the addition of Gaussian noise to highly relevant

replicas in this study, we recognise that this may be, in part, due to our chosen amount of

noise. A deeper study varying this parameter is needed to investigate the potential benefit

of different amounts of noise.

Future work might also look into adapting to the spatio-temporal context techniques such

as Synthetic Minority Oversampling Technique (SMOTE) for regression [Torgo et al., 2013]

which do not simply replicate or add noise to the already existing highly relevant data, but

generate synthetic observations in a more sophisticated manner.

5.5 Summary

We addressed the problem of imbalanced spatio-temporal, numerical forecasting. Spikes in

air pollution and other extreme values of high societal impact arise from spatio-temporal

processes. We proposed a set of biased resampling strategies that improve the performance

of widely used random under-sampling and over-sampling by leveraging the implicit depen-

dencies in spatio-temporal data. We explored two ways of calculating spatial and temporal

bias: a static and a relevance-aware weighting scheme. The weights combine into a spatio-

temporal bias, which can weigh the spatial and temporal dimensions differently. We found

that relevance-aware biased under-sampling performed best, on average. If over-sampling,

a static bias would be the better choice as long as internal tuning of hyper-parameters is

possible.

Relevance-aware biased under-sampling worked best when favouring the temporal dimen-

sion, while static biased under-sampling excelled when favouring the spatial dimension; the
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Figure 5.15: General guidelines for the application of spatio-temporal biased resampling
approaches. Parameter α regulates the relative importance of the spatial and temporal
dimensions in the spatio-temporal bias (α = 0 means the bias is spatial-only; α = 1 means the
bias is temporal-only). The under-sampling approaches generally perform better than over-
sampling. These guidelines are based on average results; the best strategy and parameters
for a specific problem may vary, depending on characteristics of the application domain and
learning algorithm. When possible, parameters should be tuned to achieve improved results
for a specific task

opposite holds true for biased over-sampling. Our findings suggest that domain features

directly related to spatial dependency relationships in the data influence the capacity of our

proposed strategies more than other underlying data set characteristics, such as data set size

at the same resampling percentage. If parameters are tuned, then the percentage of missing

data and the characteristics of the target distribution affected the results more.

A thorough experimental evaluation supports our claims that our proposed spatio-temporal

biased resampling strategies boost the predictive performance of extreme values in real-world

spatio-temporal data.
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Chapter 6

Conclusions

Spatio-temporal data can describe phenomena on a wide range of application domains, from

wind energy production to air quality monitoring. Geo-referenced time series have become

widely available as sensors collect more and more data along time, at fixed locations across

the globe. These data are often used to prepare for rare but catastrophic events, nature or

human caused phenomena that can severely impact human communities. The vast amounts

of data make it intractable to human experts, but Predictive Analytics (PA) can guide their

decision-making by providing an accurate picture of the future.

This thesis aims at addressing the challenges posed by spatial and temporal dependencies

in geo-referenced time series forecasting. We set out to contribute to an experimental-

based methodology that can aid geo-temporal PA. We (1) provide guidelines for performance

estimation, and, using the corresponding results, (2) propose PA methods that leverage the

dependencies to improve prediction of “normal” and extreme numeric values.

Whether we face imbalanced domains or not, we can only improve upon existing spatio-

temporal forecasting approaches if we know how to properly assess their performance. The

dependencies in spatio-temporal data pose challenges when estimating model performance,

causing standard methods like standard cross-validation to be over-optimistic. Our results

show that careful fold design is the key to obtaining accurate estimates. Given such a design,

we show that we can improve the prediction of extreme values through a biased resampling

function that takes into account the spatio-temporal nature of the problem.

This final chapter concludes our work by summarising its main contributions, and discussing

possible future research directions.

113
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6.1 Main Contributions

In this thesis, we (1) empirically studied performance estimation methods to make recom-

mendations for the evaluation of spatio-temporal forecasting; (2) proposed and tested pre-

processing strategies that aimed at (a) reducing forecasting error by extracting features that

incorporate spatio-temporal contextual information, and (b) improving extreme value predic-

tion by considering the observations’ spatio-temporal context during resampling; (3) studied

how domain-specific data properties impacted our proposals’ efficiency; and (4) developed

open-source software implementing our solutions, and made it freely available online. Next,

we detail each of these contributions.

Guidelines for performance estimation. We conducted an empirical comparative

study of over fifteen performance estimation methods, including variants designed or adapted

to specifically address the data’s spatio-temporal nature (Chapter 3).

Through comparing the methods’ estimated error against a “gold standard” error on pre-

viously withheld data, we found only slight differences between methods on stationary

synthetic data, but more distinct behaviours on real-world data.

We recommend that practitioners avoid standard CV in real-world applications as we con-

firmed it to be over-optimistic in its estimates, often severely under-estimating error. CV

variants could be a suitable alternative as long as they block data in time to mitigate

this issue, but OOS methods, which inherently respect temporal order, provide competitive

estimates when compared to them.

While we do not recommend a specific method over all others, we selected temporal block

prequential evaluation with a growing window to evaluate our proposals in Chapters 4 and 5.

This OOS method appears frequently in the literature, and seemed particularly suited to

our experimental design as it prevented information from spilling over between testing and

training even when we extracted features that summarise historical data from neighbouring

locations. To tune parameters internally in Chapter 5, we chose temporal block CV because

it works similarly, but it uses the sometimes small training sets more efficiently.

Proposal for extracting spatio-temporal indicators. We proposed a pre-processing

strategy based on previous work by Ohashi and Torgo [2012] that extracts features from

univariate geo-referenced time series data so that any off-the-shelf regression algorithm can

be trained to predict future values (Chapter 4).

The original proposal extracts features that summarise values within a conic spatio-temporal

neighbourhood that narrows its spatial radius as it incorporates older historical data. We

reversed the direction of the original proposal’s conic spatio-temporal neighbourhood, under
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the assumption that it could better capture the dynamics of spatio-temporal phenomena

that take time to “travel” between locations in some applications.

Our experiments revealed that, on average, the original proposal outranked our variant.

However, given the right parametrization, our variant showed potential, performing best for

about half the data and learning model combinations.

New biased resampling strategies for imbalanced domains. We proposed new

strategies that bias the typically random under-sampling or over-sampling processes by

considering the observations’ spatio-temporal context (Chapter 5). We proposed two ways

of calculating spatial and temporal bias weights: a static scheme, and a relevance-aware

weighting scheme.

• Static bias This scheme attributes a single weight to each location, and to each time-

stamp. It prioritises recent observations at more isolated locations to keep or replicate

in a training set, depending on whether we are under-sampling or over-sampling;

• Relevance-aware bias This scheme attributes dynamic weights to the observations,

depending on how relevant they are when compared to observations at neighbouring

locations at each time-stamp, or to previous and subsequent observations at each

location.

The temporal and spatial weights combine into a spatio-temporal bias that can balance the

the spatial and temporal contributions differently.

A thorough experimental evaluation showed that introducing a spatio-temporal bias im-

proved prediction of extreme cases in real-world applications. We found that the two bias

schemes, and the two resampling strategies reached their best results by favouring opposite

dimensions.

In general, we recommend that practitioners apply relevance-aware biased under-sampling

(STRUSφ), attributing more weight to the temporal dimension. If hampered by computa-

tional costs, static bias under-sampling (STRUSS) would be the second best choice, favouring

the spatial dimension. If other reasons make over-sampling preferable, then we recommend

using a static bias (STROSS) and tuning hyper-parameters.

Impact of domain-specific data properties. We carried out meta-analyses investigat-

ing how domain-specific data characteristics influence the efficacy of our feature engineering

(Chapter 4) and resampling proposals (Chapter 5).

We found that, with optimal parameters, our proposal for feature extraction worked best

on smaller data sets, if using linear regression to learn the data model. Besides data set



116 CHAPTER 6. CONCLUSIONS

size, other impactful data properties included the average distance between locations, the

number of outliers in the data, and, to a lesser degree, temporal autocorrelation coefficients.

In contrast, when evaluating our biased resampling strategies against their random coun-

terparts at the same resampling percentages, data properties like data set size appeared to

affect outcomes less than those directly related to spatial dependency relationships. With

tuned parameters, the percentage of missing data and the target distribution’s properties

affected the results more.

Free and open-source software. We developed two R packages, STEvaluation1 and

STResampling2, that include ready-to-use implementations of the feature extraction meth-

ods used in the thesis, the performance estimation methods, and our biased resampling

strategies. We made both packages freely available online.

Final remarks. The implicit dependencies between observations in geo-referenced time

series present challenges when forecasting future values, but they also represent opportunities

to improve results by leveraging spatio-temporal contextual information. After we deter-

mined how to properly estimate forecasting performance, we proposed a feature extraction

method to capture the dynamics of some spatio-temporal phenomena, and biased resampling

strategies that improved the prediction of rare and extreme values.

6.2 Open Issues and Future Directions

As with any empirical research work, ours has some limitations. Future work can help

clarify some of the issues raised, and explore new avenues to improve forecasting and its

performance estimation. We list a few potentially interesting research directions.

Evaluating under irregularity and imbalance. Irregularities and imbalances in

spatio-temporal data can affect performance estimation methods that rely on grouping data

in blocks along the temporal, spatial or both dimensions.

Authors working on spatial data have addressed data irregularity by distributing consistently

shaped blocks irregularly, or using differently shaped blocks [Roberts et al., 2017]. Adapting

these solutions to work with spatio-temporal data would be challenging, but interesting.

In the absence of strong data autocorrelation, stratified CV is often used to balance the

target or predictor variables’ distributions if they present imbalances. It is unclear how to

achieve balanced training and test sets while avoiding the dependencies between training and

1https://github.com/mrfoliveira/STEvaluation-MDPI2021
2https://github.com/mrfoliveira/STResampling-JDSA2020
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test sets that cause over-optimistic error estimates in geo-referenced time series. Possible

solutions like buffered leave-one-out method can be prohibitively computationally expensive,

so this is still an open issue.

Theoretical analysis of performance estimation methods. Arlot and Celisse [2010]

reviewed a few theoretical studies covering CV with temporal dependence, and we could find

several empirical studies of performance estimation on time series [Bergmeir and Beńıtez,

2012, Bergmeir et al., 2014, Cerqueira et al., 2017, Mozetič et al., 2018]; some issues are

still contested in the field. To the best of our knowledge, ours was the first empirical

study of performance estimation on geo-referenced time series. A more robust theoretical

foundation accounting for simultaneous spatial and temporal autocorrelation could provide

more theoretical guarantees and might help guide future empirical work.

Complementary feature extraction. We framed the original proposal for spatio-

temporal neighbourhoods by Ohashi and Torgo [2012] as a competitor to our variant that

reversed its directions, but they need not be exclusive. Future work could explore whether

the two cones could complement each other instead, improving performance by capturing

phenomena with different dynamics.

Global vs. local relevance. In Chapter 5, we used a global definition of case relevance,

assuming an even distribution across time and space. Depending on the application, this

may be the better choice since some effects follow from specific values regardless of context,

e.g., water quality conditions leading to algae blooms. Other applications may benefit from

considering spatial or temporal locality when calculating relevance, e.g., peaks and troughs

in dam water levels during rainy seasons should probably be compared against similar time

periods in previous years. Future work could derive relevance functions dynamically along

time, or calculate them for each location.

Handling missing data. Throughout the thesis, we handled the missing values in some

of our real-world data in the same, simple way. As we mentioned when we first explained our

methodology to deal with missing data, other more sophisticated methods exist. It could

even be possible to apply methods that leverage the spatial and temporal dependencies in

the data to interpolate missing values just as we leveraged them to forecast future values.

Handling seasonality, lack of stationarity, and other heterogeneities. Seasonality

is a common feature in many spatio-temporal applications, e.g., weather can vary greatly

over the year; data also often contain non-stationarities or otherwise heterogeneous patterns,

e.g., soil properties can abruptly change over very short distances. Our proposals worked
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well on real-world data, but future work could extend them to explicitly deal with these

challenging data properties.

Exploring hyper-parameter spaces and generalisability. We were as exhaustive as

possible in our experiments, but expanding hyper-parameter search spaces, and applying our

proposals to additional data could provide new insights and further test their generalisability.

For example, in Chapter 3, we followed an experimental design similar to Bergmeir and

Beńıtez [2012], but synthetic experiments akin to the work of Roberts et al. on spatial data

could bring forth new insights. Future work on performance estimation could also study

the effects of different block and buffer sizes, number of partitions or repetitions; and delve

deeper into the effects of missing data, non-stationarities and other data properties.

We analyzed parameter sensitivity on Chapters 4 and 5, but some space for improvement

remains. For example, adding our chosen amount of Gaussian noise to highly relevant

replicas did not improve results over regular or biased over-sampling, but potential benefits

could arise from varying this parameter.

Final remarks. We believe this thesis contributed to advance the field of Predictive

Analytics for spatio-temporal data. We investigated the methods we use to evaluate PA

approaches, and made some recommendations for how new proposals should be assessed in

the future. We also proposed our own PA methods that can improve prediction, even under

imbalanced domains. Many questions still remain to be explored, and we hope that future

research can build upon the work presented here to expand our knowledge further.
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Appendix A

Data Sets

A.1 Artificial Data Sets

A.1.1 Stationarity Conditions

Stationarity, meaning that the covariance structure of z(t) in a STARMA model does not

change with time, requires that every xu that solves Equation A.1 lies inside the unit circle

(|xu| < 1).

det

[
xquI−

q∑
k=1

mk∑
i=0

θkiW
(i)xq−ku

]
= 0 (A.1)

Low-order STARMA Stationarity

A STARMA(211) is defined by the following equation:

z(t) = (φ10I + φ11W
(l))z(t− 1) (A.2)

+ (φ10I + φ21W
l)z(t− 2) + ε(t) (A.3)

+ (θ10I + θ11W
(l))ε(t− 1) (A.4)

+ (θ10I + θ21W
(l))ε(t− 2) + ε(t) (A.5)

Stationarity restrictions for STARMA(211) models can be written as below for the AR

component (φkl coefficients) [Pteifer and Deutsch, 1980].
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Table A.1: Model coefficients, cXY corresponding to φXY and/or θXY . Coefficients are fixed
or generated within the presented intervals.

Model order c10 c11 c20 c21

210 [−2, 2] [−2, 2] [−1, 1] 0
201 [−2, 2] 0 [−1, 1] [−2, 1]
211 [−1.227, 0.733] [0.733, 1.277] [−0.227, 1.773] −0.7333
211 [−1.755, 0.245] [−1.755, 1.755] [−0.7555, 0.7555] 0.245

−φ20 + |φ21| < 1

|φ10 + φ11| < 1− φ20 − φ21

|φ10 − φ11| < 1− φ20 + φ21

The same set of restrictions apply to the MA terms (θkl).

A.1.2 Random Coefficient Generation

Coefficients are generally randomly generated within intervals that present reasonable chance

of respecting stationarity conditions. In the case of order 211, one of the coefficients is fixed

at a random value first and the remaining three coefficients are generated within intervals

informed by this first selection (cf. Table A.1). The non-linear function f used to obtain

NLSTAR models was randomly selected between sin(x), cos(x), arctan(x), tanh(x) and

exp(− x
C ), with C = 1× 104.

A.2 Real-world Data Sets

Figure A.1 shows the spatial distribution of our real-world data sets across the globe.

A.2.1 Spatio-temporal Indicators

We calculated the mean, standard deviation, and weighted mean within each of three spatio-

temporal distance boundaries, and the ratios between the mean and weighted mean within

neighbourhoods of increasing size. Spatio-temporal distance is a linear combination of

temporal and spatial distances, weighted by parameter α (see Equation 4.1).

We set the normalized distance boundaries βi and the parameter α so that most neighbour-

hoods were not empty: β ∈ {0.0250, 0.0375, 0.0500}; α = 0.25 for most data (α = 0.5

for NCDC and SAC data, which have a number of unique time-stamps below double the
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Figure A.1: Global distribution of locations included in each data source.

number of locations). We set the temporal embed size to 7.

Table A.2: Geo-spatial characteristics of spatio-temporal neighbourhoods. Parame-
ter α and distances between stations (in kilometers), spatial radius of each spatio-
temporal neighbourhood at the same time-stamp as the target observation, ri = βi/α,
β ∈ {0.0250, 0.0375, 0.0500}, average number of neighbours within each radius, and total
number of stations.

ID Data α Min. dist. Max. dist. r1 r2 r3 AvgNN1 AvgNN2 AvgNN3 N

1 MESA 0.25 0.08 65.11 6.51 9.77 13.02 0.9 1.6 2.4 20
2 NCDC 0.5 1.43 4426.17 221.31 331.96 442.62 1.0 2.3 4.1 72
3 TCE 0.25 4.38 1214.35 121.43 182.15 242.87 2.5 4.6 6.3 26
4 Cook 0.25 0.06 0.90 0.09 0.14 0.18 1.5 4.2 7.4 42
5 SAC 0.5 31.40 2693.96 134.70 202.05 269.40 21.8 46.5 77.2 900
6 airBase 0.25 3.80 814.53 81.45 122.18 162.91 3.5 6.6 12.2 70
7 Bejing 0.25 1.62 128.28 12.83 19.24 25.66 4.9 7.9 11.6 36

Table A.2 characterises the spatial distribution of data and the defined spatio-temporal

neighbourhoods when β ∈ {0.0250, 0.0375, 0.0500}, including minimum and maximum

distances between locations, maximum spatial radius of each spatio-temporal neighbourhood

(at the target time-stamp), and the average number of neighbour locations within them.

Figure A.2 shows neighbours connected by lines within the boundaries defined for data Cook

Agronomy Farm (at the target time-stamp).

Even though spatio-temporal indicators were calculated using only past data, which excludes

observations measured at the same time as the target observation, this is still illustrative of

the spatial extent of the spatio-temporal neighbourhoods.
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Figure A.2: Spatial neighbours at maximum spatial radius (shown connected by lines) within
each spatio-temporal neighbourhood with α = 0.25 and different values of β for data set
Cook Agronomy Farm.



Appendix B

Spatio-temporal Evaluation

Methods: Supplementary Results

B.1 Estimation Methods

Figure B.1 shows some additional prequential methods with growing window.

(a) Spatio-temporal block prequential evaluation (Preq-STb)

(b) Spatio-temporal contiguous block prequential evaluation (Peq-STb-cont)

(c) Spatio-temporal systematic block prequential evaluation (Preq-STb-sys)

Figure B.1: Additional prequential evaluation methods with growing window. Blocks of
data used for training in lighter lilac; blocks of data used for testing in dark orange. Time
flows left to right
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B.2 Empirical Results

Table B.1: Average ranks of absolute errors, calculated separately for cross-validation and
out-of-sample methods when estimating performance on 17 real-world data sets. Best results
in bold

Type Method MARS LM RF RPART Overall

CV

CV 3.41 3.47 6.24 3.76 4.22
CV-Sbuf 4.25 4.44 4.19 4.06 4.23
CV-Tsl 4.76 4.65 4.35 4.76 4.63
CV-Tb 5.53 5.88 4.41 6.18 5.50
CV-Tb-Tbuf 6.24 6.06 5.12 5.94 5.84
CV-Sb 3.94 4.12 5.76 4.00 4.46
CV-Sb-Sbuf 6.44 5.81 4.88 5.19 5.58
CV-STb 4.59 4.47 4.53 5.00 4.65
CV-STb-mSTbuf 5.47 5.71 5.06 5.65 5.47

OOS

HO-80-20 2.59 2.59 2.94 3.12 2.81
HO-89-11 3.00 3.00 2.94 2.47 2.85
MC-44-6 4.06 4.06 3.65 4.24 4.00
MC-53-7 3.76 4.12 3.88 3.88 3.91
Preq-Tb-grW 4.35 4.29 4.18 4.47 4.32
Preq-STb-grW 3.24 2.94 3.41 2.82 3.10

Tables B.2 and B.1 show detailed results ranking all tested CV and OOS evaluation methods

separately, when using each of four learning algorithms and overall.

B.2.1 Statistical Significance per Learning Model

Figures B.2 and B.3 show the results of additional statistical testing for a subset of estimation

methods.
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Table B.2: Average ranks of absolute errors, calculated separately for cross-validation and
out-of-sample methods when estimating performance on 192 artificial data sets. Best results
in bold

Type Method MARS LM RF RPART Overall

CV

CV 8.98 9.01 8.48 8.98 8.87
CV-Tbuf 9.85 9.63 10.17 9.62 9.82
CV-Sbuf 9.48 9.22 9.29 9.53 9.38
CV-STbuf 10.32 9.89 10.83 10.08 10.28
CV-Tsl 8.30 8.83 8.38 8.29 8.45
CV-Tb 8.90 9.00 8.31 8.94 8.79
CV-Tb-Tbuf 9.18 8.80 8.79 8.45 8.80
CV-Sb 8.38 8.20 8.56 8.82 8.49
CV-Sb-cont 8.51 8.66 8.17 8.28 8.40
CV-Sb-sys 8.56 8.92 8.44 8.64 8.64
CV-Sb-Sbuf 9.03 8.46 9.15 9.41 9.01
CV-Sb-cont-Sbuf 9.03 8.85 9.07 8.62 8.89
CV-STb 8.56 9.05 8.71 9.13 8.86
CV-STb-cont 8.95 8.91 8.93 8.56 8.84
CV-STb-sys 8.19 8.64 8.37 8.99 8.55
CV-STb-Tbuf 8.63 9.07 8.65 8.88 8.81
CV-STb-mSTbuf 10.15 9.86 10.71 9.77 10.12

OOS

HO-80-20 4.51 4.59 4.35 4.82 4.57
HO-94-6 5.58 5.73 5.12 5.24 5.42
MC-47-3 4.45 4.32 4.68 4.53 4.50
MC-55-4 4.62 4.67 4.29 4.49 4.52
Preq-Tb-grW 4.19 3.93 4.75 4.16 4.26
Preq-STb-grW 4.20 4.27 4.30 4.40 4.29
Preq-STb-cont-grW 4.24 4.30 4.35 4.19 4.27
Preq-STb-sys-grW 4.21 4.19 4.15 4.18 4.18

(a) LM (b) MARS

(c) RPART (d) RF

Figure B.2: Critical difference diagram according to Friedman-Nemenyi test (at 5%
confidence level) for a subset of estimation methods using 192 artificial data sets
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(a) LM (b) MARS

(c) RPART (d) RF

Figure B.3: Critical difference diagram according to Friedman-Nemenyi test (at 5%
confidence level) for a subset of estimation methods using real data sets



Appendix C

Biased Resampling Strategies:

Supplementary Results

We present more detailed results for all our proposed biased resampling strategies, including

strategies using our original mixed proposal for spatio-temporal bias, and the variants of

over-sampling with added Gaussian noise.

C.1 Results aggregated per model/data

C.1.1 Internally Tuning Parameters

This subsection describes the results of prequential time-block evaluation with internal

parameter tuning using time-block cross-validation.

For each learning model and data set pair, we rank the different strategies according to

F u1 . Table C.1 shows the average ranks of each sampling method aggregated by model.

We can see that our relevance-aware biased under-sampling proposal (STRUSφ) is the best

performer regardless of model used. Only when using RF, does random over-sampling (ROS)

out-perform all types of biased over-sampling; for all other types of resampling and learning

models, there is at least one type of bias whose introduction improves the random version

of resampling.

Table C.2 shows the breakdown by data set. The baseline always ranks bottom for 4 of the

data sets; for the remaining data sets, any type of resampling (biased or not) still improves

over the baseline on average, with a few exceptions – five approaches perform worse than

no resampling on data set 32; two strategies perform worse than (and one ties with) no

re-sampling on data set 31; one non-biased random resampling approach performs worse

than none on data set 51. The best results are always obtained by using some type of biased
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Table C.1: Average ranks of F u1 obtained by each resampling method for each learning
model, across data sets, with internally tuned parameters. Best result for each learning
model is in bold; best result per type of resampling strategy is in italics

type MARS RF RPART
None 9.80 12.10 12.70
GAUSS 9.90 8.90 9.00
STGAUSS 9.40 7.20 7.00
STGAUSSS 9.30 7.60 6.60
STGAUSSφ 11.30 7.80 10.90
ROS 6.50 7.40 7.00
STROS 4.20 8.70 7.00
STROSS 4.80 8.50 5.00
STROSφ 5.90 9.30 8.10
RUS 5.20 3.50 6.60
STRUS 4.70 3.50 5.20
STRUSS 5.90 3.40 4.40
STRUSφ 4.10 3.10 1.50

under-sampling: STRUSφ achieves the best rank overall in 7 of the 10 data sets; STRUSS

works best for data sets 10 and 31; STRUS works best for data set 32. When over-sampling

with or without Gaussian noise, there is a type of bias that improves the random version for

7 out of 10 data sets in each case; static bias is tied with our original proposal in terms of

which type of bias works best for a greater number of data sets if no noise is added; but our

original proposal works best for more data sets if using Gaussian noise.

Table C.2: Average ranks of F u1 obtained by each resampling method for each data set,
across three learning models, with internally tuned parameters. Best result for each data
set is in bold; best result per type of resampling strategy is in italics

type 10 20 30 31 32 40 50 51 52 53
None 11.00 13.00 13.00 10.00 7.00 12.67 13.00 11.67 13.00 11.00
GAUSS 11.33 10.33 6.33 7.33 7.67 8.33 10.33 12.00 8.33 10.67
STGAUSS 8.33 8.00 6.67 8.67 5.00 9.33 8.00 8.67 7.33 8.67
STGAUSSS 10.33 8.67 6.67 7.67 5.00 9.00 9.00 8.33 8.00 5.67
STGAUSSφ 10.00 10.33 8.00 11.00 10.33 12.33 9.00 9.67 9.33 10.00
ROS 5.00 8.33 8.33 7.00 4.67 5.67 5.00 9.33 8.33 8.00
STROS 5.00 8.33 7.00 10.00 5.67 7.67 7.67 6.00 5.33 3.67
STROSS 6.00 6.00 7.67 5.33 7.67 6.33 5.67 6.33 6.33 3.67
STROSφ 4.67 8.00 5.67 10.33 11.00 9.00 7.33 7.67 7.33 6.67
RUS 5.67 3.00 8.67 3.67 6.67 3.00 4.33 3.67 6.67 5.67
STRUS 3.33 3.33 6.33 5.00 5.33 2.00 5.33 2.67 4.67 6.67
STRUSS 2.33 2.67 4.67 1.67 8.67 4.33 4.00 4.00 5.33 8.00
STRUSφ 8.00 1.00 2.00 3.33 6.33 1.33 2.33 1.00 1.00 2.67

C.1.2 Fixing Parameters A Priori

Next, we show the results obtained by the prequential time-block evaluation procedure when

setting parameters to the values in the middle of the grid search (α = 0.5, o = 2, u = 0.6),
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regardless of data set or learning algorithm. Tables C.3 and C.4 show the average ranks of

F u1 of each sampling method, aggregated by learning model and data set, respectively.

In Table C.3, we see that when using any of the learning algorithms, the best performance

is achieved by using resampling methods with spatio-temporal bias; though unlike with

the internally tuned parameters, now the best results with models MARS and RPART are

obtained by different types of biased over-sampling (STROS and STROSS , respectively).

The combination of the MARS model with any type of over-sampling with Gaussian noise are

the only cases where results are worse, on average, than no resampling. We find that, when

adding Gaussian noise, no type of bias can beat GAUSS when using RF, and only one type

of bias per model improves the performance against the random Gaussian noise resampling

(static for RPART; our original proposal for MARS). When over-sampling without Gaussian

noise, STROS improves the results over the random variant regardless of learning model.

When under-sampling, STRUS and STRUSφ perform better than their random counterpart,

, while STRUSS only performed better than the random version when using RF.

Table C.3: Average ranks of F u1 obtained by each resampling method for each learning
model, across data sets, with parameters fixed a priori. Best result for each learning model
is in bold; best result per type of resampling strategy is in italics

type MARS RF RPART
None 8.60 12.50 11.00
GAUSS 10.10 5.60 6.30
STGAUSS 8.80 6.60 7.50
STGAUSSS 10.80 7.00 5.00
STGAUSSφ 11.20 8.00 9.50
ROS 4.60 9.00 6.80
STROS 3.40 7.40 6.20
STROSS 4.40 9.40 4.20
STROSφ 5.80 10.70 8.80
RUS 6.70 5.00 7.30
STRUS 6.20 3.00 6.10
STRUSS 6.70 4.40 7.50
STRUSφ 3.70 2.40 4.80

In Table C.4, we can see that, even when using parameters that were not specifically selected

for each data set, any type of resampling (biased or not) usually improves over the baseline,

with some exceptions – there are 4 data sets where one or more types of over-sampling (with

or without Gaussian noise, biased or not) do not improve the results against the baseline

(these 4 data sets that had a similar issue when internally tuning parameters). Applying a

spatio-temporal bias to a form of random resampling still achieves a result that is overall

the best for 9 out of 10 data sets. Relevance-aware biased under-sampling works best (or

ties for best) overall for 8 out of 10 data sets; only for data set 10, the smallest of them,

does a random version of over-sampling beat all others. The random versions of resampling

are improved by the introduction of at least one type of bias in almost all other cases –
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the exception being that random over-sampling with Gaussian noise is not improved by the

introduction of any type of bias for 3 out of 10 data sets (including data set 10).

Table C.4: Average ranks of F u1 obtained by each resampling method for each data set,
across three learning models, with parameters fixed a priori. Best result for each data set is
in bold; best result per type of resampling strategy is in italics

type 10 20 30 31 32 40 50 51 52 53
None 9.67 13.00 13.00 10.00 6.67 11.67 12.67 8.67 11.67 10.00
GAUSS 7.00 6.67 6.33 8.33 7.67 7.00 6.00 10.33 7.33 6.67
STGAUSS 7.33 5.33 7.67 8.00 8.33 8.67 7.33 9.33 6.33 8.00
STGAUSSS 10.33 4.00 4.67 9.67 8.67 8.33 7.00 8.33 8.67 6.33
STGAUSSφ 8.67 9.00 8.00 10.33 10.00 10.33 9.67 11.33 8.33 10.00
ROS 3.33 7.67 6.67 7.00 9.00 6.00 5.67 9.00 6.33 7.33
STROS 6.67 5.67 5.67 7.67 7.33 6.67 5.00 4.67 4.67 2.67
STROSS 5.33 5.67 6.33 6.67 8.67 4.00 5.33 6.00 6.33 5.67
STROSφ 8.00 9.33 5.33 10.67 10.33 6.33 6.67 10.33 9.00 8.33
RUS 5.67 4.33 9.33 4.00 5.67 7.33 7.33 4.33 8.67 6.67
STRUS 4.67 6.00 7.33 2.33 3.67 5.33 6.67 4.00 5.00 6.00
STRUSS 4.00 11.33 6.00 4.00 2.67 7.33 7.00 3.33 7.67 8.67
STRUSφ 10.33 3.00 4.67 2.33 2.33 2.00 4.67 1.33 1.00 4.67

C.1.3 Optimal Parametrization

In this section, we present the best results achieved by each resampling strategy for every

data set and learning algorithm pairing. These results were obtained by running prequential

time-block evaluation with all combinations of parameters applied to all training blocks in

each data set – in contrast with internal tuning, where different parametrizations may have

been chosen for each training block according to internally estimated performance – and,

a posteriori, selecting the parameters that produced the best results for each data set and

learning algorithm pair, in order to assess the potential of each strategy.

Table C.5 shows the average rank of each resampling approach aggregated by model. The

baseline, where no step to address the imbalance problem was taken, is out-performed, on

average, by all resampling approaches, regardless of the learning model being used. Including

any type of spatio-temporal bias improves the rank of any type of re-sampling in almost

all cases – the exceptions being STGAUSSφ and STROSφ when combined with RPART.

STRUSφ achieves the best results when using RPART or MARS – which is consistent with

the results obtained by internally tuning parameters; however, here, STRUSS obtains the

best rank overall when using RF. We find that, when under-sampling, introducing relevance-

aware or static bias is best; while for the other types of resampling, either our original

proposal or the static bias can perform better than other types of bias.

In Table C.6, a complementary view is given, aggregating the ranks by data set instead of by

model. Here, STRUSφ performs the best for 8 out of 10 data sets, with STRUSS performing

best for data sets 10 and 32. When over-sampling (with or without Gaussian noise), static
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Table C.5: Average ranks of F u1 obtained by each resampling method for each learning
model, across data sets, with optimal parameters determined a posteriori. Best result for
each learning model is in bold; best result per type of resampling strategy is in italics

type MARS RF RPART
None 12.00 13.00 13.00
GAUSS 11.50 8.80 7.70
STGAUSS 9.30 5.40 6.30
STGAUSSS 9.10 6.50 5.30
STGAUSSφ 10.20 6.50 9.70
ROS 6.90 10.50 8.00
STROS 3.40 8.50 6.40
STROSS 4.30 8.80 5.40
STROSφ 4.20 10.10 9.00
RUS 7.50 5.30 7.90
STRUS 4.60 3.20 6.00
STRUSS 4.80 1.90 5.10
STRUSφ 3.20 2.50 1.20

bias works best for more data sets (7 out of 10 data sets, if adding noise; 5 out of 10 data

sets, if not). All types of resampling, random or biased, improve against the baseline with

no resampling, on average – finally, with no exceptions. There is a clear advantage afforded

by biased resampling regardless of the types of resampling and bias being combined, though

there are a few exceptions, more common when using STGAUSSφ or STROSφ.

Table C.6: Average ranks of F u1 obtained by each resampling method for each data set,
across three learning models, with optimal parameters determined a posteriori. Best result
for each data set is in bold; best result per type of resampling strategy is in italics

type 10 20 30 31 32 40 50 51 52 53
None 13.00 13.00 13.00 11.67 11.67 13.00 13.00 12.33 13.00 13.00
GAUSS 10.33 9.67 7.33 9.33 8.00 10.00 8.33 10.00 10.33 10.00
STGAUSS 5.33 7.33 6.00 7.00 6.00 9.00 8.00 8.67 6.00 6.67
STGAUSSS 9.00 9.00 6.00 4.67 5.33 8.00 7.33 7.67 7.00 5.67
STGAUSSφ 7.67 8.00 8.67 8.33 9.00 10.00 9.67 9.33 9.67 7.67
ROS 6.33 10.33 9.33 9.67 7.00 7.00 6.33 9.33 9.00 10.33
STROS 3.00 7.67 6.33 6.33 7.33 7.67 6.00 8.33 5.00 3.33
STROSS 5.00 7.00 6.67 6.00 7.33 6.67 4.67 6.33 6.67 5.33
STROSφ 6.00 8.67 8.00 7.33 9.67 9.33 6.67 6.33 7.00 8.67
RUS 10.00 4.33 7.67 10.00 10.67 4.00 5.67 5.00 7.00 4.67
STRUS 7.00 2.67 6.00 5.33 3.33 2.00 6.33 3.33 3.33 6.67
STRUSS 2.33 2.33 3.67 4.00 1.67 3.00 6.00 3.33 6.00 7.00
STRUSφ 6.00 1.00 2.33 1.33 4.00 1.33 3.00 1.00 1.00 2.00

C.1.4 Additional Results

Figures C.1 to C.7 show the results already presented in Section 5.3, now containing all

our proposed biased resampling strategies, including our original, mixed proposal for spatio-

temporal bias, and the variants of over-sampling with added Gaussian noise.
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Table C.7: Average ranks of F u1 results obtained by each resampling method, across all data
set and learning model pairings, for three different types of parametrizations. Best result
for each parametrization strategy is in bold; best result per type of resampling strategy is
in italics

resampling tuning optimal fixed
None 11.53 12.67 10.70
GAUSS 9.27 9.33 7.33
STGAUSS 7.87 7.00 7.63
STGAUSSS 7.83 6.97 7.60
STGAUSSφ 10.00 8.80 9.57
ROS 6.97 8.47 6.80
STROS 6.63 6.10 5.67
STROSS 6.10 6.17 6.00
STROSφ 7.77 7.77 8.43
RUS 5.10 6.90 6.33
STRUS 4.47 4.60 5.10
STRUSS 4.57 3.93 6.20
STRUSφ 2.90 2.30 3.63

C.2 Meta-Features for Analysis of Impact of Data Set Char-

acteristics

Table C.8 shows meta-features used to study the impact of domain characteristics on our

proposals’ efficiency.
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Table C.8: Data meta-features to analyse data characteristics impact on proposals’ efficiency

Meta-features

1 no. of observations
2 no. of time-stamps
3 no. of locations
4 ratio between no. of time-stamps and no. of locations
5 % of time-stamps× locations with available target value
6 avg. missing target values per location
7 avg. ratio between exponential and arithmetic series moving averages of standardised time
8 avg. time series’ Hurst exponent
9 avg. 1st auto-correlation coefficient of the time series

10 avg. 1st auto-correlation coefficient of the differentiated time series
11 avg. 1st auto-correlation coefficient of the twice-differentiated time series
12 avg. sum of squares of the first 10 auto-correlation coefficients of the time series
13 avg. sum of squares of the first 10 auto-correlation coefficients of the differentiated time series
14 avg. sum of squares of the first 10 auto-correlation coefficients of the twice-differentiated time series
15 quantile 0.05 of normalised distances
16 avg. normalised distance
17 quantile 0.95 of normalised distances
18 inter-quartile range of normalised distances
19 avg. normalised distance to closest neighbour
20 avg. observed Moran I index
21 avg. observed significant Moran I index
22 % of positive Moran I indices
23 no. of outliers (using boxplot stats.)
24 % of outliers (using boxplot stats.)
25 % of extremes with tR = 0.9 and automatic φ function
26 ratio between target standard deviation and mean
27 quantile 0.05 of target values
28 quantile 0.95 of target values
29 inter-quartile range of target values
30 type of outliers (extreme highs, lows, or both)
31 target distribution’s Geary’s kurtosis
32 target distribution’s Pearsons’s kurtosis
33 target distribution’s skewness
34 avg. % of missing predictors per observation 1

35 avg. correlation between target and predictors 1

1 Excluded from meta-analysis in Chapter 4, but included in Chapter 5.
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Figure C.1: Critical difference diagrams for selected algorithms with internally tuned and
with optimal parametrization determined a posteriori, using the three learning algorithms.
Groups of resampling strategies that are not significantly different according to the Nemenyi
post-hoc test (at p = 0.05) are connected
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Figure C.2: Baseline and best F u1 result achieved for each data set and learning model pair
(top: MARS; middle: RF; bottom: RPART). Each pair of bars correspond to one data set:
the baseline, in gray, and the best result in a color indicating the resampling method
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Figure C.3: Average F u1 rank obtained by each resampling technique when using 25 different
parametrizations averaged over all data sets. Lower ranks correspond to better results
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Figure C.5: Average utility-based precision and recall rank obtained by each resampling
method for 25 different parametrizations, averaged over all data set and learning model
pairings. Lower ranks correspond to better results
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Guillera-Arroita, Severin Hauenstein, José J. Lahoz-Monfort, Boris Schröder, Wilfried

Thuiller, David I. Warton, Brendan A. Wintle, Florian Hartig, and Carsten F. Dormann.

Cross-validation strategies for data with temporal, spatial, hierarchical, or phylogenetic

structure. Ecography, 40(8):913–929, 2017. doi:10.1111/ecog.02881.

John F Roddick and Myra Spiliopoulou. A bibliography of temporal, spatial and spatio-

temporal data mining research. ACM SIGKDD Explorations Newsletter, 1(1):34–38, 1999.

ISSN 1931-0145. doi:10.1145/846170.846173.

Shashi Shekhar, Zhe Jiang, Reem Y Ali, Emre Eftelioglu, Xun Tang, Venkata M V

Gunturi, and Xun Zhou. Spatiotemporal data mining: A computational perspective.

ISPRS International Journal of Geo-Information, 4(4):2306–2338, 2015. ISSN 22209964.

doi:10.3390/ijgi4042306.

http://dx.doi.org/10.1002/widm.1301
http://dx.doi.org/10.1080/03610918008812173
https://www.r-project.org/
http://dx.doi.org/10.1016/S0304-4076(00)00030-0
http://dx.doi.org/10.1016/S0304-4076(00)00030-0
http://dx.doi.org/10.3390/rs5041704
https://www.dcc.fc.up.pt/~rpribeiro/publ/rpribeiroPhD11.pdf
https://www.dcc.fc.up.pt/~rpribeiro/publ/rpribeiroPhD11.pdf
http://dx.doi.org/10.1007/s10994-020-05900-9
http://dx.doi.org/10.1111/ecog.02881
http://dx.doi.org/10.1145/846170.846173
http://dx.doi.org/10.3390/ijgi4042306


REFERENCES 153

Shashi Shekhar, Yan Li, Reem Y Ali, Emre Eftelioglu, Xun Tang, and Zhe Jiang. Spatial

and Spatiotemporal Data Mining, volume 3. Elsevier, 2017. ISBN 9780128046609.

doi:10.1016/B978-0-12-409548-9.09594-4.

Xingjian Shi and Dit-Yan Yeung. Machine Learning for Spatiotemporal Sequence Fore-

casting: A Survey. Computing Research Repository (CoRR), pages 1–20, 2018. URL

http://arxiv.org/abs/1808.06865.

Tom A B Snijders. On Cross-Validation for Predictor Evaluation in Time Series. In Workshop

On Model Uncertainty and its Statistical Implications, pages 56–69, 1988. ISBN 978-3-

642-61564-1. doi:10.1007/978-3-642-61564-1 4.

Mervyn Stone. Cross-validatory choice and assessment of statistical predictions. Jour-

nal of the Royal Statistical Society, Series B (Methodological), 36(2):111–147, 1974.

doi:10.1111/j.2517-6161.1974.tb00994.x.

Carolin Strobl, Anne Laure Boulesteix, Achim Zeileis, and Torsten Hothorn. Bias in

random forest variable importance measures: Illustrations, sources and a solution. BMC

Bioinformatics, 8, 2007. ISSN 14712105. doi:10.1186/1471-2105-8-25.

Carolin Strobl, Anne Laure Boulesteix, Thomas Kneib, Thomas Augustin, and Achim

Zeileis. Conditional variable importance for random forests. BMC Bioinformatics, 9:

1–11, 2008. ISSN 14712105. doi:10.1186/1471-2105-9-307.

Yanmin Sun, Andrew K C Wong, and Mohamed S Kamel. Classification of imbalanced data:

A review. International Journal of Pattern Recognition and Artificial Intelligence, 23(4):

687–719, 2009. ISSN 02180014. doi:10.1142/S0218001409007326.

Adam A. Szpiro, Paul D. Sampson, Lianne Sheppard, Thomas Lumley, Sara D. Adar,

and Joel D. Kaufman. Predicting intra-urban variation in air pollution concentrations

with complex spatio-temporal dependencies. Environmetrics, 21(6):606–631, 2010. ISSN

11804009. doi:10.1002/env.1014.

Leonard J Tashman. Out-of-sample tests of forecasting accuracy: an analysis and

review. International Journal of Forecasting, 16(4):437–450, 2000. ISSN 01692070.

doi:10.1016/S0169-2070(00)00065-0.

Terry Therneau, Beth Atkinson, and Brian Ripley. rpart: Recursive Partitioning and

Regression Trees, 2017. URL https://cran.r-project.org/package=rpart.

Craig S. Thompson, Peter J. Thomson, and Xiaogu Zheng. Fitting a multisite daily rainfall

model to New Zealand data. Journal of Hydrology, 340(1-2):25–39, 2007. ISSN 00221694.

doi:10.1016/j.jhydrol.2007.03.020.

http://dx.doi.org/10.1016/B978-0-12-409548-9.09594-4
http://arxiv.org/abs/1808.06865
http://dx.doi.org/10.1007/978-3-642-61564-1_4
http://dx.doi.org/10.1111/j.2517-6161.1974.tb00994.x
http://dx.doi.org/10.1186/1471-2105-8-25
http://dx.doi.org/10.1186/1471-2105-9-307
http://dx.doi.org/10.1142/S0218001409007326
http://dx.doi.org/10.1002/env.1014
http://dx.doi.org/10.1016/S0169-2070(00)00065-0
https://cran.r-project.org/package=rpart
http://dx.doi.org/10.1016/j.jhydrol.2007.03.020


154 REFERENCES
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