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In this work, we explore a variety of techniques and applications for visual problems involv-

ing videos of humans in the contexts of activity detection, pose detection, and forgery detection.

The first works discussed here address the issue of human activity detection in untrimmed

video where the actions performed are spatially and temporally sparse. The video may therefore

contain long sequences of frames where no actions occur, and the actions that do occur will often

only comprise a very small percentage of the pixels on the screen. We address this with a two-

stage architecture that first creates many coarse proposals with high recall, and then classifies and

refines them to create temporally accurate activity proposals. We present two methods that follow

this high-level paradigm: TRI-3D and CHUNK-3D.

This work on activity detection is then extended to include results on few-shot learning.

In this domain, a system must learn to perform detection given only an extremely limited set

of training examples. We propose a method we call a Self-Denoising Neural Network (SDNN),

which takes inspiration from Denoising Autoencoders, in order to solve this problem, both in the

context of activity detection and image classification.

We also propose a method that performs optical character recognition on real world images

when no labels are available in the language we wish to transcribe. Specifically, we build an accu-

rate transcription system for Hebrew street name signs when no labeled training data is available.

In order to do this, we divide the problem into two components and address each separately: con-

tent, which refers to the characters and language structure, and style, which refers to the domain

of the images (for example, real or synthetic). We train with simple synthetic Hebrew street signs

to address the content components, and with labeled French street signs to address the style.



We continue our analysis by proposing a method for automatic detection of facial forgeries

in videos and images. This work approaches the problem of facial forgery detection by breaking

the face into multiple regions and training separate classifiers for each part. The end result is

a collection of high-quality facial forgery detectors that are both accurate and explainable. We

exploit this explainability by providing extensive empirical analysis of our method’s results.

Next, we present work that focuses on multi-camera, multi-person 3D human pose estima-

tion from video. To address this problem, we aggregate the outputs of a 2D human pose detector

across cameras and actors using a novel factor graph formulation, which we optimize using the

loopy belief propagation algorithm. In particular, our factor graph introduces a temporal smooth-

ing term to create smooth transitions between poses across frames.

Finally, our last proposed method covers activity detection, pose detection, and tracking in

the game of Ping Pong, where we present a new dataset, dubbed SPIN, with extensive annotations.

We introduce several tasks with this dataset, including the task of predicting the future actions of

players and tracking ball movements. To evaluate our performance on these tasks, we present a

novel recurrent gated CNN architecture.
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1. INTRODUCTION

1.1 Motivation

In recent years, the development of Deep Neural Networks (DNNs), particularly Deep

Convolutional Neural Networks (CNNs), has led to a significant increase in the performance of

many Computer Vision systems. This new paradigm has had far-reaching implications across

the entirety of the field of Computer Vision, including advancements in many classical areas of

Computer Vision and AI, such as image segmentation, facial recognition, object recognition, and

countless others.

In this work, we focus on several classes of Computer Vision problems pertaining to hu-

mans, including action recognition, forgery detection, and pose detection. These categories cover

a large range of applications for real world systems, from surveillance, to very topical issues of

data integrity in an age when new methods of faking images or videos of individuals are becoming

increasingly prevalent.

For instance, with respect to surveillance, a facility may be equipped with many cameras

taking constant footage of a large physical area over a large period of time. In order to be reactive

to important events that are filmed, it is imperative to have an automatic system that can identify

and report significant events as they happen. To build such a system, one must be able to sift

through possibly hundreds or thousands of hours of high-resolution footage in order to find the

most significant events to report.

In order to understand what is happening in these videos, one must build vision systems

with the ability to identify human poses and actions. These difficult problems can only be tackled

by building models of humans and intelligently applying them in dense data when actions are

sparse.

Related to the issue of understanding humans in videos is the challenge of identifying when

a video of a human is itself a forgery. Recent DNN-based techniques have made it increasingly

1



easy to fabricate videos of individuals, and it can be very difficult for humans to identify these

forgeries, even by professionals. As a result, it is necessary to develop robust automated forgery

detection algorithms. Such automated detection is only possible, however, using algorithms that

can properly model the appearance of non-forged humans.

1.2 Proposed Approaches

We begin this work in Chapter 2 by discussing several techniques for detecting activities of

humans in untrimmed videos, especially videos where the actions of the humans are temporally

and spatially sparse. This sparsity is the key challenge of this task: the video may contain long

sequences of frames where no actions occur, and the actions that do occur will often only comprise

a very small percentage of the pixels on the screen. To address this, we aggregate 2D object

detections using hierarchical clustering in order to create activity proposals. The proposals are

coarse but have extremely high recall. We then classify these proposals as actions and refine

their temporal bounds using a CNN. Using this two stage architecture, which we call Temporal

Refinement I3D (TRI3D) after the I3D action recognition architecture [26], we achieve state of

the art performance on the DIVA dataset for action recognition.

These results are then improved in two key ways. First, in Chapter 3, we simplify the pro-

posal system by dividing our proposals into overlapping chunks and then aggregating, achieving

strong state-of-the-art results on the THUMOS’14 dataset [109]. We then expand the purview of

these techniques in Chapter 4 by developing a new technique for handling the low-data regime

where there may be only one or five labeled examples of activities on which to train. This tech-

nique, which we call Self-Denoising Neural Networks (SDNN), is general enough to yield im-

provements not just in the few-shot activity detection task but also in few-shot image classification

on datasets such as miniImageNet [247], CIFAR-FS [15], and tieredImageNet [183].

In Chapter 5, we present a system that performs optical character recognition on real world

images when no labels are available in the language we wish to transcribe. Specifically, we build

an accurate transcription system for Hebrew street name signs that do not have labeled training

samples. In order to do this, we divide the problem into two components and address each sep-

arately: content, which refers to the characters and language structure, and style, which refers to

the domain of the images (for example, real or synthetic). We train with simple synthetic Hebrew

street signs to address the content components and labeled French street signs to address the style.

2



Having examined these topics, we explore other human-centric topics in Computer Vision.

In Chapter 6 we present a series of methods for exploring the empirical effectiveness of facial

forgery detectors when they are limited to the detection of single region of the face. Our results

provide an explainable approach for understanding what artifacts are left behind by different facial

manipulations methods, and where they appear on the face.

We conclude with work focusing on more fine-grained understanding of Human Pose.

Chapter 7 focuses on 3D human pose estimation from video over multiple cameras and multi-

ple actors. To address this problem, we aggregate the outputs of a 2D human pose detector - in our

case we use the existing OpenPose detector [24] - across cameras and actors using a novel factor

graph formulation, which we optimize using the loopy belief propagation algorithm. In particu-

lar, the proposed factor graph introduces a temporal smoothing term to create smooth transitions

between poses across frames. Our architecture achieves state-of-the-art on the existing TUM Cam-

pus and TUM Shelf datasets [8] for multi-camera multi-person human pose estimation. Chapter

8 narrows the pose and action recognition tasks of previous chapters by focusing on the game of

Ping-Pong, introducing a novel architecture for prediction of player actions and presenting the

new SPIN dataset for training and benchmarking these tasks.

1.3 Organization

Chapters 2 and 3 outline the TRI-3D and CHUNK-3D human action detection architec-

tures. Chapter 4 introduces the Self-Denoising Neural Network (SDNN) architecture for few-shot

detection in images and videos. Chapter 5 discusses a system for sequential Optical Character

Recognition in a domain with unlabeled training data by utilizing synthetic data in the same lan-

guage and real data in a different one. Chapter 6 presents a novel parts-based approach to detecting

facial forgeries. Chapter 7 discusses a factor-graph based method for human pose estimation, and

Chapter 8 introduces and benchmarks the new SPIN dataset for action and pose recognition in the

game of Ping Pong. Finally, we conclude in Chapter 9.
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2. A PROPOSAL-BASED SOLUTION TO SPATIO-TEMPORAL ACTION

DETECTION IN UNTRIMMED VIDEOS

2.1 Introduction

Action detection in untrimmed videos is a challenging problem. Although methods using

deep CNNs have significantly improved performance on action classification, they still struggle

to achieve precise spatio-temporal action localization in challenging security videos. There are

some major challenges associated with action detection from untrimmed security videos. First,

the action typically occurs in a small spatial region relative to the entire video frame. This makes

it difficult to detect the actors/objects involved in the action. Second, the duration of the action may

vary significantly, ranging from a couple of seconds to a few minutes. This requires the detection

Figure 2.1: Sample images of different scenes of the DIVA dataset which presents challenging
action detection scenarios which require algorithms to be robust to large variations in scale, object
pose, and camera viewpoint.

procedure to be robust to temporal variation. Existing publicly available action detection datasets

such as THUMOS’14 [110] and AVA [85] do not posses these challenges. Hence, algorithms

trained on these datasets have sub-optimal performance on untrimmed security videos. In this

chapter, we work with the DIVA dataset that has untrimmed security videos. Videos that comprise

the DIVA dataset are a subset of those in the VIRAT dataset [161], albeit with newly introduced

annotations that make them suitable for the activity detection task. Figure 2.1 shows some sample

frames from the DIVA dataset.

Open Trunk Close Trunk Heavy Carry Loading Unloading

Figure 2.2: Sample frames of some activities of the DIVA dataset.
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In this work we introduce a proposal-based modular system for performing spatio-temporal

action detection in untrimmed videos. Our system generates spatio-temporal action proposals

based on detections from an off-the-shelf detector [73], then classifies the proposals using an

existing network architecture with minor changes.

Our proposed system has the advantage that it is both simple and does not require tracking

of moving objects. Tracking of objects, often seen as an important component in action recog-

nition systems, presents considerable challenges. Tracking errors generate problems in action

recognition from which it is very difficult to recover. On the other hand, object detection has ad-

vanced consistently over the past few years, with more sophisticated frame-wise object detectors

becoming available. These detectors can be successfully applied to previously unseen videos.

The proposed approach for action detection is based on the observation that we can gen-

erate high-recall proposals by clustering object detections. The dense proposals are then applied

to a deep 3D-CNN to classify them as either one of the action classes or the non-action class.

The temporal bounds for the proposals are also refined to improve localization. We modify the

existing I3D [26] network for action classification by adding an additional loss term for temporal

refinement. We call the modified network Temporal Refinement I3D (TRI-3D). In summary, this

chapter makes the following contributions:

• We introduce a proposal-based modular system for spatio-temporal action detection in untrimmed

security videos.

• We propose an algorithm using hierarchical clustering and temporal jittering for generating

action proposals using frame-wise object detections.

• We propose the Temporal Refinement I3D (TRI-3D) network for action classification and

temporal localization.

• We evaluate our system on the DIVA dataset, which is an untrimmed security video dataset

in the wild.

2.2 Related Work

Much research has gone into designing algorithms for action classification from videos. In

recent years, many methods have achieved remarkable performance using CNNs for the task of

action classification [115, 151, 210, 273]. While [115, 273] use frame-based features, [210] uses a

two-stream (RGB and optical-flow) CNN approach to utilize the temporal information of videos.
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More recently, researchers have used 3D-CNNs for action classification [26, 98, 192, 234] that

simultaneously take in multiple video frames and classify them into actions.

The task of spatio-temporal action detection from untrimmed videos is a challenging prob-

lem. Less work has gone into localizing actions, not just along the temporal axis but also in

terms of spatial localization. Existing action detection algorithms can be broadly classified into 1)

end-to-end systems, and 2) proposal-based systems. The end-to-end action detection approaches

feed a chunk of video frames into a CNN which simultaneously classifies and localizes the ac-

tion. Hou et al. [98] proposed a tube convolutional neural network (T-CNN) that generates tube

proposals from video-clips and performs action classification and localization using an end-to-end

3D-CNN. Kalogeiton et al. [113] extracts convolutional features from each frame of a video, and

stacks them to learn spatial locations and action scores. Although these end-to-end learning meth-

ods may have a simpler pipeline, they are less effective for security videos, where the action is

likely to happen in a small spatial region of a frame. On the other hand, proposal-based methods

perform action detection in two steps. The first step computes the action proposals, while the

second step classifies and localizes the action. Some proposal-based methods are presented in

[74, 142, 144, 162, 283]. Unlike existing proposal-based approaches, our method uses hierarchical

clustering and temporal jittering to group frame-wise object detections obtained from off-the-shelf

detectors in the spatio-temporal domain. It gives us the advantage of detecting variable length ac-

tion sequences spanning a small spacial region of the video.

In this section we have covered a number of action recognition works, however this list is

far from complete. For further action recognition works we point the reader to a more extensive

curated list presented in [35].

2.3 DIVA dataset

The DIVA dataset is a new spatio-temporal action detection dataset for untrimmed videos.

The current release of the DIVA dataset (DIVA V1) is adapted from the VIRAT dataset [161] with

new annotations for 12 simple and complex actions of interest focusing on the public security

domain. All actions involve either people or vehicles. Actions include vehicle U-turn,

vehicle left-turn, vehicle right turn, closing trunk, opening trunk,

loading, unloading, transport heavy carry, open (door), close (door), enter,

and exit. The dataset currently consists of 455 video clips with 12 hours and 40 minutes in total

captured at different sites. There are 64 videos in the training set, 54 videos in the validation set,
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96 videos with annotations withheld in the test set. The remaining videos are for future versions

of the dataset. All video resolutions are either 1200× 720 or 1920× 1080 and humans range in

height from 20 to 180 pixels. We show sample images of different scenes and sample frames

of some activities in Figure 2.1 and Figure 2.2 respectively. In addition, the number of training

instances per action is shown in Figure 2.3.

2.3.1 Challenges

As compared to other action detection datasets, such as the THUMOS’14 [110] and AVA [85]

datasets, the DIVA dataset introduces several new challenges for the action detection task that

make methods designed for existing action datasets unsuitable. The first issue is the sparsity of

actions, both spatially and temporally. For example, exactly half of all videos contain at least 30

seconds of footage where no actions are performed. What makes DIVA particularly challenging is

the spatial sparsity of actions: the average size for the bounding boxes of all actions in the training

set is 264× 142. As a result, when an action is occurring it only takes up on average less than

2.6% of the pixels in any given image, and no action in the entire dataset takes up more than 40%.

Additionally, with few exceptions, the similarity of each action and each environment makes it

very difficult to use the context of the surrounding scene to assist in classification.

When compared with other setups, where actions are assumed to make up the majority of

pixels on any given frame, this motivates the need for a completely different approach focused

on the localization of activities. For example, [184] mentions that the smallest anchor size in

Faster-RCNN is 128×128 on a 600×600 input image, or 4.5% of the image pixels. This means

the average action in DIVA is barely more than half the size of the smallest object detectable by

conventional means.

The dataset also contains significant spatial and temporal overlap between activities. This

is not just an issue between unrelated activities in the same frame (e.g. one person entering a car

while another leaves a different car), but is actually more fundamental. For a common example,

consider the activities opening, entering, and closing, which apply to a human actor

interacting with a car. In order to enter a car, a subject may first open the car door (though it

may already be open), and will often close it afterwards (though they may not). All three of these

actions are usually performed in quick succession, yet DIVA begins annotation of each activity

one second before it begins, and finishes annotating one second after it completes. It is therefore

imperative that our system can handle large degrees of spatio-temporal overlap.
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Figure 2.3: The number of training instances per action from the DIVA training set.

Figure 2.4: On the left, the DIVA action Closing makes up only a small portion of the image,
and the surrounding context has no value for the action classification task. The THUMOS action
Cricket on the right is much larger in the image, and the entire image’s context is useful for
classification.
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Figure 2.5: Some of object detection and segmentation results for the DIVA dataset using Mask-
R-CNN [89].

RGB Frames

Proposal Generation

Object
Detection
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Heirarchical
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Temporal
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Optical
Flow

Proposal
Sampling

Post
Processing

Output

TRI-3D

Figure 2.6: Proposed system for spatio-temporal action detection.

2.4 Proposed Approach

Our approach consists of three distinct modules. The first one generates class-independent

spatio-temporal proposals from a given untrimmed video sequence. The second module performs

action classification and temporal localization on these generated proposals using a deep 3D-CNN.

The final module is a post-processing step that performs 3D non-maximum suppression (NMS)

for precise action detection. The system diagram for our approach is shown in Figure 2.6. In the

following sub-sections we discuss in detail the steps of our proposed approach.

2.4.1 Action Proposal Generation

The primary goal of the action proposal generation stage is to produce spatio-temporal

cuboids from a video with high recall and little regard for precision. Although sliding-window

search in spatio-temporal space is a viable method for proposal generation, it is computationally

very expensive. An alternate solution is to use unsupervised methods to cluster the spatio-temporal

regions from a video in a meaningful way. In our approach, we generate the action proposals by

grouping frame-wise object detections obtained from Mask-RCNN [89] in the spatio-temporal

domain using hierarchical clustering. These generated proposals are further jittered temporally to

increase the overall recall.

Object Detection

For object detection, we apply Mask R-CNN [89], an extension of the well-known Faster

R-CNN [184] framework. In addition to the original classification and bounding box regression
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network of Faster R-CNN, Mask-RCNN adds another branch to predict segmentation masks for

each Region of Interest (RoI). In Figure 2.5, we show some sample results from video frames of

the DIVA dataset. We observe that Mask-RCNN is able to detect humans and vehicles at different

scales, a feature which is useful for detecting the multi-scale actions of the DIVA datasets.

Hierarchical Clustering

The objects detected using Mask-RCNN are represented by a 3-dimensional feature vector

(x,y, f), where (x,y) denotes the center of the object bounding box and f denotes the frame num-

ber. We use the SciPy implementation of Divisive Hierarchical Clustering [111, 149] to generate

clusters from the 3-dimensional features. We dynamically split the resulting linkage tree at various

levels to create k clusters, where k is proportional of video length. The proposals are generated

from the bounding box of all detections in the cluster. They are cuboids in space-time and are

denoted by (xmin,ymin,xmax,ymax, fstart , fend). This yields an average of approximately 250 action

proposals per video on DIVA validation set. Further details regarding the exact implementation

can be found in the supplementary material of [77].

Dense Action Proposals with Temporal Jittering

Although the proposals generated using hierarchical clustering reduce the spatio-temporal

search space for action detection, they are unable to generate high recall for the following two

reasons: 1) The generated proposals are independent of both the action class and cuboid temporal

bounds. Hence, they are less likely to overlap precisely with the ground-truth action bounds. 2)

Few proposals are generated. A higher recall is achieved with larger numbers of proposals. In

order to solve these issues, we propose a temporal jittering approach to generate dense action

proposals from the existing proposals obtained from hierarchical clustering.

Let the start and end frames for an existing proposal be denoted by fst and fend respectively.

We first choose the anchor frames by sliding along the temporal axis from fst to fend with a stride

of s. The anchor frames thus selected are ( fst , fst + s, fst + 2s, fst + 3s, ..., fend). For each of the

anchor frames fa, we generate four sets of proposals with temporal bounds ( fa− 16, fa + 16),

( fa− 32, fa + 32), ( fa− 64, fa + 64) and ( fa− 128, fa + 128). We choose the proposals frame

lengths to be {32,64,128,256} based on the average frame lengths for the actions in the DIVA

dataset which range between 32− 256 (see Figure 2.7). The pseudo-code for generating dense

action proposals is presented in Algorithm 1.
Generating dense proposals using temporal jittering has two advantages. First, the recall is
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Figure 2.7: The average frame lengths for 12 different activities from the DIVA training set.

higher. Second, having a large number of dense training proposals provides better data augmenta-

tion for training, thus improving performance.

Figure 2.8 provides a quantitative comparison of three action proposal generation methods

on the DIVA validation set in terms of recall vs 3D Intersection over Union (IoU) with the ground-

truth activities: 1) Rule-based 2) Hierarchical clustering, and 3) Temporal Jittering. The rule-based
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Figure 2.8: The recall for different action-proposal generation methods as a function of spatio-
temporal intersection over union (IoU) overlap on the DIVA validation set.

proposal generation method uses hand-crafted rules to associate detections across consecutive

frames. For example, a rule stating “a person detection and a car detection closer than 50 pixels is

a proposal” can be used to generate action proposals using Prolog. However, the recall with our
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Algorithm 1 Dense Proposal Generation
1: detections←Mask−RCNN(video)
2: orig proposals← hierarchical clustering(detections)
3: new proposals← orig proposals
4: s← 15 for proposal in orig proposals do
5:

end
x0,y0,x1,y1← spatial bounds(proposal)

6: fst, fend← temporal bounds(proposal) for f from fst to fend step s do
7:

end
new proposals.add(f−16, f+16)

8: new proposals.add(f−32, f+32)
9: new proposals.add(f−64, f+64)

10: new proposals.add(f−128, f+128)
11:
12:
13: final dense proposals← new proposals

rule based proposal generation method is poor. On the other hand, hierarchical clustering provides

40% recall at a spatio-temporal IoU of 0.2. Using temporal jittering on top of it increases the

recall to 85%. This shows the effectiveness of our dense proposal generation method.

2.4.2 Action Proposal Refinement and Classification

After action proposals are generated, they are refined and classified into actions. The full

process is outlined in [77].

2.4.3 Post-processing

At test time, the TRI-3D network outputs the classification score and the refined tem-

poral bounds for an input proposal. Our method for proposal generation creates many highly-

overlapping action proposals, many of which are classified as the same class. We prune overlap-

ping cuboids using 3D-NMS. The 3D-NMS algorithm is applied to each of the classes separately

and considers two proposals to be overlapping when the temporal IoU overlap is greater than 0.2

and the spatial IoU overlap is greater than 0.05.

2.5 Experimental Evaluation

In this section we present and discuss various experiments which motivate our design

choices and describe the overall system performance. All experimental results are reported on

the DIVA validation dataset unless otherwise indicated.
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Figure 2.9: The left plot shows the per-class DET curves for the AD task. The center plot shows
the per-class DET curves for TRS. The right plot shows the aggregated DET performance on the
AD task compared to TRS and CRS.

Net Arch. Input Mode Pretrained Crop Acc
I3D opt. flow True square 0.716
I3D RGB True square 0.585
I3D RGB+flow True square 0.704

Table 2.1: Classification accuracy for the preliminary classifier study on ground truth proposals
from the DIVA validation set. The first row represents our final design. Subsequent rows contain
experimental results with various modifications.

2.5.1 DIVA Evaluation Metric

To correctly and objectively assess the performance of the proposed action detection (AD)

framework on DIVA, we adopt the measure: probability of missed detection Pmiss at fixed rate

of false alarm per minute RateFA, which is used in the surveillance event detection framework of

TRECVID 2017 [160]. This metric evaluates whether the algorithm correctly detects the presence

of the target action instances. A one-to-one correspondence from detection to ground-truth is

enforced using the Hungarian algorithm, thus each detected action may be paired with either

one or zero ground-truth actions. Any detected action which doesn’t correspond to a ground-

truth action is a false alarm, and any ground-truth action which isn’t paired with a corresponding

detection is a miss. The evaluation tool used in this work is available on Github [112]. For details

of the evaluation metric we refer the reader to TRECVID 2017 1001[160].

2.5.2 System Performance

In this section we present our experiments and results for the entire system. The primary

goal of the system is to take untrimmed videos as input and report the frames where actions are

taking place. We perform the following experiments in order to gain a better understanding of the

system performance, to discover how much impact further improvements to proposal generation

may have, and how much error is simply due to improper classification.

• Action detection (AD): This is the primary task of the system. Given an untrimmed video,

detect and classify the begin and end frame of each action.
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• AD with temporal reference segmentation (TRS): Perform the AD task but with additional

temporal reference segmentation, that is, our system is provided the beginning and ending

frames of each ground truth action, but not the class or spatial bounds.

• AD with cuboid reference segmentation (CRS): Perform the AD task with both spatial and

temporal reference segmentation. In this experiment the system is provided both the start

and end frame of each activity as well as the spatial cuboid bounds for each activity.

In order to perform the TRS experiment we add an additional processing step between

proposal generation and classification. We adjust the temporal bounds of any proposal which

temporally overlaps a reference action. If a proposal overlaps multiple reference actions then

multiple copies of the proposal are generated and the temporal bounds of the copies are adjusted

to match each of the reference actions. Any proposals which have no temporal overlap with any

reference actions are omitted. For this experiment we did not retrain the network and the temporal

refinement values are ignored.

The CRS experiment is effectively performing action classification on reference cuboids.

This is the same as the preliminary experiments described in Section 3.4.2. The results described

here correspond to the experiment referred to in the first row of Table 2.1.

The results of the experiments are shown in Figure 2.9. From these figures we see that

there is a high degree of performance variation among different classes. For the AD task the worst

performing class at RateFA of 0.1 is Transport Heavy Carry with Pmiss of 0.935 and the

best performing class is vehicle u-turn with a Pmiss of 0.25. However, we see that at RateFA

of 0.01 the vehicle u-turn becomes the worst performing action. This appears to be due to

the fact that very few training and validation examples are available.

The aggregated results described in Figure 2.9, and equivalently in Table ??, show the

significant improvement gained by providing temporal reference segmentation. Surprisingly, only

a small average improvement is observed when providing the cuboid reference segmentation.

DIVA Test Data: The DIVA test dataset annotations are unavailable to the authors at the

time that this chapter’s work was performed. We submitted a single set of results from our system

for independent evaluation and have included these results as well as results from other perform-

ers on the DIVA dataset in Table ??. We have also included results from a publicly available

implementation based on [264]. We keep the identities of other the performers at the time of these

experiments anonymous.
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RateFA 0.01 0.03 0.1 0.15 0.2 1.0
AD 0.870 0.800 0.610 0.563 0.542 0.361

Temporal Ref. 0.770 0.627 0.479 0.445 0.414 0.340
Cuboid Ref. 0.716 0.646 0.448 0.410 0.389 0.342

Table 2.2: Our system’s mean Pmiss at fixed RateFA on DIVA validation data. These are the values
represented in the right plot in Figure 2.9.

RFA Xu et al. [264] P4 P3 P2 P1 Ours
0.15 0.863 0.872 0.759 0.624 0.710 0.618
1.0 0.720 0.704 0.624 0.621 0.603 0.441

Table 2.3: Mean Pmiss versus RateFA on the DIVA test data for AD task obtained via independent
evaluation. DIVA performers (P1-P4) and algorithms other than the baseline [264] have been kept
anonymous by request of the independent evaluator. Only the performers better than the baseline
are represented here (sorted by mean Pmiss at RateFA of 1). A lower Pmiss value indicates superior
performance, and the best performance is indicated in bold.

THUMOS’14 Dataset: In order to compare to other action detection systems we also eval-

uated on the Temporal Action Detection task of THUMOS’14 [110]. The THUMOS’14 Temporal

Action Detection dataset contains 200 annotated validation videos, and 213 annotated test videos

for 20 action classes. Since the THUMOS’14 dataset is fundamentally different from DIVA in

that actions generally span the majority of the frame, we omit the hierarchical clustering phase

and instead perform temporal jittering on the cuboid spanning the entire video.

Following common practice, we trained THUMOS’14 using the validation data for 5 epochs

and then evaluated on the test data. The results are shown in Table 3.1. From this table we see that

our system, while not designed for videos of this nature, performs well compared to state-of-the-

art methods.

2.6 Conclusion

In this chapter we introduced an action detection system capable of handling arbitrary length

actions in untrimmed security video on the difficult DIVA dataset. The system presented in this

chapter is easily adapted to the THUMOS dataset. This system also leaves room for improvement

and the modular design allows for easy integration of such future improvements. Although the

DIVA evaluation metrics also includes an action-object detection task we choose to omit evalua-

tion on this metric since our system doesn’t explicitly provide object level localization of activities.

We leave such improvements and extensions to future work.
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tIoU 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Karaman et al. [114] 4.6 3.4 2.4 1.4 0.9 - -
Oneata et al. [163] 36.6 33.6 27.0 20.8 14.4 - -
Wang et al. [251] 18.2 17.0 14.0 11.7 8.3 - -
Caba et al. [23] - - - - 13.5 - -

Richard et al. [185] 39.7 35.7 30.0 23.2 15.2 - -
Shou et al. [204] 47.7 43.5 36.3 28.7 19.0 10.3 5.3

Yeung et al. [269] 48.9 44.0 36.0 26.4 17.1 - -
Yuan et al. [271] 51.4 42.6 33.6 26.1 18.8 - -

Escorcia et al. [50] - - - - 13.9 - -
Buch et al. [22] - - 37.8 - 23.0 - -
Shou et al. [202] - - 40.1 29.4 23.3 13.1 7.9
Yuan et al. [272] 51.0 45.2 36.5 27.8 17.8 - -
Buch et al. [21] - - 45.7 - 29.2 - 9.6
Gao et al. [65] 60.1 56.7 50.1 41.3 31.0 19.1 9.9
Hou et al. [99] 51.3 - 43.7 - 22.0 - -
Dai et al. [41] - - - 33.3 25.6 15.9 9.0
Gao et al. [66] 54.0 50.9 44.1 34.9 25.6 - -
Xu et al. [264] 54.5 51.5 44.8 35.6 28.9 - -

Zhao et al. [280] 60.3 56.2 50.6 40.8 29.1 - -
Huang et al. [101] - - - - 27.7 - -
Yang et al. [265] - - 44.1 37.1 28.2 20.6 12.7
Chao et al. [29] 59.8 57.1 53.2 48.5 42.8 33.8 20.8

Nguyen et al. [155] 52.0 44.7 35.5 25.8 16.9 9.9 4.3
Alwassel et al. [6] - - 51.8 42.4 30.8 20.2 11.1

Gao et al. [64] - - - - 29.9 - -
Lin et al. [135] - - 53.5 45.0 36.9 28.4 20.0

Shou et al. [203] - - 35.8 29.0 21.2 13.4 5.8
Ours 52.1 51.4 49.7 46.1 37.4 26.2 15.2

Table 2.4: Comparison to THUMOS’14 performers on the mAP metric at various temporal IoUs.
Missing entries indicate that results are not available. We note that Xu et al. [264] is the same
system used to compute the DIVA V1 baseline; see Table ??. The best performance at each tIoU
is indicated in bold.
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3. ACTIVITY DETECTION IN UNTRIMMED VIDEOS USING CHUNK-BASED

CLASSIFIERS

3.1 Introduction

I3D
I3D
I3D
I3D

I3D
I3D

Chunk	Generation Classification Aggregation

Figure 3.1: An overview of the system we present. Our procedure has three stages: we first
generate a set of chunks by breaking up the video into overlapping pieces, then we classify each
chunk individually. In the last stage of our system, we aggregate the classified chunks in order to
create our final activity detections.

Many such approaches draw on very sophisticated architectures, making use of LSTMs [269,

271] or adaptations of object detection architectures such as Faster R-CNN [41, 264] to spatio-
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temporal data.

As in Chapter 2, we focus on the problem of action detection when the data is sparse. We

propose a comparatively simpler approach, leveraging the strong progress that has been made in

activity classification for trimmed videos. Our main contribution is to show that a strong, carefully-

trained activity classifier can achieve state-of-the-performance in activity localization by breaking

the activity into many small overlapping chunks and classifying each chunk individually. Further,

by learning two auxiliary tasks and applying the learned output in a clever way, it is possible to

achieve even more significant performance improvements beyond the state of the art.

The resulting technique, which we call Chunk Association, is straight-forward to implement

and use, and is agnostic to the chosen backbone activity classification architecture. We therefore

believe that it presents a very general technique that can continue to be useful even as the state-

of-the-art in trimmed activity or video classification advances, with the backbone architecture

replaced as newer, better classification methods become available.

Our method also presents some very simple trade-offs depending on the use case and hard-

ware available to run our algorithm. It can, for instance, be tuned to run faster or slower by varying

the input modality used, while still maintaining a high level of performance.

We demonstrate the effectiveness of chunk association by presenting results on the THU-

MOS’14 [110] dataset for temporal activity localization. We also show that our method can be

extended to perform spatial localization as well by performing experiments on the ActEV dataset

for sparse spatio-temporal localization [159]. Finally, we present the results of a series of ablation

experiments to better understand the components of our algorithm and validate the design choices

that we have made.

3.2 Related Work

In recent years, a significant amount of research has been done on the problem of activity

recognition. In this section we distinguish between two types of activity recognition: 1) activ-

ity classification, which refers to the problem of classifying videos containing only one activity,

where each video is trimmed to the beginning and end of the activity, and 2) activity detection

which refers to the problem of determining where, if anywhere, activities are occurring in a video.

Despite significant progress made in activity classification, robust systems capable of activity de-

tection for general use have remained elusive.
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Activity Classification Following the success of deep CNNs in image classification by

AlexNet [122], a number of early attempts were made to adapt CNN-based image classification

methods to activity classification [115, 151, 212, 273]. One notable work is the two-stream CNN

framework [212] which was able to obtain state-of-the-art performance by combining optical-

flow and RGB using two parallel 2D CNNs. Following the two-stream work, a number of activity

classification techniques were proposed which used similar strategies [54–56, 240, 252, 253].

The I3D model was introduced along with the Kinetics dataset [27]. I3D is a two-stream ar-

chitecture which uses 3D convolutions. While not unique for its use of 3D convolutions [108,234,

240], I3D was able to significantly outperform other activity classification systems like C3D [234]

by taking advantage of the carefully curated, large-scale Kinetics dataset [87] and building a sys-

tem that was well suited for transfer-learning on other datasets.

Activity Detection Activity detection approaches can broadly be categorized into proposal-

based or end-to-end systems. In proposal-based activity detection, a collection of subsets of a

video are generated to be considered as potential activities. Proposals can be viewed as high-

recall, low-precision activity detections. They may be either dependent or independent of the

activity class. Once the proposals are collected, classification is applied to distinguish between

true and false positives, and, in the case of class-independent proposals, to determine the specific

activity.

In 2014, many state of the art systems for activity detection in unconstrained videos utilized

Fisher vector representation with dense trajectories evaluated over dense sliding windows [114,

163, 250, 251]. Caba et al. [23] presented an efficient proposal-based method using sparse dic-

tionary learning. The trend of using sparse methods was relatively short-lived; however, as

deep learning based approaches became more prevalent. Particularly relevant to our method,

Gao et al. [65], motivated by advancements in object detection, introduced the use of cascaded

boundary regression for sliding window based proposals. This was found to perform much better

than other contemporary methods and provides motivation for the temporal refinement component

of our system. Gleason et al. [76] propose a temporal refinement I3D system which utilizes off

the shelf classification with additional regression based temporal refinement. Other approaches

inspired by object-detection methods are Dai et al. [41] and Xu et al. [264] which both use Faster

R-CNN [184]-based systems adapted for temporal activity detection.

Research into proposal-based methods often focus on improving proposal generation and
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using off-the-shelf CNN classifiers [22, 50, 66]. Other works focus more on alterations to the

classification architecture for use in activity classification and detection [202].

To get an idea of where our algorithm fits into this discussion, in this work we present an al-

gorithm which uses short sliding window-based proposals, and focuses primarily on modifications

to off-the-shelf CNN classifiers, along with improvements to proposal aggregation. By proposal

aggregation, we are referring to a post-processing step which is used to combine multiple short

proposals into a single activity which is discussed in detail in Section 3.3.

An alternative to proposal-based activity detection is all-in-one activity detection, which

simultaneously classifies and localizes activities. Richard et al. [185] introduced a probabilistic

model for temporal activity detection that jointly models segmentation and classification. Yuan et al. [272]

introduce a method for temporal localization by aggregating frame-wise features using an efficient

algorithm for computing structured maximal sums. Hou et al. [98] proposed the tube convolutional

neural network (T-CNN) which generates tube proposals from video-clips and performs activity

classification and localization using an end-to-end 3D-CNN. Kalogeiton et al. [113] extract convo-

lutional features from each frame of a video, and stack them to learn spatial locations and activity

scores.

3.3 Method

Our method is composed of three stages: chunk generation, classification, and aggregation.

In the chunk generation stage, the video is broken down into overlapping chunks of 64 frames

each. These chunks are then fed into a state-of-the-art video classification algorithm and classified

according to their activity class. Critically, we also equip our video classifier with two auxiliary

tasks: “temporal refinement” and a flag that determines if the activity end points fall within the

chunk, which we call “chunk inclusion”. These two tasks are easy to learn, but their output plays

a critical role in the aggregation stage, where chunks are recombined into activity detections.

3.3.1 Chunk Generation

For each video, we construct a series of chunks Xi consisting of n = 64 frames each. Chunk

generation begins by designating the first 64 frames of a given video to be the first chunk, and

then, moving in strides of s = 16 frames at a times, progressively creating chunks out of every set

of 64 consecutive frames. Thus, each frame of the video is included in at most 4 different chunks,
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and neighboring chunks overlap by 48 frames.

3.3.2 Classification

Chunk	��

I3D

FC

�
�
�

�
�

��,���

�
�

��,���

RGB

Optical
Flow

f

h

g

Figure 3.2: An illustration of chunk classification stage of our algorithm. We extract 64 consec-
utive 224× 224 RGB and optical flow frames per chunk Xi. These are fed into I3D, and three
outputs are produced: activity class scores pi

a, chunk inclusion scores (pi
st , pi

end), and temporal
localization scores (vi

st ,v
i
end)

The classification stage of our algorithm is built on existing video-classification methods.

Since the video has already been divided into small, manageable chunks, each chunk can be treated

as an individual video and subsequently classified.

At the time of this writing, the most powerful open source video classification algorithm

is the Inflated 3D Convolution (I3D) architecture [27], we take the 64 frames that compose it

and compute optical flow for each one using the TV-L1 optical flow algorithm [274]. We then

randomly crop the 256× 256 frames into 224× 224 and feed them into I3D in a two-stream

configuration, similar to the original authors in [27]. We also perform random horizontal flips for

additional augmentation. However, unlike [27], we train I3D on three different tasks using three

different branches: 1) an activity classification branch f , 2) a chunk inclusion branch g, and 3) a

localization branch h. See Figure 3.2 for an outline of our network architecture. In addition, we

also make a minor modification to the I3D architecture, and instead of averaging the logits from

the two streams to get final results, we concatenate the features in the penultimate fully connected

layer and produce a single set of logits.

Activity classification is the standard task for which I3D was designed. We designate a
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chunk Xi as belonging to an activity class a if at least 55% percent of the chunk contains an

instance of that activity class, with ties going to the activity that occurs on the most frames. We

thus train our classifier using standard cross-entropy loss:

Li
cls =

ncls

∑
a=0
−yi

a · log(pa), (3.1)

where ncls is the number of classes, and yi
a is an indicator that is 1 when chunk Xi is assigned class

a and 0 otherwise. pi
a is the softmax output of video classification branch f which corresponds to

activity class a, with a = 0 designating that no activity has occurred.

The chunk-inclusion task on a chunk Xi simply performs two classification tasks: one to

determine if the activity began within Xi, and another to determine if the activity ended within

Xi. The inclusion ground truth labels, which we denote yi
st and yi

end for start and end inclusion

respectively, are trivial to compute during chunk generation. We learn these with a cross entropy

loss as well:

Li
inc =

1
2
(
bce(pi

st ,y
i
st)
)
+
(
bce(pi

end ,y
i
end)
)

(3.2)

where pi
st and pi

end correspond to the two separate sigmoid outputs of the chunk inclusion branch

g. bce corresponds to the standard binary-cross entropy loss function.

The final task we learn is temporal refinement, which is performed similarly to [76]. When-

ever an activity starts or ends within a chunk, we learn either of two temporal regression parameters

rst or rend , which we compute in the ground truth as

(ri
st ,r

i
end) =

(
t̂st − t i

c

n′
,
t̂end− t i

c

n′

)
. (3.3)

where t i
c is the center of chunk Xi, (t̂st ,t̂end) are the start and end frames of the ground truth activity

assigned to chunk i, and n′= n/2, where n= 64 is the chunk length. As an example, if the start and

end of the chunk were perfectly aligned with the ground truth, we would have (ri
st ,r

i
end) = (−1,1).

We train these values using a smoothL1 loss [184]. The temporal localization branch h

produces two regression outputs vi = (vi
st ,v

i
end) according to
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Li
loc = yi

st · smoothL1(rst − vi
st)

+ yi
end · smoothL1(rend− vi

end).
(3.4)

We note that the yi
st and yi

end terms prevent the learning of regression when an activity does

not begin or end within the chunk.

Our final loss can thus be written:

L f ull = Lcls +λ Ia≥1(Linc +Lloc), (3.5)

where Ia≥1 is an indicator function that is equal to 1 when the ground truth action has an index

greater than 0, and is equal to 0 otherwise (i.e. is equal to 1 when the ground truth does not

designate ”no activity”). λ is a weight parameter that we experimentally set to λ = 0.25.

3.3.3 Chunk Aggregation

Chunks are aggregated by combining adjacent chunks with similar predictions, informed

by the predicted inclusion and temporal refinement values. See [79] for more information.

3.3.4 Spatio-Temporal Activity Detection

Our algorithm can also be extended to work in the context of spatio-temporal activity de-

tection, in the situation where activities are sparse both temporally and spatially, by chunking

spatio-temporal proposals instead of the entire video. See [79] for more information.

3.4 Experiments

In this section, we present a series of experiments designed to help understand the impact

of various components of our system. The majority of experiments presented in this section were

performed on the THUMOS’14 action detection dataset [110]. To show that this approach gener-

alizes to other scenarios we provide additional evaluation results on the ActEV [159] dataset for

spatio-temporal activity detection.
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3.4.1 Training

We train the backbone I3D network on THUMOS’14 using SGD with learning rate 0.01,

momentum 0.9, and weight decay 0.0005. We train on eight Nvidia 1080Ti GPUs for a total of

two epochs, lowering the learning rate to 0.001 in the second epoch. We use a batch size of 24

for two-stream training experiments (RGB and optical flow) and 48 for single stream experiments

(optical flow or RGB individually). We initialize I3D with weights pre-trained on the Kinetics

dataset [27].

For most of the time, no activities are happening and if we trained on all the chunks of

our system, we would inevitably bias heavily towards the “no activity” class. Thus, when cre-

ating chunks for training, we carefully control the number of chunks we expose the network to,

enforcing that only 10% of the samples seen by the network are negatives.

3.4.2 THUMOS’14

Figure 3.3: Sample frames from videos within the THUMOS’14 dataset.

Dataset

THUMOS’14 is a temporal action detection dataset which consists of 2765 trimmed train-

ing videos, 200 untrimmed validation videos, and 213 untrimmed test videos. Since the training

data is trimmed, we follow the common practice and perform the majority of our experiments by
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training on the validation set and evaluating on the test set [64, 66, 76, 264]. The majority of ab-

lation experiments are performed using a single-stream configuration, using optical flow frames,

except where otherwise mentioned.

The only exception to the aforementioned train/evaluate strategy is for experiments used

to select the hyperparameters described in Section 3.3 (e.g. Tinc and s) . For these experiments,

we instead use a 70/30 split of the THUMOS validation set to perform training and validation

respectively, so as not to evaluate on the test split. This ensures that we don’t overfit the hyperpa-

rameters of our method to the test data. In order to enforce that the 70/30 split of videos contains

the appropriate number of instances of each class, we employ the simple strategy of repeatedly

sampling random 70/30 splits until the number of training samples for each class is between 1.05

and 3.38 times the number of instances in validation.

Figure 3.3 shows sample frames from videos within the THUMOS’14 dataset. THUMOS

performance is measured in the provided THUMOS’14 scoring tool using the mean Average Preci-

sion (mAP) metric, performed at several different temporal Intersection over Union (tIoU) thresh-

olds.

Table 3.1 shows the final performance of our algorithm on THUMOS’14, as compared to

other published algorithms. To achieve these final numbers, we use the I3D backbone in a two-

stream configuration, taking both the RGB and optical flow frames as inputs.

Ablation experiments

Inclusion and Localization Chunk inclusion and localization (i.e. the losses Linc and Lloc)

are the key novelties of our approach, providing strong improvements to our algorithm’s perfor-

mance. We demonstrate the importance of these tasks by performing two separate experiments.

The first of these, shown in Table 3.2, indicates our performance when we remove each of these

components from training entirely. In both cases, performance drops significantly. Unsurprisingly,

both localization loss and inclusion loss help with temporal localization so the greatest impact can

be seen at the higher tIoU values where precise start and end times are most important.

We also perform another set of experiments where the inclusion and localization values are

learned, but are not used during inference. These results are shown in Table 3.3. Here we see

the importance of performing the inclusion thresholding and temporal refinement, since removing

either one significantly decreases performance. Additionally, the improvements from each are
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tIoU 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Karaman et al. [114] 4.6 3.4 2.4 1.4 0.9 - -
Oneata et al. [163] 36.6 33.6 27.0 20.8 14.4 - -
Wang et al. [251] 18.2 17.0 14.0 11.7 8.3 - -
Caba et al. [23] - - - - 13.5 - -

Richard et al. [185] 39.7 35.7 30.0 23.2 15.2 - -
Shou et al. [204] 47.7 43.5 36.3 28.7 19.0 10.3 5.3

Yeung et al. [269] 48.9 44.0 36.0 26.4 17.1 - -
Yuan et al. [271] 51.4 42.6 33.6 26.1 18.8 - -

Escorcia et al. [50] - - - - 13.9 - -
Buch et al. [22] - - 37.8 - 23.0 - -
Shou et al. [202] - - 40.1 29.4 23.3 13.1 7.9
Yuan et al. [272] 51.0 45.2 36.5 27.8 17.8 - -
Buch et al. [21] - - 45.7 - 29.2 - 9.6
Gao et al. [65] 60.1 56.7 50.1 41.3 31.0 19.1 9.9
Hou et al. [99] 51.3 - 43.7 - 22.0 - -
Dai et al. [41] - - - 33.3 25.6 15.9 9.0
Gao et al. [66] 54.0 50.9 44.1 34.9 25.6 - -
Xu et al. [264] 54.5 51.5 44.8 35.6 28.9 - -

Zhao et al. [280] 60.3 56.2 50.6 40.8 29.1 - -
Huang et al. [101] - - - - 27.7 - -
Yang et al. [265] - - 44.1 37.1 28.2 20.6 12.7
Chao et al. [29] 59.8 57.1 53.2 48.5 42.8 33.8 20.8

Alwassel et al. [6] - - 51.8 42.4 30.8 20.2 11.1
Gao et al. [64] - - - - 29.9 - -
Lin et al. [135] - - 53.5 45.0 36.9 28.4 20.0

Gleason et al. [76] 52.1 51.4 49.7 46.1 37.4 26.2 15.2
Yang et al. [266] - - 51.8 41.5 32.1 22.9 14.7

Murtaza et al. [148] - - 54.9 47.2 41.5 37.5 31.6
Ours 67.41 66.96 62.6 56.87 48.99 39.19 27.82

Table 3.1: Comparison to other algorithms on the THUMOS’14 based on the mAP metric at var-
ious temporal IoUs. Missing entries indicate that results are not available. The best performance
at each tIoU is indicated in bold.

not independent since activating both of them together yields a bigger increase in performance

than they each add individually; for instance, tIoU at 0.7 goes up about 4 points when inclusion

thresholding is turned on and 10 points when temporal refinement is used, but nearly 17 points

when both are used together.

Input Modality I3D can be trained using only the raw RGB frames of the input chunks,

optical flow frames, or both at once. In Table 3.4, we compare the results of training on these

three modalities. Our key observation is that optical flow significantly out-performs RGB, while

Inclusion Localization 0.1 0.5 0.7
No No 59.09 32.19 16.08
Yes No 61.53 37.04 21.03
No Yes 60.45 35.9 19.25
Yes Yes 64.56 48.35 28.22

Table 3.2: The effects of chunk inclusion and localization on performance at 3 different tIoU
thresholds. All results are attained using optical flow as the only input modality. We also note that
for this table, when inclusion or temporal localization are used, we also apply inclusion threshold-
ing or temporal refinement respectively. Best results are in bold.
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Inclusion Localization 0.1 0.5 0.7
No No 61.68 31.03 11.46
Yes No 64.06 40.55 15.68
No Yes 61.4 37.51 21.0
Yes Yes 64.56 48.35 28.22

Table 3.3: The result of training the system using inclusion and localization loss but selectively ig-
noring those results during evaluation. This is to demonstrate that the performance improvements
are not solely a result of multi-task learning.

I3D Streams 0.1 0.5 0.7
RGB 61.56 42.56 22.85
Flow 64.56 48.35 28.22

Joint (RGB+Flow) 67.41 49.0 27.82

Table 3.4: Classification accuracy for the three different input modalities on the THUMOS’14
dataset. Each row represents one of the modalities tested at 3 different temporal IoU thresholds.
Best results are in bold.

combining both modalities into a two-stream network is optimal, similar to the observations made

by [27] in the original I3D paper. The choice of modality also has important ramifications for the

run-time of the algorithm, which we explore in more detail in Section 3.4.3.

Aggregation In order to motivate our choice of aggregation algorithm, we present in Figure

3.4, a plot that shows the predictions of our chunks mapped against the ground truth of a given

video. What we find is that, in general, chunks appear to do a good job classifying activities on

their own, which motivates our choice to aggregate by connecting adjacent chunks.

In Table 3.5, we compare our chosen chunk aggregation algorithm to a slightly modified

algorithm where, instead of merely connecting adjacent chunks, we also connect chunks that are

of the same class with up to one or two differing chunks in between. We find that this actually

decreases performance, which suggests that chunks being misclassified in the middle of activities

are not a serious issue in THUMOS’14, and allowing skipping only hurts performance by merging

Aggregation 0.1 0.5 0.7
2 Skips 58.68 35.93 20.00
1 Skip 61.57 38.46 21.26

No Skips 64.56 48.35 28.22

Table 3.5: The proposed aggregation algorithm compared to an alternate aggregation algorithm in
which chunks can be matched even if there are chunks in between of a different class. “1 Skip”
and “2 Skip” refer to algorithms that merge chunks with one or two different entries between them,
and “No Skips” is the algorithm we describe in Section 3.3.3. Best results are in bold.
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Figure 3.4: A plot of the network’s per-chunk predictions (bottom) vs. the ground truth (top) on
a sample video in the test set. The bottom plot shows the confidence value of each chunk in the
sequence. Chunk confidence is plotted from the location of the chunk’s center frame. For more
intuitive visualization, the confidence values are suppressed to zero when the ThrowDiscuss class
is not the maximal response for the chunk.

chunks that should not be merged.

3.4.3 Timing-Performance Trade-offs

Here, we analyze the inference speed of our system, and show that with the right modi-

fications our system can still achieve near state-of-the-art performance while running at speeds

well above real time on a single GPU. Table 3.6 shows the results of these experiments. When

optical flow is used, the vast majority of computation time is spent extracting the optical flow

frames, and therefore multiple GPUs are required to perform real time inference. On the other

hand, when inference is performed using only RGB frames, it is possible to perform computations

significantly faster. With RGB input, a single GPU is enough to achieve processing speeds of 235

FPS, significantly faster than real time. In terms of performance, Table 3.4 shows that RGB, while

worse than optical flow or RGB+optical flow, still achieves results competitive with the previous

state-of-the-art. Disk read times were not considered in this timing analysis.

Thus, in addition to being simple, our algorithm is very well suited to real-world applica-

tions where speed would be an important factor. If, in addition, detection needs to be performed
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Mode # GPUs sec/chunk
Forward

FPS
Total
FPS

RGB 1 0.055 235.35 235.35
Flow 1 0.046 291.67 22.77

RGB+Flow 1 0.108 126.11 20.65
RGB 8 0.026 467.74 467.74
Flow 8 0.0208 612.0 121.93

RGB+Flow 8 0.0467 268.54 97.17

Table 3.6: Timing analysis of our algorithm under various configurations. “Forward FPS” refers
to the frame rate of a forward pass through the network, while “Total FPS” includes the time
to process input (i.e. optical flow computation). Timing of disk access was not included in this
analysis.

on live streamed video, then merely introducing a several-second lag would be sufficient to detect

new activities as they happen. Further, since optical flow computation is the only stage of the

algorithm with significant computational overhead, it may also be possible to achieve the state-of-

the-art performance of optical flow with speeds much closer to that of RGB by estimating the flow

or motion information directly from compressed video [253, 261, 277].

3.4.4 ActEV: Spatio-Temporal Detection

Dataset

The ActEV dataset [159] is a spatio-temporal activity detection dataset featuring 18 differ-

ent activities over 64 training videos, 54 validation videos, and 246 test videos with annotations

withheld. All videos within the ActEV dataset are high resolution (1200×720 or 1920×1080) yet

the subjects performing actions within the videos are very tiny by comparison, generally ranging

from 20 to 180 pixels in height. Therefore, actions within the ActEV dataset tend to be spatially

sparse, taking up only a very small portion of the scene. One of the primary challenges of the

ActEV dataset is to intelligently avoid processing extraneous pixels. We do this by introducing a

proposal-based method for generating chunks, as discussed in Section 3.3.4.

Results

In this section we report the results of our method on the ActEV validation and test sets.

The primary metric for ActEV is probability of miss (p-miss) at a false alarm rate of 0.15 which is

computed using the provided evaluation tool downloaded from Github [112]. We also report the

N-MIDE metric on validation for which lower scores correspond to better temporal localization.

Both of these metrics are described in detail in TRECVID 2018 [10].
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Method P-Miss N-MIDE
Gleason et al. [76] 67.50% 0.239

Ours 61.71% 0.181

Table 3.7: ActEV validation dataset results. In the left column we report weighted average prob-
ability of miss (weighted p-miss), where the weighting is applied to account for any class imbal-
ance. In the right column we report the N-MIDE metric, where lower N-MIDE scores refer to
better temporal localization. Both metrics are reported with a fixed rate of false alarm of 0.15.

Method P-Miss
Aakur et al. [2] 93.4%
Xu et al. [264] 91.30%

Gleason et al. [76] 75.03%
MUDSML 69.85%

Ours 76.44%

Table 3.8: ActEV test dataset results. Here we report the weighted probability of miss of our
system, which was evaluated on an independent evaluation server [159]. The metric is reported at
a rate of false alarm of 0.15.

Table 3.7 shows the results of our algorithm on the ActEV validation data using the method

described in Section 3.3.4. In the table we included validation results using the TRI3D system

described in [76], which, to our knowledge are the best published results on ActEV. The public

leaderboard for the 2018 ActEV challenge was available at [159] where the top performing system

achieves a probability of miss of 69.85% at a rate of false alarm of 0.15. Since the top performing

system is unpublished as of the submission of this manuscript, it is difficult to comment on where

the gain in performance comes from. This is particularly true since teams were allowed and

encouraged to collect and use proprietary data to improve performance. Our system significantly

out-performed the only other published systems which we know to have been evaluated on ActEV

test [2, 264].

We observe that while we achieve a significant improvement over TRI3D [76] on the val-

idation dataset, our system performs slightly worse on the test split as shown in Table 3.8. Since

the annotations are not available for the test split it is difficult to draw any conclusions from this

phenomenon, however, by contrasting our approach to TRI3D we have some thoughts on this.

On the validation dataset, our method outperforms TRI3D on all but three of the eighteen

activities: activity carrying(+6.1%), Closing(+5.4%), and Loading(+5.4%), where

the deltas reported here are the differences in average p-miss at 0.15 rate of false alarm. This

indicates that the discrepancy is likely not due to some sort of biasing of our method towards
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Figure 3.5: Spatial sparsity in ActEV. On the left is an example frame from ActEV, and on the right
is an example frame from THUMOS’14. The green box in the ActEV image shows the spatial
location of an instance of the Closing activity which covers only a small percentage of the
overall image. Contrast this to the THUMOS’14 image where the activity Cricket Bowling
takes up a much greater proportion of the image. This figure was original presented in [76].

certain actions. We also rule out the detector and clustering algorithm as being the cause of the

discrepancy as both TRI3D and our method use the same approach. The difference between

our algorithm and TRI3D at the core is that we use short, overlapping chunks, which are then

aggregated, as opposed to varying length cuboids which are not aggregated. Our hypothesis is that

the activities in the test dataset are more difficult to determine given the short temporal spans, and

instead benefit from the high level context provided by long cuboids. We leave it to future work

to test this hypothesis by extending our system to incorporate chunks of varying length.

3.5 Conclusion

We have presented a simple but effective approach to activity detection and classification in

untrimmed videos. We have shown, through empirical analysis on the THUMOS’14 and ActEV

datasets, that it is in fact possible to achieve results in untrimmed activity detection comparable

to state-of-the art simply by making use of strong existing activity classification systems, and that

with the addition of two auxiliary tasks it is possible to push these results significantly farther.
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4. SELF-DENOISING NEURAL NETWORKS FOR FEW SHOT LEARNING

4.1 Introduction

Despite the ubiquitous power of modern deep learning techniques for image and video clas-

sification, learning from very few examples still remains a difficult problem. A visual recognition

system deployed in a real world setting may need to identify new classes of which it has only seen

one or two examples. Learning in this low-data regime, where one might have access to as little

as a single labeled example, generally requires entirely different techniques than traditional su-

pervised learning, and the pursuit of these techniques has launched an entire sub-field of machine

learning research known as “few shot learning”.

Few shot learning is generally characterized by a two-stage approach. In the first stage, the

network is pretrained in a supervised setting with a large labelled dataset of known classes. In

the second stage, the network is exposed to a limited number of labeled examples in novel classes

that were not included in the pretraining dataset, usually with as few as five or even one sample

per class. The final system is then evaluated against a held-out test set of images belonging to the

novel classes.

Under this paradigm, the machine learning community has developed a large number of

techniques. These techniques can themselves be classified into a broad set of categories, rang-

ing from meta-learning techniques that quickly learn to perform meaningful parameter updates

when presented with new data [61, 129, 156, 190, 249], to feature hallucination techniques that

generate additional samples for training [88, 256] and transductive techniques that make use of

the correlations between novel class samples during inference [45]. In this work, we follow the

lead of other metric-based approaches [214, 223, 247] which perform classification using highly

representative features. That said, our approach is orthogonal enough to many existing metric-

based approaches, and simple enough to implement, that it can be easily combined with existing

approaches to achieve easy few shot performance gains.

The conceptual backbone of our approach is similar to that of Denoising Auto-Encoders
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[246] (DAEs), which were shown to be useful for few shot learning by Gidaris et al. [70]. DAEs

are effective for metric learning because they build robust feature extractors that, by removing

noise from features, move features towards their most likely configuration in feature space. At

inference time, the noise is not applied and the feature is refined to be more representative, in

effect creating a more robust prototype for few shot learning.

Our approach expands on this concept by making a few key observations. The first is that

in order to counteract the effects of noisy features, it is not actually necessary to reconstruct the

features precisely. Instead, it is sufficient merely to ensure that the network can accomplish the

same classification task it would have preformed otherwise. This can be enforced simply by adding

an additional classification loss immediately after the noise is applied. Our second observation is

that this denoising process need not be a separate module from the rest of the network applied

iteratively, but can instead be integrated directly into existing network training with almost no

architectural changes or differences in learning hyperparameters.

The final result is a relatively straightforward addition to existing neural network architec-

tures. The features of an existing architecture, such as a ResNet [92], are modified before each

block with some form of noise. The network is also augmented with auxiliary losses after each

block, similar to those used to train e.g. Inception [225]. The end result, which we refer to as a

Self-Denoising Neural Network (SDNN), is a network that continually refines its features as the

network deepens, ultimately producing features that are altogether more robust than the original

architecture by itself.

We also show, through detailed ablation experiments , the significance of many of the obser-

vations discussed above. For instance, we observe that the auxiliary losses used by our method are

essential; merely adding noise to the network as it trains has nearly no effect on performance. It is

only by constantly enforcing that the features produce the same evaluation results that denoising

produces more robust features.

In summary, our contributions are as follows:

• We present a novel approach to metric learning for few shot visual tasks termed Self-

Denoising Neural Networks (SDNNs). In principle nearly any existing deep architecture

for visual recognition can be converted into an SDNN using a few simple modifications to

the training pipeline.
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• We demonstrate the effectiveness of SDNNs on the miniImageNet, tiered-ImageNet, CIFAR-

FS, and ActEV Surprise Activities datasets. We also show that our method is very general,

and can be easily added to existing metric-based few shot techniques.

• We empirically analyze our SDNN architecture through a series of detailed ablation experi-

ments.

4.2 Related Works

Few shot learning [126] for deep learning is a rich area of research, with prior work falling

into several broad categories. One of the more prominent categories is optimization-based meta-

learning [61, 129, 156, 190, 249]. These methods “learn-to-learn” by pretraining models that are

able to produce gradient updates that facilitate quick fine-tune on small numbers of samples. Meth-

ods like MAML [61], LEO [190], and Reptile [156] do this by incorporating the fine-tuning step

into the learning stage.

Other metric learning techniques deal with minimal data by hallucinating additional sam-

ples for training [88, 256]. Still others improve performance by incorporating more general ma-

chine learning techniques, like self-supervised learning [68, 217] or knowledge distillation [231].

Metric-based few shot learning algorithms are another large family of techniques [120,134,

164, 199, 214, 223, 236, 247]. These methods operate by embedding inputs into a feature space

where images of the same class are naturally close together by some metric. For example, Rela-

tionNet [223] accomplishes this using cosine similarity, and MatchingNet [247] uses Euclidean

distance. Though already quite simple, many of these methods [214,223,247] utilize a pretraining

scheme that mimics the few shot training stage by sampling a small support set of sample classes

during training. Other metric-based methods like Cosine Classifiers [30, 69, 174] remove even

this training complication, providing a methodology for building robust features without the need

for support sets during training. In this chapter, we design our method on top of these Cosine

Classifier based methods, motivated in large part by a pursuit of simplicity.
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4.3 Method

In the standard few shot learning problem setup for visual tasks, we are initially given

access to a set of images 1 and labels (xb,yb)∼Db
tr from some predetermined set of base classes,

where Db
tr is a training distribution and xb and yb are, respectively, images and labels from the

Nb base classes Cb = {1 . . .Nb} of our training set. After performing some form of pretraining

using Db
tr, we are given a second set of training images and labels (xn,yn) ∼Dn

f s, with all labels

from a set of Nn novel classes Cn = {Nb +1, . . . ,Nb +Nn} which are disjoint from the previously-

learned base classes (i.e. Cb∩Cn = /0). Importantly, the number of samples (xn,yn) provided in this

stage is extremely small, often as low as five or even just one. Finally, performance is measured

by the classification accuracy of the final system on a test set of samples from the novel classes,

(xn,yn) ∼ Dn
ts. In the following text, we first discuss some prerequisites in Sections 4.3.1 and

4.3.2, then provide a detailed description of our method in Sections 4.3.3 and 4.3.4.

4.3.1 Cosine Classifiers

Cosine Classifiers are widely used for few shot learning, originally explored by [69] and

[174]. In this context, few shot learning is performed by initially training a neural network feature

extractor f = F(x) on the data (xb,yb)∼Db
tr as described above, as well as a set of weight vectors

Wb = [w1, . . . ,wNb ]. The critical difference between Cosine Classifier pretraining and standard

supervised training comes in the per-class logit computation. In standard supervised training, the

logits for class i would be computed as the dot product between the weights and the embedding:

zi = f T wi. In contrast, a Cosine Classifier computes the logits as the cosine distance between the

weights and the features:

zi = cos( f ,wi) =
f T wi

‖ f‖‖wi‖
(4.1)

which has the advantage of producing features with reduced intra-class variance.

The logits are then converted into probabilities pi using the softmax function

pi = exp(γzi)/ ∑
j∈Cb

exp(γz j)

1 Though we use the term image here, x∗ could also be a video or any other form of input data.
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where γ(4.2)

is a learned inverse temperature parameter. Given these final predictions pi for each class,

the network is trained by optimizing standard cross entropy loss:

L(p) = E(x,y)∼Db
tr
[− log py] . (4.3)

During the novel-class training stage, the weight matrix Wn for novel classes is computed

as wi = z̄i,∀i ∈Cn, where z̄i is the average over all values of zi for all images xn in the novel class

training set with label yn = i. In the final inference stage, the new matrix Wn is used in place of Wb

to compute probabilities as described above. In other words, the extracted features of the novel

classes are directly averaged across samples of the same class and used as weights for further

classification.

4.3.2 Denoising Autoencoders

Originally introduced and explored by Vincent et al. [246], Denoising Autoencoders (DAEs)

are a form of autoencoding neural network designed to improve feature robustness by reconstruct-

ing a given feature vector into a more likely configuration. A DAE r(·) operates on a feature

vector f̂ = g( f ) that his been corrupted from its original form f with some type of noise g(·) (e.g.

additive Gaussian noise) by attempting to construct a new feature vector r( f̂ ) which is as close as

possible to the original feature vector f .

Alain et al. [5] show that, in the case of a DAE trained with additive Gaussian noise, pre-

forming inference on noiseless input will actually cause the DAE to estimate the gradient of the

density function of its input, and as such the vector (r( f )− f ) will point towards more likely con-

figurations of f , i.e. the manifold of the input data. Previously, Gidaris et al. [70] made use of this

fact to refine the novel feature weights Wn using DAEs and improve few shot performance. We

use this work as inspiration for our work.

4.3.3 Self-Denoising Neural Networks

We take the above observations about DAEs and use them to expand existing Cosine Classifier-

based few shot learners in a different direction from previous research. Rather than add an addi-

tional DAE module to the end of the network as was done in [70], we treat the entire existing
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Block 1 Block 2 Block 3

Gaussian 
Noise

Gaussian 
Noise

Gaussian 
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Input 
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Figure 4.1: A sample SDNN architecture with Gaussian noise. During training, the features after
each block are perturbed using additive Gaussian noise. After each block, the features are pooled
and passed through an FC layer so that auxiliary losses L(pl) can classify the modified features.
During inference, no noise is added, and the weights W l

b are replaced with the weights W l
n .

network as a set of denoising modules, making minimal architectural changes and achieving con-

siderable performance improvements over simply using a DAE.

To define this new architecture, we first break our feature extraction network F into multiple

blocks F1,F2,F3
2. Many modern architectures such as ResNet [92] are already naturally organized

into blocks, making this division extremely straight-forward. Rather than simply injecting noise

at the end and having an additional DAE module denoise the features f = F(x) = F3(F2(F1(x)))

produced by the full network, we instead treat each block Fl as its own denoising module by

injecting noise at the beginning of each block and denoising the signal before it reaches the next

one.

Specifically, given features fl−1 ∈ Rhl−1×wl−1×cl−1 (where hl , wl and cl represent the height,

width, and channels of the feature map at layer l) produced from block Fl−1, we compute fl

during initial training as fl = Fl(g( fl−1)) ∈ Rhl×wl×cl , where g(·) is a generic noise function that

perturbs its input with any of several more specific noise functions, as discussed below in Section

4.3.4. This modification is motivated in part by the observation made in Section 4.3.2 that a DAE

naturally adds a vector to the input features which points it towards the data manifold. Our hope

is to produce a layer that projects towards the data manifold and processes the features at the same

time.

Ideally, we would like fl to produce an input that is robust to the noise that was added to

fl−1. Applying a standard DAE structure would mean reconstructing fl−1 from g( fl−1), but this

would require either adding additional layers to create the a DAE, or enforcing that fl matches

fl−1. Since our goal is to retain the original architecture, both of these solutions are undesirable.

2 For this example, we use only 3 blocks because that corresponds to the WideResNet [275] network featured most
prominently in our experiments section. Other networks, such as ResNet10 [92] or Inception [225] might be broken up
into differing numbers of blocks.
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Instead, rather than force the network to explicitly denoise fl−1, we enforce that fl remains

useful for classification despite the noise. To do this, we add an additional auxiliary classification

loss after each block. More specifically, given an uncorrupted feature fl ∈ Rhl×wl×dl , we perform

zl
i =cos(FC(MaxPool( fl)),wl

i)

pl
i =softmax(γzl

i)
(4.4)

where FC is a fully-connected layer, and MaxPool is a max-pooling operation across the spatial

dimensions of fl . The final predictions pl
i are then learned using L(pl

i), the same cross entropy

loss defined in equation 4.3. The weights wl
i are similar to the weights Wb described in Section

4.3.1, however they are expanded to include a layer index W l
b = [wl

1, . . . ,w
l
Nb
]; in other words,

the auxiliary classifiers function identically to the classifier at the end of the unmodified network.

This constrains each block to produce the same logits as one another, enforcing the requirement

that the network produces features meaningful for classification at every level of the network.

Auxiliary losses of this style have been used in classification problems for a long time, e.g. when

training Inception [225]. The application of noise in previous layers, however, expands the purpose

of these additional losses beyond gradient flow and regularization, using them to counteract the

added input noise. As we show empirically in Section 4.4.4, these losses are necessary to see gains

from denoising. See Figure 4.1 for an illustration of the full architecture.

During the novel class learning stage, noise is no longer added and the new weights W l
n are

constructed in the same way as the weights for the Cosine Classifier by assigning wl
i = z̄l

i,∀i ∈Cn,

where z̄l
i is the average over all values of zl

i for all images xn in the novel class training set with

label yn = i. The final predictions pi are computed from the average of all predictions at each

layer: pi = ∑l pl
i , where l indexes over the number of blocks in the network (either 2 or 3 in all

experiments within this chapter).

In summary, we modify existing neural network training schemes by repeatedly adding

noise to the network while forcing it to produce the same features despite the added noise. Thus,

though the network is not performing a true denoising reconstruction, it is still developing a mean-

ingful understanding of the feature space, and when the noise is removed during the novel training

and inference stages the network is still able to implicitly refine the previous stage’s features into

a more likely configuration.
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As a final note we discuss the similarities of our method with stacked DAEs [245]. Both

approaches involve repeated denoising, however we emphasize certain important differences. First

of all, stacked DAEs are trained in stages, requiring specific architectures that may require need ot

be carefully crafted. Our method, on the other hand, can be easily applied to any existing network

architecture just by adding individual pooling and fully connected layers in a few key locations,

making it much easier to train and introducing extremely few new hyperparameters. Our method

also trains in a single pass using the same hyperparameters as its base architecture, versus the

multi-stage training of stacked DAEs. Finally, at a more technical level, our method does not

actually autoencode anything; the features are only denoised in the sense that they attempt to

produce the same classification outputs as noiseless features. There is no actual reconstruction

that occurs.

4.3.4 Types of Noise

The noise function g(·) described in Section 4.3.3 can take any number of forms. In this

chapter, we will explore two different constructions: Dropout noise and Additive Gaussian noise.

Dropout Noise: Dropout noise is modelled after the widely used method of Dropout [216].

Dropout works by first generating a random binary mask m ∈ Rh×w×c, where mi, j,k = 0 with

probability pdrop, and then computing g( f ) = f �m, where � is an element-wise product. We

modify dropout by making it non-spatial in the same manner described below for Gaussian noise,

i.e. sampling m ∈ Rc and broadcasting it into the spatial dimensions.

Additive Gaussian Noise: An additive Gaussian noise function g(·) is defined simply as

g( f ) = f + v where v ∈ Rc and vi ∼ N(0,σ) for some standard deviation parameter σ , with i ∈

{1, . . .c} indexing the c channels of f . Note that we have f ∈ Rh×w×c, and are thus implicitly

embedding the vector v ∈ Rc into Rh×w×c by copying values across the spatial dimensions so that

the addition may be performed properly. This operation is known in popular tensor-programming

libraries like Pytorch [167] as “broadcasting”. This formulation, which we call “non-spatial” noise

sampling, is an important subtlety in the construction of SDNNs. See Figure 4.4 for an illustration

of this procedure.

To see why we must use non-spatial noise, first make the simplifying assumption that the

pooling layer in equation 4.4 were an average pooling layer instead of a max pooling layer, and

that the network block F was a simple linear layer with weights φ . In this case, if v were not
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1-dimensional and each index of v∈Rh×w×c were sampled separately, then for F(g( f )) we would

have F(g( f )) = φ( f + v), and therefore

AvgPool(F(g( f )) = φ
1

hw

h,w

∑
(i, j)

(vi, j + fi, j)

= φ
1

hw

h,w

∑
(i, j)

vi, j +φ
1

hw

h,w

∑
(i, j)

fi, j

≈ φ
1

hw

h,w

∑
(i, j)

fi, j

(4.5)

where the last line occurs because E(vi, j) = 0. Thus, in order for the noise to have any effect, it

must not be sampled over the spatial component. As we see in Section 4.4.4, non-linearities in

the network blocks and max pooling layers mitigate some of these issues, but are not sufficient to

completely eliminate the disadvantages of using spatial noise. See Figure 4.4 for an illustration of

this point.

4.4 Experiments

In this section, we will first describe the implementation details of SDNN training in Section

4.4.1. We then describe the datasets and metrics used for evaluation in Section 4.4.2 and compare

our method against contemporary methods in Section 4.4.3. In Section 4.4.4 we perform ablation

experiments to provide a detailed analysis of our method. Finally, in Section 4.4.5 we evaluate our

method on the task of few shot learning for human action detection in video.

4.4.1 Implementation Details

One of the most significant advantages of SDNNs is that they can be trained making only

minimal modifications to existing networks. As such, our training hyperparameters for image

classification mimic those of [68]. More specifically, we perform our 2D image experiments

using the WideResNet-28-10 (WRN-28-10) architecture [275]. We perform optimization using

Stochastic Gradient Descent (SGD) for 26 epochs, with an initial learning rate of 0.1 and reducing

by a factor of 10 after epoch 20 and again after epoch 23. The inverse softmax temperature

hyperparameter γ is initialized to 10.

40



.23

Figure 4.2: Spatial Noise
.23

Figure 4.3: Non-Spatial Noise

Figure 4.4: Comparison between spatial and non-spatial noise. (a) Spatial noise perturbs each
location in the feature map differently, and therefore averages out to 0 when pooled. (b) Non-
spatial noise is constant over each location, and can therefore be pooled without changing its
values.
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When training the WRN-28-10 backbone, we perform self-denoising on all three residual

blocks, adding noise before each block and an auxiliary block afterwards. When pooling, we pool

to a spatial size of 2× 2 and concatenate the features at all four spatial locations before feeding

them into the FC layer. Except where otherwise noted, all SDNN experiments are performed using

either additive Gaussian noise with σ = 0.06 or Dropout with probability 0.1. During inference,

no noise is added anywhere in the network, and the logits computed from each auxiliary loss are

averaged to make the final predictions.

4.4.2 Image Data and Evaluation Metrics

We perform all our main experiments on three standard datasets used for few shot learning:

miniImageNet [247], tieredImageNet [183], and CIFAR-FS [15].

miniImageNet consists of 100 classes randomly picked from the ImageNet dataset [189] with 600

images of size 84×84 pixels per class. We follow the exact same setup as [68] and others, using

64, 16 and 20 classes as our training, validation and test classes respectively. Also following [68]

for consistency, we resample each image to 80×80 before feeding it into the network.

tieredImageNet consists of 608 classes randomly picked from ImageNet [189]. It consists of

779,165 images in total, all of resolution 84× 84 pixels. We use 351, 97 and 160 classes in our

training, validation and test classes respectively, and, again similar to [68], we resample each

image during training to 80×80.

CIFAR- FS is a few-shot dataset created by dividing the 100 classes of CIFAR-100 into 64 base

classes, 16 validation classes, and 20 novel test classes. There are 60000 images in total in this

dataset, each with a resolution of 32× 32 pixels.

Evaluation Metrics: Following standard few shot classification algorithm practices, our exper-

iments are evaluated based on classification accuracy averaged over a large number of episodes.

To be more precise, each episode is a Nn-way K-shot problem where K samples are selected at

random from Nn randomly-selected novel classes of the parent dataset. The K samples form a

support set which the network uses to guide inference. M images are then chosen from the Nn

chosen classes to form a test set. The classification accuracy is computed over the M×Nn images.

The final few shot scores are computed as the 95% confidence interval of the accuracy over all the

episodes. Except where otherwise noted, we use Nn = 5, M = 15, and K = 1 or K = 5 (labelled as

“K-Shot” in the appropriate tables).
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Backbone miniImageNet CIFAR-FS tieredImageNet
1-Shot 5-Shot 1-Shot 5-Shot 1-Shot 5-Shot

Baseline (Cosine) [69, 174] WRN-28-10 58.46 ± 0.45% 75.45 ± 0.34% 72.63 ± 0.49% 85.69 ± 0.34% 67.46 ± 0.51% 82.786 ± 0.37%
Shot-Free [182] ResNet-12 59.04 ± n/a 77.64 ± n/a 69.2 ± n/a 84.7 ± n/a 63.5 ± n/a 82.59 ± n/a
TEWAM [175] ResNet-12 60.07 ± n/a 75.90 ± n/a 70.4 ± n/a 81.3 ± n/a - -
MetaOptNet [129] ResNet-12 62.64 ± 0.61% 78.63 ± 0.46% 72.6 ± 0.70% 84.3 ± 0.50% 65.99 ± 0.72% 81.56 ± 0.53%
Fine-tuning [45] WRN-28-10 57.73 ± 0.62% 78.17 ± 0.49% - - 66.58 ± 0.70% 85.55 ± 0.48%
Qiao et al. [176] WRN-28-10 59.6 ± 0.41% 73.74 ± 0.19% - - - -
LEO [190] WRN-28-10 61.76 ± 0.08% 77.59 ± 0.12% - - 66.33 ± 0.05% 81.44 ± 0.09%
DAE [70] WRN-28-10 61.07 ± 0.15% 76.75 ± 0.11% - - 68.18 ± 0.16% 83.09 ± 0.12%
BF3S (CC+Rot) [68] WRN-28-10 62.93 ± 0.45% 79.87 ± 0.33% 73.62 ± 0.31% 86.05 ± 0.22% 70.53 ± 0.51% 84.98 ± 0.36%

Dropout SDNN (Ours) WRN-28-10 61.52 ± 0.45% 78.25 ± 0.33% 74.98 ± 0.30% 87.00 ± 0.21% 69.50 ± 0.50% 84.34 ± 0.35%
Gaussian SDNN (Ours) WRN-28-10 62.12 ± 0.45% 78.97 ± 0.32% 75.31 ± 0.30% 87.40 ± 0.22% 69.29 ± 0.50% 84.53 ± 0.35%
Gaussian SDNN + BF3S (Ours) WRN-28-10 64.74 ± 0.45% 81.47 ± 0.30% 75.60 ± 0.30% 87.30 ± 0.22% 71.40 ± 0.50% 85.90 ± 0.34%

Table 4.1: Confidence intervals for 5-way classification of several methods, including our own.
Inference is performed by sampling images from 5 different novel classes for 2000 iterations on
the miniImageNet and tieredImageNet datasets, and 5000 iterations on the CIFAR-FS dataset.
“Dropout SDNN” and “Gaussian SDNN” represent our vanilla method as described in Section
4.3.4 using either Dropout noise or additive Gaussian noise, whereas “Gaussian SDNN + BF3S”
is a naive combination of our method with the BF3S method [68] intended to show how our
method can be effectively combined with others.

4.4.3 Image Evaluation Results

In this section, we compare our proposed SDNN approach against contemporary methods

on miniImageNet, CIFAR-FS and tieredImageNet. Table 4.1 lists our performance for each of

these datasets, performing inference for 2000, 5000 and 2000 iterations on miniImageNet, CIFAR-

FS and tieredImageNet respectively in an episodic fashion by randomly sampling 5 novel classes

per episode. “Baseline (Cosine)” is a re-implementation of [69] using a WideResNet-28-10 [275]

backbone. This re-implementation is taken directly from the publicly-available code-base for [68]

and has not been modified.

We observe that our method by itself with either Dropout or additive Gaussian noise out-

performs the baseline on all three datasets by a significant margin, with additive Gaussian noise

performing better than Dropout. An unmodified version of our method also performs favorably

against many prior methods, even achieving state-of-the-art performance on the “CIFAR-FS”

dataset without modification. Notably, our method out-performs the DAE [70] method on all

four experiments in which they are comparable. The DAE method itself was trained using an

extremely similar set of hyperparameters and architectures as our baseline. This indicates the su-

periority of our method despite its simplicity - the DAE method required the training of a custom

graph-neutral network architecture in a separate stage of pretraining. Our method, by comparison,

did not require any additional training stages.

SDNN + BF3S: Table 4.1 also contains an additional experiment, labelled “Gaussian SDNN +
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BF3S”, which combines a Gaussian SDNN with the rotation prediction task described in [68].

Specifically, BF3S modifies the pretraining procedure by rotating each input image three times

in 90-degree increments before feeding all four images into the network. The network is then

augmented with an additional residual block whose output is used to train a four-way classifier

that determines which of the four possible rotations (0◦,90◦,180◦, or 270◦) were preformed on the

input. Success in this auxiliary task requires the network to develop richer features beyond those

needed for classification, and as such improves the quality of extracted features in downstream

tasks.

The BF3S architecture is modified into an SDNN in the same way as the vanilla WRN-28-

10 architecture - auxiliary losses are added before each block, and Gaussian noise with σ = 0.06

is added afterwards.

Because we believe this rotation classification task is essentially orthogonal to the SDNN

methodology, we are motivated to include this experiment in order to demonstrate that existing few

shot methods can be easily and effectively turned into SDNNs. Indeed, we observe from Table

4.1 that “SDNN + BF3S’ out-performs all other methods, most importantly the “BF3S” method,

supporting our assertion that SDNNs are a broadly applicable technique that will not interfere

when added with other, orthogonal techniques.

4.4.4 Ablation Experiments

In this section we analyze the various components of our proposed approach. We report

all of our experimental results on the miniImageNet dataset unless otherwise specified. For all

experiments in this section, inference is performed for 2000 episodes by sampling images from 5

different novel classes unless otherwise specified.

Aux? Noise 1-Shot 5-Shot
No - 58.43 ± 0.45% 75.45 ± 0.34%
Yes - 60.91 ± 0.45% 77.84 ± 0.33%
No Dropout 58.15 ± 0.44% 76.10 ± 0.33%
No Gaussian 58.73 ± 0.45% 76.16 ± 0.34%
Yes Gaussian 62.12 ± 0.45% 78.69 ± 0.32%

Table 4.2: Confidence intervals for 5-way classification accuracy applying additive Gaussian noise
and Dropout noise with and without auxiliary losses on the miniImageNet dataset with a WideRes-
Net backbone. Inference is performed by sampling images from 5 different novel classes for 2000
iterations. “Aux?” indicates if auxiliary losses were used, and “Noise” indicates what type noise
was used.
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Auxiliary Losses and Noise: SDNNs make essentially two modifications to a standard neural

network training procedure: the addition of noise and the training of auxiliary losses. In Table

4.2, we perform the critical experiment of removing each of these components in turn. In doing

so, we make two observations. The first observation is that while auxiliary losses are helpful to

performance on their own, the addition of noise is critical for achieving the best results, as seen

from, for instance, the one-shot performance increasing from 60.91 to 62.12 as Gaussian noise is

added.

Our second observation is even more significant: additive Gaussian and Dropout noise

have a very small effect on performance if they are not paired with some sort of auxiliary loss

- achieving 58.73 one-shot performance as opposed to 58.43. This has significant ramifications

- it confirms that the performance gains from using an SDNN exist only because of the specific

combination of noise with auxiliary losses. In fact, without the auxiliary losses, the network learns

to mostly ignore the noise. We hypothesize that this occurs because adding noise only perturbs

the features a very small amount, and if the network is allowed more layers to process the noisy

features before classification, the effect of the noise will be mitigated.

Noise Type Spatial? 1-Shot 5-Shot
None - 60.91 ± 0.45% 77.84 ± 0.33%
Dropout Yes 61.34 ± 0.45% 78.18 ± 0.32%
Gaussian Yes 61.38 ± 0.45% 78.23 ± 0.32%
Gaussian (AVG) Yes 60.68 ± 0.45% 77.69 ± 0.33%
Dropout No 61.52 ± 0.45% 78.25 ± 0.33%
Gaussian No 62.12 ± 0.45% 78.69 ± 0.32%
Gaussian (AVG) No 61.47 ± 0.44% 78.17 ± 0.32%

Table 4.3: Confidence intervals for 5-way classification accuracy sampling either spatial (v ∈
Rw×h×c) or non-spatial (v ∈ Rc) noise, as described in Section 4.3.4. “AVG” stands for the use
of average pooling instead of max pooling in our implementation of equation 4.4. Inference is
performed by sampling images from 5 different novel classes for 2000 iterations on miniImageNet.

Spatial vs. Non-Spatial: Next, we justify our statements in Section 4.3.4 regarding the need

for noise to be non-spatial (i.e. to select a noise vector v ∈ Rc as opposed to v ∈ Rw×h×c). Ta-

ble 4.3 shows what happens when noise is added with spatial and non-spatial schemes. Our first

observation is that, as expected, non-spatial noise out-performs spatial noise. In the case of addi-

tive Gaussian noise, we see an improvement from 61.38 to 62.12 in one-shot performance. The

improvement for Dropout noise is much smaller to the point of statistical insignificance, improv-

ing from 61.43 to 61.52, suggesting that the non-spatial constraint may not be as necessary for

Dropout. This could be anticipated, since the arguments for non-spatial noise in Section 4.3.4 do
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not necessarily apply to Dropout noise.

In Section 4.3.4 we motivated the need for non-spatial noise by illustrating that spatial noise,

when pooled, will have very nearly zero effect. The reason we still see spatial noise effecting

performance is that in an SDNN the features are not actually pooled until after they pass through a

residual block, which might not act linearly across all of the noise. Additionally, we note that these

experiments were performed using max pooling (equation 4.4) as opposed to average pooling,

which reacts differently as an operation to 0-mean additive Gaussian noise. We therefore include

an additional experiment in Table 4.3, labelled “Gaussian (AVG)” which uses average pooling.

As expected, we find no statistically significant difference between spatial Gaussian noise with

average pooling and no noise at all. For completeness, we also include results for non-spatial

Gaussian noise with average pooling, which confirm that the loss in performance with spatial

average pooled noise is not entirely due to the choice of pooling method.

G1 G2 G3 1-Shot 5-Shot
60.91 ± 0.45% 77.84 ± 0.33%

X 61.25 ± 0.45% 78.13 ± 0.32%
X 61.26 ± 0.45% 78.05 ± 0.33%

X 61.74 ± 0.45% 78.46 ± 0.32%
X X 61.26 ± 0.45% 78.07 ± 0.32%
X X 61.38 ± 0.44% 78.34 ± 0.32%

X X 61.65 ± 0.44% 78.57 ± 0.32%
X X X 62.12 ± 0.45% 78.69 ± 0.32%

Table 4.4: Confidence intervals for 5-way classification accuracy applying Gaussian noise at dif-
ferent locations on the miniImageNet dataset with a WideResNet backbone. Inference is per-
formed by sampling images from 5 different novel classes for 2000 iterations. The columns
marked “G1” through “G3” indicate whether or not Gaussian noise was added to blocks 1 through
3, respectively.

Which Layers Need Noise? In this section we try to analyze at which point in the network the

denoising should be performed. We use the Cosine Classifier with auxiliary losses as our base-

line and show all our results in Table 4.4. Here, “Gx” (x ∈ {1,2,3}) indicate adding Gaussian

noise to the input of block x of the backbone. Initially, we add auxiliary loss at each block with-

out any feature noise. We then add noise to different blocks in turn. We find that performance

increases consistently when adding noise to each block, at least when using WideResNet, but

we also consistently observe the biggest performance increase when noise is added to the last

block. We believe this occurs because the deeper layers of the network possess stronger semantic

information, and are therefore most improved by the addition of noise. In our action detection ex-

periments on deeper networks, this motivates us to perform self-denoising only at the later layers
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of the network.

σ 1-Shot 5-Shot
0.15 61.27 ± 0.44% 78.14 ± 0.32%
0.1 61.53 ± 0.45% 78.50 ± 0.32%
0.08 61.93 ± 0.45% 78.62 ± 0.32%
0.06 62.12 ± 0.45% 78.69 ± 0.32%
0.04 61.82 ± 0.45% 78.60 ± 0.32%

Table 4.5: Confidence intervals for 5-way classification accuracy applying additive Gaussian noise
at different values of σ . Inference is performed by sampling images from 5 different novel classes
for 2000 iterations on miniImageNet.

Gaussian Noise Parameters: Table 4.5 shows the results of using different levels of Gaussian

noise. We observe that the value of σ has a significant effect on performance. The network

achieves the best performance of 62.12% and 78.69% for one-shot and five-shot respectively with

a σ value of 0.06. Above 0.06, the performance drops gradually, as the features become too

corrupted and the network is unable to denoise them to the required level. Below 0.06, we also

start to see performance fall as the noise becomes too small to meaningfully alter the network’s

features.

Prob 1-Shot 5-Shot
0.2 60.87 ± 0.45% 77.43 ± 0.33%
0.15 61.43 ± 0.45% 77.96 ± 0.33%
0.1 61.52 ± 0.45% 78.25 ± 0.33%
0.05 61.42 ± 0.45% 78.11 ± 0.32%
0.02 61.24 ± 0.45% 78.14 ± 0.32%

Table 4.6: Confidence intervals for 5-way classification accuracy applying Dropout noise at differ-
ent probabilities of dropping. Inference is performed by sampling images from 5 different novel
classes for 2000 iterations on miniImageNet.

Dropout Noise Parameters: Next, we experiment with dropout noise as described in Section

4.3.4. With dropout noise, the model achieves the best performance of 61.52% and 78.25% for

one-shot and five-shot respectively with a dropout probability of 0.1. We observe with dropout

noise a similar trend to that of additive Gaussian noise. At lower probabilities, there is very little

noise to denoise and for higher probabilities, the network is unable to recover the original features

effectively.

4.4.5 Few Shot Learning for Action Detection

In addition to our experiments in image classification, we also perform an additional evalu-

ation on the task of human action detection in video. Our evaluation is performed on the “Surprise
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nAUDC (↓)
Cosine Similarity 0.745
Gaussian SDNN 0.691

Table 4.7: nAUDC scores on the ActEV SDL Surprise Activity evaluation. A lower score is better.

nAUDC (↓)
Team: UCF 0.633
Team: UMCMU 0.6162
SDNN (Ours) 0.6151

Table 4.8: nAUDC scores on the ActEV SDL Surprise Activity leaderboard as of the time of this
writing. A lower score is better.

Activities” split of the Activities in Extended Video (ActEV) Sequestered Data Leaderboard (SDL)

Challenge [158], a public competition in which real-time action detection systems are evaluated

on security footage in known or unknown facilities. To submit to the “Surprise Activities” split,

teams must produce a system that can perform training with novel classes online on a remote

server.

The Surprise Activity evaluation is performed on a separate server with sequestered data,

meaning the system is only evaluated on data that the researchers themselves don’t have access

to. In the case of the “Surprise Activities” split, even validation data is not provided. This makes

the task considerably more difficult than the 2D classification performed in the previous sections,

since a system must be designed without the ability to determine effectiveness on even small held-

out data. This makes the task harder, but also means that the results are not overfit to any sort of

validation data.

The difficulty of the “Surprise Activity” task is further increased by computational limi-

tations. In addition to the long training time of the first-stage system, second-stage training is

performed on the server itself, which has limited resources. As such, teams are limited to very few

submissions a week, usually just one or two. In this context, any sort of hyperparameter tuning

to try to overfit to the test data is extremely difficult. Thus, the results we report have only been

run once, with no hyperparameter tuning to make the SDNN network perform better. As such, we

believe our positive results provide even stronger evidence that SDNNs are an easy and effective

way to improve algorithm performance with relatively little work.

The exact novel classes used in evaluation, as well as the number of samples for training

and evaluation, are not made public. SDL submissions are evaluated using the nAUDC metric,

computed by plotting the probability of a missed activity detection at temporal-false-alarm rates
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between 0 and 0.2 and calculating the normalized area under the curve.

In addition to the 328 hours of ground-camera data that was annotated for the ActEV SDL,

our training makes use of the extensive additional annotations performed by the public in the

MEVA annotation repository [39].

For the activity recognition experiments themselves, the conversion of the system into an

SDNN uses average pooling down to 1× 1 features in the spatial dimensions, while retaining a

depth of 8 in the temporal dimension. The features are then concatenated along the temporal

dimension and fed into the fully-connected layers, where a cosine classifier makes the final pre-

dictions during training. As in the 2D case, during inference the image feature embeddings from

the novel class exemplars are used as classification weights.

To perform experiments with our system on the ActEV SDL Surprise Activities split, we

have adapted the action recognition pipeline described in [75, 78] to be suitable for the few shot

setting. The pipeline itself operates in two stages - a cuboid action proposal stage and an action

classification stage - and our modifications are made only to the action classification stage, which

is adapted from the I3D architecture [25]. The I3D architecture is itself an extension of the Incep-

tionV1 architecture [225] inflated to use 3D convolutions, and we modify it to be an SDNN by

adding Gaussian noise before the “Mixed4e” and “Mixed5b” layers, adding a pooling and cosine

classification layer after the “Mixed4f” layer, and replacing the final dot product with a Cosine

Classifier as described in Section 4.3.1. As with our previous experiments in 2D, we make no

further changes to the training scheme or hyperparameters of the original method.

Table 4.7 shows the results of an SDNN compared to a simple Cosine Classifier baseline.

We see that the SDNN performs better than the baseline, with an nAUDC score of 0.691 as opposed

to 0.745 (a lower score indicates superior performance). This evaluation shows that our method is

effective even for video tasks which use larger datasets and deeper architectures.

Table 4.8 shows the current leaderboard scores at the time of this writing. We note in

praticular that the UMCMU system uses the same backbone [75, 78] that we do. We see that of

the three systems on the leaderboard, our system performs better. We note that our numbers in this

table differ from those in Table 4.7. This is because shortly after we performed the experiments

in Table 4.7, the data used in evaluation had changed, and our system needed to be resubmitted to

be evaluated on the new data. The Cosine Classifier baseline experiment was not repeated in this

context, due to the computational limitations of submission outlined above.
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Architecture 1-Shot 5-Shot
3 Blocks, MAX 75.09 ± 0.30% 87.32 ± 0.22%
2 Blocks, AVG 75.60 ± 0.30% 87.30 ± 0.22%

Table 4.9: Comparison of the “Gaussian SDNN + BF3S” experimental results on the CIFAR-FS
dataset. The first row of results uses the SDNN hyperparamters described in the chapter (3 blocks
with max pooling), and the second row uses those described in this supplementary material (2
blocks and average pooling).

4.5 Conclusion

In this chapter, we have introduced SDNNs, a novel architecture inspired by the ability of

DAEs to make features more robust in a few shot learning setting. We have empirically shown

the effectiveness of SDNNs on four different datasets across two different tasks, and performed

detailed experimental analysis to motivate our construction.

4.6 Supplementary Material

4.6.1 Computational Performance

In terms of parameters, each block requires only a single additional fully connected layer.

For the WRN-28-10 architecture with three denoising blocks, this adds exactly 1.312 million

parameters (3.6% increase from about 36.5 million without an SDNN) and a training step goes

from averaging 0.346 seconds to 0.353 seconds on our system.

4.6.2 Additional Implementation Details

Architecture 1-Shot 5-Shot
BF3S (CC+Rot) [68] 70.53 ± 0.51% 84.98 ± 0.36%
3 Blocks, MAX 69.28 ± 0.50% 83.67 ± 0.35%
2 Blocks, AVG 71.40 ± 0.50% 85.90 ± 0.34%

Table 4.10: Comparison of the “Gaussian SDNN + BF3S” experimental results on the
tieredImageNet dataset. The second row of results uses the SDNN hyperparamters described
in this chapter (3 blocks with max pooling), and the third row uses those described in this supple-
mentary section (2 blocks and average pooling).

For two of the experiments earlier in the Chapter (the “Gaussian SDNN + BF3S” experi-

ment performed on the CIFAR-FS and tieredImageNet dataset in Table 1) our SDNN implementa-

tion only applied noise and auxiliary losses to the last two blocks of the network, as opposed to the

three used in every other experiment. Additionally, these two experiments were performed with
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average pooling instead of max pooling. We empirically found that this resulted in better perfor-

mance on those datasets when combined with rotation classification; see Tables 4.9 and 4.10. In

particular, the tieredImageNet performance actually dips below the performance of the unmodified

BF3S [68] model when all three blocks are used. We hypothesize that this is because the earlier

layers of the network are more susceptible to noise when performing the rotation classification

task.

All of the networks in this chapter were each trained on a single Nvidia Titan XP GPU.
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5. ADAPTING STYLE AND CONTENT FOR ATTENDED TEXT SEQUENCE

RECOGNITION

5.1 Introduction

Unsupervised Domain Adaptation is the process of adapting a model trained on data from

one fully-labeled domain to work in a different domain where no labels are available. A variety

of techniques have been developed towards this end, especially in recent years with the advent of

deep learning models that can effectively train on very large labeled datasets.

With respect to the problem of sequential optical character recognition (OCR), where one

may possess many images of text but may not have the resources or manpower to label them all,

the benefits of domain adaptation are obvious but remain relatively unexplored. To this end, we

explore the problem of domain adaptation for OCR in general, and present a novel approach for

independently adapting style and content by extending the gradient reversal technique [62]. In

order to learn to transcribe unlabeled data, the natural choice is to create a synthetic dataset in the

desired language, which can be used to teach a system to recognize the language and structure, i.e.

content, of the target language. Unsupervised domain adaptation techniques can then be applied

to better facilitate the transfer of knowledge between domains.

This approach has some promise, but for best results we would want data that mimics not

just the content but also the realistic style of the target data. In other words, we would require

a high-quality synthetic dataset that reflects the varying surfaces, illumination conditions, and

camera angles of the real data. Building such a dataset would be extremely difficult, presenting a

difficult research problem in its own right.

On the other hand, while it certainly is realistic to assume that we do not have labels for

OCR data in a language that we want to transcribe, we want to make sure that we use all of our

available resources. Many OCR datasets exist for other languages, and while domain adapta-

tion techniques may not always be sufficient for transferring knowledge when the task changes
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Target:
Hebrew
(Real)

Source:
Hebrew

(Synthetic)

Source:
French
(Real)

Figure 5.1: We seek to transcribe real images in some language (e.g. Hebrew) without access
to any labeled training data by using a combination of synthetic data in the same language and
labeled real data in a completely different language (e.g. French). The synthetic Hebrew data
overlaps with the real Hebrew data in content, but not in style, while the real French data overlaps
in style but not in content. Thus, the sources are complementary; they each overlap the target
significantly, despite having very little overlap with each other.

significantly, it still seems natural that one would be able to use this additional data to improve

performance. For example, two datasets containing photographs of images in different languages

are still similar in that they are both real images, and therefore share many underlying statistics,

specifically those that correspond to the ”realistic” style that they share.

We show in this chapter that the above observation is correct, that it is in fact possible

to drastically improve performance in OCR systems using simultaneous multi-task learning in

different languages. In fact, our experiments show that including another language during training

actually alleviates the need for more realistic synthetic data. It appears that the system learns the

”content” of the first language from the synthetic data, but learns to deal with the realistic ”style”

of these images from the second language’s data.

Thus, we show that by properly combining an extremely simple synthetic dataset in one

language and a labeled dataset in another language, it is possible to build a system that performs

well on a third, completely unlabeled dataset in the first language, as illustrated in Figure 5.1. Re-

markably, this is possible even when the two languages being considered use completely different

glyphs that are read in different directions. For example, in this chapter we use labeled French

street sign images to help read Hebrew street signs, a transfer from a left-to-right language with a

53



Latin alphabet to a right-to-left language using an Aramaic alphabet.

In order to demonstrate the effectiveness of our technique, we require multiple datasets,

not just unlabeled data in our target language but also labeled data in another source languages.

To this end, we introduce the Hebrew Street Name Signs (HSNS) and Synthetic Hebrew Street

Name Signs (SynHSNS) datasets, which we use in the domain adaptive portion of our system as

the target and source domains respectively. To further improve our performance, we also perform

multi-task learning on the existing French Street Name Signs (FSNS) dataset [213].

5.2 Related work

5.2.1 Domain Adaptation

Within the field of computer vision, a huge number of unsupervised and semi-supervised

domain adaptation techniques have been invented and explored, especially in the context of image

classification [86, 193–196, 205], but also in other areas such as semantic segmentation [97, 197,

278], object pose recognition [16] and object detection [32, 103]. In all cases, the goal of these

techniques is to match the distributions of some source domain to that of a target domain.

In some cases, this goal is achieved by attempting to explicitly match the moments of the

two distributions. For example, Maximum Mean Discrepancy (MMD) [83] is a loss that explicitly

minimizes the norm of the difference between two distributions’ means, and has been used to good

effect in [17,138,238]. Alternatively, work such as [218] and [219] have made significant progress

by explicitly aligning the second moments of the source and target domains.

In addition to explicit moment-matching techniques, another technique known as Gradient

Reversal (GR) [62, 63] has emerged as a powerful paradigm for deep domain adaptation, serving

a fundamental role in many deep domain adaptation systems [17, 32, 97]. GR has even been

used effectively for problems completely outside the scope of computer vision, such as machine

translation [20]. In the GR setting, a deep network is given an additional discriminator branch that

uses deep features to classify samples as originating from either the source or the target domain.

The network concurrently trains a feature extractor to fool the discriminator by flipping the sign

of the gradient of the discriminator loss with respect to the feature extractor.

An alternative but closely-related deep domain adaptation paradigm uses adversarial learn-

ing to minimize domain shift [16, 96, 196, 197, 237]. These techniques are closely related to Gen-
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erative Adversarial Networks (GANs) [81] and also use a discriminator to push both feature dis-

tributions together.

Domain adaptation has also been used in computer vision for various text-related tasks.

For example, domain adaptation techniques have been used to identify fonts in images [257,258].

Domain adaptation has also been applied to problems involving natural language processing [37,

42, 80], a field related to OCR in its use of language modelling and sequential processing.

5.2.2 Optical Character Recognition

Optical Character Recognition (OCR) is the task of identifying a string of characters in an

image. Modern deep-learning-based approaches to OCR generally approach this using a system

that first extracts features using a convolutional neural network (CNN) [123] and then extracts the

text in a subsequent decoder layer [213, 260]. In particular [260] uses the first several layers of

the InceptionV3 architecture [227] to extract features which are then fed through an LSTM with a

special form of attention to produce a transcription.

Domain adaptation has also been exploited in the field of sequential OCR. When the tar-

get domain consists of a large corpus such as books, the style and linguistic consistency can be

leveraged to fine tune a Gaussian based model under maximum likelihood or MAP criteria us-

ing Expectation-Maximization [198, 242]. This is also analogous to speaker adaptation using a

speaker-independent HMM model [67]. In more recent works [248, 279], style and content sepa-

ration have been effective in adapting digit recognition from MNIST to SVHN.

Finally, we note that while many of the image classification tasks discussed above demon-

strate their effectiveness on the MNIST [128] and SVHN [152] datasets, it is important to em-

phasize that while this task certainly falls into the category of OCR, it is much simpler than the

general task of sequential OCR. MNIST and SVHN both present a single digit at a time for clas-

sification, whereas we are concerned with images in which a variable-length series of characters

must be identified and classified in the correct order. For this reason, it is not trivial to directly

apply the domain adaptation techniques discussed above to the task of sequential OCR. For ex-

ample, the system on which we perform domain adaptation contains additional Recurrent Neural

Network (RNN) and attention components that are not present in any of the non-sequential OCR

architectures discussed above.
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5.3 Method

We seek to design a system that can transcribe real images in a language for which no real

labeled data exists. To do this, we approach the problem from two different sides simultaneously,

by using two different datasets to address the ”style” and ”content” of the images in the dataset.

Specifically, we use unsupervised domain adaptation to transfer knowledge about content (the

language itself) learned from synthetic data while at the same time using a simple multi-task

learning scheme to make the system robust to the style of real images.

We differentiate between three sets of images available to us at training time. The first set

of source images XSC = {xSC
1 ,xSC

2 , . . . ,xSC
NC
} is the ”content” dataset, representing synthetic images

of text in some language while YSC = {ySC
1 ,ySC

2 , . . . ,ySC
NC
} represents the associated labels. Here,

each ySC
i is a sequence of integers in some alphabet AC. For concreteness we will refer to AC

as the Hebrew alphabet, since that is what we will use in our experiments, but our method could

hypothetically work for any language. Similarly, the second set of source images XSS and labels

YSS represent the style dataset; images and labels for real images of text in some other language

using a different alphabet which we denote AS. Again, for concreteness, we’ll refer AS as French,

but any language, even one using different glyphs, is applicable to our method. We will be using

XSC for domain adaptation and XSS for multi-task training.

The third domain, the target domain, contains only images XT = {xT
1 ,x

T
2 , . . . ,x

T
NT
}. The

images in XT are photographs of text in the same language as those in XSC , i.e. text that uses AC

as its alphabet. A key feature in this setup is the assumption that the domain shift between T and

each of SC and SS is not prohibitively large. That said, SC and SS have very little in common with

each other, since they do not overlap in either style or content.

5.3.1 Base Architecture

We perform our experiments by extending the architecture introduced in [260]. At a high

level, this architecture consists of three components: a CNN feature extractor G f , a Recurrent

Neural Network (RNN) Gr that recurrently outputs characters by processing the extracted visual

features, and a spatial attention mechanism that guides the RNN component to look at salient

features, which for the purposes of our discussion we fold into the RNN network Gr.

Following [260], we use the first several layers of the Inception V3 CNN architecture [227]

for our visual feature extractor G f ; everything up to the ”Mixed5D” module. This mapping is

56



fully convolutional, and we denote its output features as f = G f (x,θ f ), where θ f represents the

vector of parameters for G f . We denote the output of the RNN and spatial attention portions of

the network in [260] as ŷ = Gr(f,θr) = (ŷ1, . . . , ŷn). We illustrate this architecture in Figure 5.2.

More precisely, to compute Gr at a specific step t, we first compute a spatial attention mask

αt over visual features f , after which we compute a context vector

ut,c = ∑
i, j

αt,i, j fi, j,c (5.1)

which is fed into the RNN as

x̂t =Wcct−1 +Wu1ut−1

(ot ,st) = RNNStep(x̂t ,st−1)
(5.2)

where st and ot denote the internal state and output of the RNN at time t, and ct−1 is a one-

hot encoding of the previous letter, either from the ground truth during training or as predicted

during inference.

Finally, we calculate the distribution over letters as

ôt = softmax(Woot +Wu2ut) (5.3)

and assign

ŷt = argmax
c

ôt(c). (5.4)

5.3.2 Style Adaptation

To learn the ”style” of real imagery, we utilize a simple multi-task learning procedure,

training a single network which learns the tasks of transcribing synthetic Hebrew and real French

simultaneously. The end result is a system that is is significantly better at transcribing real Hebrew

images by implicitly exploiting the style overlap between the real French and Hebrew data. Specif-

ically, we train a single G f to extract features from both synthetic Hebrew street signs xSC ∈ XSC

and real French street signs xSS ∈ XSS , as in Figure 5.3 (left). The output features f are then fed

through two different Attention/RNN components, GSC
r and GSS

r , to produce two sets of outputs

ŷSC = GSC
r (f,θ SC

r ) = (ŷSC
1 , . . . , ŷSC

n ) and ŷSS = GSS
r (f,θ SS

r ) = (ŷSS
1 , . . . , ŷSS

m ), respectively. We then
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Figure 5.2: The baseline architecture, as described by Wojna et al. [260]. A feature extractor G f is
used to extract features, in this case from SC. These features are then fed into a decoder Gr, which
includes a spatial attention component.

train both sets of data separately according to their respective cross-entropy classification losses:

LSC(XSC ,YSC) =

−E(xSC ,ySC )∼(XSC ,YSC )

[
NC

∑
i=1

∑
j∈AC

1
[ j=y

SC
i ]

log ŷSC
i

]
LSS(XSS ,YSS) =

−E(xSS ,ySS )∼(XSS ,YSS )

[
NS

∑
i=1

∑
j∈AS

1
[ j=y

SS
i ]

log ŷSS
i

]
(5.5)

In practice, we actually extend these losses to be autoregressive, as described in [224],

where we pass in the ground truth labels as history when we perform training.

In order to learn to label the French images in XSS , the system must learn to ignore the

realistic style of the French images and focus on the content. The realistic style of the French

images overlaps heavily with the style of the images in XT , and, as a result, we hypothesize that

the system also learns to ignore the realistic style of the target images, even as it learns the content

from the synthetic images in XSC .

5.3.3 Content Adaptation

While the system described in Section 5.3.2 still learns the content of the Hebrew language

from the synthetic data, it does nothing to specifically enforce the similarities between SC and T ; in
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Figure 5.3: (Left) The configuration of the network for multi-task training. The same feature
extractor G f is used to extract features from both SC and SS. These features are then fed into
separate decoders GSC

r and GSS
r . (Right) We perform domain adaptation on GSC

r by aggregating the
intermediate RNN values st and using gradient reversal on a domain classifier that selects between
SC and T . We do not perform any adaptation with respect to SS beyond what the network learns
through multi-task training.

fact, it does not use T at all during training. To address this, we use the techniques of unsupervised

domain adaptation to explicitly adapt the synthetic Hebrew data to the real.

Gradient Reversal

We seek to improve our performance in the target domain in part by directly training our

system to be robust to the domain shift between the synthetic and real Hebrew data. More specifi-

cally, we wish to reduce the divergence between the features of the source and target distributions.

To this end Ben-David et al. [14] show that the H-divergence between a source domain S and a

target domain T can be computed as

d̂H(S,T ) = 2
(

1−min
h∈H

[ε̂S(h)+ ε̂T (h)]
)

(5.6)

where H is the set of binary classifiers that assign 1 to samples in the source domain and

0 to samples in the target, and ε̂S(h) and ε̂T (h) are the empirical classification error on the source

and target domains, respectively. It therefore follows that we can minimize the distance d̂H(S,T )

between domains by maximizing the error of all classifiers that distinguish between the domains.

Ganin et al. [63] achieve this goal with a technique known as gradient reversal (GR). Here,

training is framed as a saddle point problem, where the system is broken into three parts. Features

f are extracted using a feature extractor f = G f (x,θ f ), and then fed into a task-specific classifi-

cation branch Gy( f ,θy) and a domain-discriminator branch Gd( f ,θd). Gd attempts to classify the
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domain of any given sample as either source or target using the loss

Ld =−

(
∑

x∈XS

logGd(x)+ ∑
x∈XT

log(1−Gd(x))

)
. (5.7)

In essence Gd is a classifier belonging to the hypothesis class H described above.

We can then define an energy function

E(θ f ,θy,θd) = Ly(XS,YS)−λLd(X,D) (5.8)

where D = (d1, . . . ,dn) = (1x1∈XS , . . . ,1xn∈XS) and λ is a hyper-parameter to control the

trade-off between the two losses. d̂H(S,T ) is then minimized at the saddle point

(θ̂ f , θ̂y) = arg min
θ f ,θy

E(θ f ,θy, θ̂d)

θ̂d = argmax
θd

E(θ̂ f , θ̂y,θd).

(5.9)

Gradient reversal presents a simple way to optimize this saddle point problem using stochastic

gradient descent. To do this, a special Gradient Reversal Layer (GRL) is added between G f and

Gd . On the forward pass of training, the GRL acts as an identity map, but on the reverse pass the

GRL multiplies its gradient by −1. This effectively replaces ∂Ld
∂θ f

with − ∂Ld
∂θ f

, which as [63] show

is sufficient to achieve a saddle point of (5.8).

Adapting The Decoder

A naive way to to apply the techniques of gradient reversal to the architecture described in

Section 5.3.1 would be to treat GSC
r the same we treated Gy in Section 5.3.3: as a simple classifier

that acts on the features extracted by G f . Informally, the intuition is that we would be adapting

the visual features to become robust to the change in style between real and synthetic.

However, we explored multiple architectures using this approach, and we experimentally

found that the main benefit of domain adaptation is in its ability to improve understanding of the

content, and less so in its ability to build robustness to the style. Under this hypothesis, it makes

more sense to perform domain adaptation in the RNN portion of the network, where the language
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structure is processed.

Thus, we introduce a method that directly adapts the RNN components of the system, which

we illustrate in Figure 5.3. Specifically, we leave Gr unchanged, but for each RNN step t we

introduce a new value

v = GRL(max
t

st) (5.10)

We experimentally found that it was essential to aggregate the RNN output using maxi-

mization, as averaging or using a softmax attention-based aggregation did not result in a system

that performed better than the baseline.

We then use a domain-discriminator Gd on the output, which we calculate as

w =Wd2relu(Wd1v+bd1)+bd2

d̂ = softmax(Wd3w).
(5.11)

We can then define Ld as it was defined in Equation 5.7, and our final loss becomes

E(θ f ,θr,θd) = LSC(XSC ,YSC)−λLd(X,D). (5.12)

This modification is essential for success once data from SS is added to the system, since

it performs adaptation on a portion of the network that is not directly enhanced by the additional

data.

When combined with multi-task learning, our final energy function becomes

E(θ f ,θ
SS
r ,θ SC

r ,θd) =

LSS(XSS ,YSS)+LSC(XSC ,YSC)−λLd(X,D).
(5.13)

During each step of training, we optimize all three components of this loss in a single batch.
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Trained on: SynHSNS FSNS HSNS SynHSNS Acc. FSNS Acc. HSNS Acc.
FSNS Baseline X N/A 64.34% N/A

Baseline X 94.68% N/A 18.49%
Fine-Tuning X X 89.81% 64.34% 29.56%

Multi-Task Training (MT) X X 94.68% 64.26% 36.54%
Domain Adaptation (DA) X X 93.57% N/A 38.64%

DA + MT X X X 91.47% 63.39% 50.16%

Table 5.1: Full-sequence accuracy on the test data of each dataset for the various systems we
discuss in this paper. Check marks indicate which datasets were available during training for each
experiment. The most important accuracy results are those of HSNS, the target dataset for our
system. We also report performance on the SynHSNS and FSNS datasets, though we note that
optimizing performance on these datasets is not the goal of our system. Still, results indicate our
system does not completely destroy performance on these secondary tasks, a fact which may be
useful in building a more general system.

The complete architecture with all components and unsupervised domain adaptation applied to the

decoder is illustrated in Figure 5.3. When training, we use λ = 0.5, a value which we determined

experimentally.

5.4 Experiments

The setup we suggest is both unique and highly specific, so in order to properly evaluate it

we introduce two new datasets containing real and synthetic images of Hebrew street name signs.

Used in conjunction with the existing FSNS street name dataset, we illustrate the effectiveness

of both our domain adaptation technique and a simple multi-task learning approach. We then

demonstrate that using both techniques together preforms better than using only a single technique,

and provide a detailed empirical analysis of our results.

Following [260], the metric which we report for all of the following techniques is full

sequence accuracy, wherein a sample is considered correctly classified only if every character is

predicted correctly.

Unfortunately, in the absence of an alternate yet reliable means of performing hyperparam-

eter optimization, we follow [17] and perform out experiments directly on a small set of validation

data. We understand that this is not optimal, as the argument can be made that any labeled data

available at training time should be used during training, and we therefore hope that in the fu-

ture the research community will present an alternative means for validation in the unsupervised

domain adaptation scenario. For now, we leave the development of such a metric to future work.
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Figure 5.4: Sample images from the HSNS, SynHSNS, and FSNS datasets, displayed on the top,
middle, and bottom rows respectively.

5.4.1 Datasets

Hebrew Street Name Signs

For our target dataset, we collected approximately 92,000 cropped images of Hebrew street

name signs from Israel. We divided these into three different splits of 89,936 test images, 899

validation images and 903 test images, of which only the validation and test images have labels.

When splitting the dataset we maintained a geographic distance of at least 100 meters between

the location of any training/validation and test images, to ensure that the system does not have

exposure to any test signs while training or performing validation. All of these images are 150×

150 resolution.

Many Hebrew street signs include certain prefixes that translate to words such as ”street,”

”road,” ”avenue,” etc. More often than not, these words are written in a much smaller font than the

rest of the sign, making them illegible at 150× 150 resolution. Since many Israeli map services
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don’t include these prefixes, we also decided to exclude them from the transcriptions.

We will be releasing this data as the Hebrew Street Sign Names (HSNS) dataset. Samples

from this dataset are shown in Figure 5.4. Although the images are collected in full RGB color

and will be released as such, in all of the tests that follow we convert each image into greyscale so

as to maintain consistency with our synthetic images, which we describe below.

Synthetic Hebrew Street Name Signs

We elected to use a relatively simple scheme for generating synthetic data. This decision is

motivated both by the difficulty of generating more sophisticated natural-looking synthetic data,

and by the observation that the synthetic data need only contain the same content as the target data

to be useful, as we can use other methods to address the style.

Our synthetic images therefore consist of only straightforward text rendering, a box placed

behind the text, a perspective transform, and some slight blur. When rendering the text, we ran-

domly select from one of nineteen different Hebrew fonts. In some cases, we randomly add

English text or numbers below or above the Hebrew, which we don’t include in the ground truth

transcriptions. The size and placement of the text, the parameters of perspective transform, and

the amount of blur are all selected randomly. The actual text itself is selected from a list of real

Israeli street names. To better match the text distribution of HSNS, we also randomly add small

font prefixes which translate to the Hebrew words for ”street”, ”road”, ”avenue”, etc. We found

that these prefixes were essential for performance, since they are often included in real images but

are often too small to read, and including them in the synthetic data signals to the system that they

do not need to be transcribed. We generate all images at 150×150 resolution.

In order to simplify the text generation process further, all synthetic images are generated

in greyscale. This greatly simplifies the generation process by making it much easier to produce

images in a realistic color range. The exact colors for each image are selected randomly, though

we do enforce a minimum amount of contrast between the text and the box behind it. We used

a solid color for the background, because preliminary tests using more complicated backgrounds

(e.g. Gaussian noise) did not yield any differences in performance.

We generate roughly 430,000 synthetic images for training, and another 10,000 each for

evaluation and testing. For sample images, see Figure 5.4. We release this data along with HSNS

as the Synthetic Hebrew Street Name Signs dataset (SynHSNS).
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French Street Name Signs

In addition to the two Hebrew-language datasets above, we also use the existing French

Street name Signs (FSNS) dataset [213] for our multi-task learning. FSNS contains roughly 1

million training, 20,000 evaluation, and 16,000 test samples of French street name signs, each

containing between one and four views of the same sign at 150×150 resolution. For consistency

with HSNS and SynHSNS, we only use one of these views during training, taking whichever view

is listed first. Similarly, we maintain consistency with SynHSNS by converting each image into

greyscale. Sample images from the original FSNS dataset can be seen in Figure 5.4.

5.4.2 Implementation Details

With the exception of the fine-tuning experiment described in Section 5.4.3, all of the train-

ing is performed with a learning rate of 0.0047 using Stochastic Gradient Descent with a momen-

tum value of 0.75. We train for 800,000 steps with a batch size of 15 for each domain actually

used during training. When domain adaptive components are present, we turn them on starting at

20,000 steps and compute the loss in Equations 5.12 and 5.13 with the value λ = 0.5. All input

images are 150×150 resolution, consistent with the resolution of the data in all three datasets.

5.4.3 Domain Adaptation and Joint Training

Baselines

In order to show the efficacy of our system, we need to demonstrate that our methods

perform better than a naive approach. We therefore define our baseline to be the test performance

of HSNS on a system trained exclusively on the SynHSNS data. Results of this experiment are

reported in Table 5.1 as “Baseline”.

Table 5.1 also includes for reference the performance of a system trained exclusively on

the version of FSNS used in all experiments, listed as “FSNS Baseline”. As described above, our

usage of FSNS differs from the standard usage in that we have only used one of the up to four

possible views for each sign, and we have removed all color from the image. Therefore, while the

number we report here for FSNS is lower than the number [260] reported for essentially the same

system, it is important to note that the two experiments were not performed on precisely the same

data. We would also like to emphasize that our goal is not to optimize performance on FSNS, but

rather on HSNS, and therefore these numbers are included only for reference.
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Multi-Task Learning Baselines

We report results on the multi-task learning scheme described in Section 5.3.2, where we

train on both the SynHSNS and the FSNS datasets simultaneously. We report this in Table 5.1 as

“Multi-Task Training (MT)”. As with the baselines described above, HSNS data is not seen during

training, yet we still achieve 36.54% accuracy on the HSNS test set. Thus, simply by learning to

parse real French images, the model achieves an 18 point improvement when parsing real Hebrew

images, supporting our hypothesis that the system is better able to understand the realistic style of

the Hebrew data just from seeing the real French data.

In addition to the joint training scheme described above, we also evaluate our method on

a simple fine-tuning scheme, listed in Table 5.1 as “Fine-Tuning”. In this scheme, we first train

the entire system on FSNS alone for 800,000 steps. Then we replace GSS
r with GSC

r and train the

network for an additional 66,000 steps at a reduced learning rate of 0.002 (additional steps of

training did not increase the performance on HSNS). Performance results of both methods are

reported in Table 5.1. We see that multi-task learning is superior to fine-tuning, probably because

the additional training phase reduces some of the benefits gained by the French data in the first

phase.

Domain Adaptation

To evaluate the effectiveness of gradient reversal, we again perform two experiments, both

based on the RNN-centric domain adaptation described in Section 5.3.3.

The first of these experiments, denoted in Table 5.1 as “Domain Adaptation (DA)”, per-

forms domain adaptation on the RNN portion of the network GSC
r , explicitly optimizing the loss in

Equation 5.12 using only HSNS and SynHSNS as input, i.e. the architecture shown in Figure 5.3

(right) with GSS
r and the FSNS input removed.

Our second experiment, denoted “DA+MT”, uses all three datasets as input, and is a test of

our full system as illustrated in Figure 5.3 (right). This experiment stands out as the only one to

make use of all three datasets available to us.

From these experiments, we see that domain adaptation alone, just between HSNS and

SynHSNS, is enough to yield a performance increase from 18.49% to 38.64%. What’s perhaps

more interesting is that combining this with multi-task learning takes the performance to 50.16%.
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In particular, the marginal increase from “DA” to “DA+MT” (about 11 points) is not trivial. Sim-

ilarly, the jump from from “MT” to “DA+MT” (about 14 points) is also quite substantial.

We believe that this supports our hypothesis that domain adaptation targets the content while

multi-task learning targets the style, because it suggests that the improvements each technique

provides are mostly disjoint, i.e. domain adaptation is helping for a different reason than mutli-

task learning. If these techniques weren’t complementary, and both “DA” and “MT” improved

performance by addressing the same features of the target, then we might expect to see a smaller

marginal improvement when we used both of them together, since it would suggest that there is

very much ”overlap” between the techniques.

5.4.4 Visualizing Network Output

We use two different methods of visualization to understand the behavior of the model,

following [260]. For the first, we output the attention maps used by the network when decoding

the image features, upsampled to the size of the image with nearest neighbor interpolation. Our

second method of visualization is based on the Saliency maps of [211]. For a given predicted

character at location t, we compute the gradient of its logit ôt with respect to the input image x.

The saliency of pixel (i, j) is thus vi, j = ‖ ∂ ôt
∂xi, j
‖.

We display the results of this visualization for the SynHSNS and HSNS datasets on the

“DA+MT” experiment. For SynHSNS, we find the expected behavior for a network trained on

SynHSNS data: both the attention and saliency maps focus tightly around the letters being de-

scribed. Importantly, however we also see the same behavior in the case of HSNS, indicating that

the network has learned to properly control where it looks even in the case of the real Hebrew

data.

5.5 Conclusion

In this chapter, we have explored different approaches to teaching a system to perform

sequential OCR on photos of street name signs in a language for which there exists no labeled

data. To do this, we introduce two new datasets: the SynHSNS dataset of synthetic Herbrew

street sign names, and the HSNS dataset of real unlabeled Hebrew street sign names. Ultimately,

we demonstrate that our approach, which leverages existing data in other languages and easily-

generated synthetic data in the same language, can be used to greatly improve performance in the
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target domain by transferring information about both style and content.
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Figure 5.5: Visualization of attention maps (green) and saliency maps (red) for SynHSNS (left)
and HSNS (right) under the “DA+MT” training protocol. Both maps are of comparable quality.
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6. FINDING FACIAL FORGERY ARTIFACTS WITH PARTS-BASED DETECTORS

6.1 Introduction

The past few years have seen a sharp rise in the availability of technology for creating and

distributing digital forgeries, specifically those where one individual’s identity is replaced with

that of a another. These forgeries, known as “Deepfakes,” represent an important and growing

threat to information integrity on the web. A variety of techniques have been proposed to combat

the risks inherent in the widespread availability of this technology, many of which are known to

perform very well on the datasets on which they are trained, but perform worse when they are

applied to different datasets, particularly those which generate fakes using different algorithms.

For this reason, it is vital that video forgery detection systems be able to generalize effec-

tively to novel datasets. Improving performance in this regard requires a strong understanding

of both the detectors used and the data itself. To this end, a lot of approaches have been ex-

plored [28, 131, 133].

In this chapter, we seek to add one more approach to this list, analyzing the problem of

digital forgery detection from another angle. Rather than focus on a single architecture for forgery

detection, we break the problem down into smaller pieces, dividing the face into several distinct

regions of interest and training separate classifiers for each one. Specifically, we divide the face

into four main regions - the nose, mouth, eyes and chin - and learn separate detectors for the

individual artifacts left behind in each region.

Despite the fact that these classifiers are designed to restrict their attention only to their

specific assigned regions, some of them still generalize quite well. This suggests that the regions

we are training on may contain powerful clues for forgery detection, powerful enough to let these

restricted classifiers out-perform more conventional systems.

These parts-based detectors are also fertile ground for deeper empirical analysis. They are

explainable because they make decisions based on limited, easily understood criteria, and we can
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Figure 6.1: In order to detect manipulated images in an explainable way, we divide the face into
four regions - nose, mouth, eyes and chin/jawline - and train separate classifiers for each region.
The resultant classifiers generalize well and provide valuable insights into the image manipulation
process.

use their strengths or weaknesses to make inferences about the underlying data they are trained

and evaluated on. They thus allow us to gain further insights into the comparative structure of

different forgery algorithms.

Using FaceForensics++ [188] as our main dataset, our empirical analysis is broken down

as follows: first, we train and evaluate the generalizability of parts-based detectors for each of the

four regions of the face that we designate - nose, mouth, eyes and chin/jawline. We then perform

the same experiments with a combined parts-detector, which uses multiple branches within the

same network to compute parts-based detection separately before recombining. Having trained

these parts detectors, we perform comparative analysis of their strengths and weaknesses, look-

ing at both the performance of our detectors and the statistics of altered regions in manipulated

images in an effort to develop new insights into the problem of forgery detection. We finish

with cross-dataset analysis, comparing generalization performance not just between different al-

gorithms of the FaceForensics++ dataset but also across datasets, preforming transfer experiments

on the Celeb-DF [132] and Facebook Deepfake Detection Challenge [47] datasets.
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6.2 Related Works

6.2.1 Deepfake Algorithms

Computers have long been used to generate forged imagery, but until recently most quality

digital forgeries would need to be carefully designed by hand. However, since the invention and

widespread use of Generative Adversarial Networks (GANs) [82], it has become considerably eas-

ier to use computers to convincingly modify images. In this chapter, we are particularly concerned

with digital forgery techniques that use deep learning or other modern techniques to transfer the

face of one individual to another.

These forgeries, colloquially known as “Deepfakes,” can be generated in a variety of ways.

Some of these methods predate the invention of GANs, such as [100], which performs swaps by

identifying landmarks on faces, and then warping one individual’s face onto the other. Still, many

Deepfake methods have GANs at their core. FSGAN [157] uses a GAN to reenact one person’s

pose with another’s face, while the NTH model [276] produces Deepfakes by pre-training meta-

variables and swapping faces in a few-shot setting. Similarly, techniques like StyleGAN [116]

allow Deepfake generation by projecting one image into the latent space of another.

These techniques are especially easy to use because many of them have been made available

as software packages. Software such as DeepFaceLab [170] and FaceSwap 1 are easy to download

and use, making Deepfakes available to many people outside the research community.

6.2.2 Forgery/Deepfake Detection

As techniques for generating forged images have improved, so too have techniques for

identifying them. Some techniques identified forgery by looking at metadata [102] or other low

level artifacts. For instance, techniques such as [131, 133, 172, 173, 254] try to identify forgeries

by looking for specific artifacts, e.g. by searching for repeated regions, or stitching or warping

artifacts in transferring one face to another body. Patch-based techniques are also popular [179,

281]; for instance, [28] uses patch-based techniques to analyze and improve the generalizability

of video forgery detection systems.

Many techniques take advantage of the strength of deep networks directly, by training image

classifiers with various architectures to identify forgeries, either through RGB [4, 11, 40, 146] or

1 https://github.com/deepfakes/faceswap
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Figure 6.2: Mask generation pipeline. First parts are detected using dlib, then the masks are
created from the convex hulls of the detected regions. Finally, masks are post-processed with
morphological dilations and gaussian blur.

optical flow [7]. Our work continues in the same vein as many of these other works, taking key

intuitions from other methods. In particular we take inspiration from the patch-based approach

of [28], extending their patch-based approach to train specific parts-based detectors.

There have also been many new datasets introduced to evaluate forgery detection sys-

tems. These range from the smaller but varied Deepfake TIMIT [121] and FaceForensics++ [188]

datasets, to the larger, more recent Facebook Deepfake Detection Challenge (DFDC) [47] and

Celeb-DF [132] datasets, the last three of which we use in this work.

6.3 Method

We seek to develop an explainable infrastructure for detecting manipulated images and

videos. Below, we explain our approach for building separate part-based classifiers for each region

of the face. These classifiers - which must make their decisions by looking at only a limited

portion of the image - allow us to get the explainable detectors we desire, which will be critical in

performing our analysis.

6.3.1 Creating the Parts Masks

In order to train parts-specific detectors, we must create individual masks for each region

of the face so that they can be used during training. Figure 6.2 illustrates this straight-forward

process. We first acquire facial landmarks using the dlib [117] software library. These detected

landmarks are subsequently grouped into four categories: nose, mouth, eyes, and chin/jawline. To

convert these landmarks into masks, we simply take the convex hulls of each region separately,

except for the chin which we keep as a series of line segments. We then perform 8 iterations of
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morphological dilation and apply a gaussian filter to create the final high resolution masks. Since

these masks will be used to train low-resolution filters within the network described below, the

final step in our mask generation pipeline is to downsample the mask to a resolution that matches

the maps produced by our network.

6.3.2 Parts Detection

Single Part-Based Classifier We first describe our detector in the context of a single fixed

facial region R, such as the mouth or eyes, which we will refer to as an R-based detector. Since

we are only interested in a small portion of the face at a time, we opt to use a patch-based detector

with a small receptive field. Thus, as a backbone for our network we use a standard Xception [36]

neural network, truncated after the second Xception block and given a single channel of output

using a fully-connected layer. This is the same architecture used in [28], and we adopt it in part

because the authors of [28] demonstrated that a truncated Xception network generalizes more

effectively than the full, deeper network.

Unlike [28], however, we do not directly classify from the output of the truncated Xception

network. Instead, in the case of fake images, we use these truncated outputs in order to learn a

mask for the region R. Specifically, if x is our input image, f (x) is the output of our truncated

neural network, and MR is the binary mask for region R constructed as described in Section 6.3.1,

then we train an R-based classifier by minimizing standard binary cross-entropy loss:

LM(x,MR) =−∑
i, j

MR,i j log(σ( f (x)i j))

−∑
i, j
(1−MR,i j) log(1−σ( f (x)i j))

(6.1)

where i and j are the horizontal and vertical indices of a given map, and σ(·) is the sigmoid

function.

If the image being classified is real, then MR in equation 6.1 is set to all zeros, teaching the

network not to activate when given a real image. Thus, LM teaches the network to only look for

artifacts of forgery in the specific region targeted by MR.

Once f (x) has been generated, we produce a final classification label ŷ by performing av-

erage pooling over f (x) and feeding the result through a classification layer. We denote this
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operation as ŷ = g( f (x)). ŷ is trained by minimizing binary cross entropy as well, this time over a

single value only:

LC(x) =−y log(σ(ŷ)− (1− y) log(1−σ(ŷ)) (6.2)

where y is the ground truth label of the image. The fact that the network must make its prediction

solely from the pooled results of the part detector ensures that only the activations of the part

detector are used in the final classification.

Thus, for an R-based classifier over a single region, our final loss is:

LR(x) = LC(x)+λLM(x,MR) (6.3)

where λ is a learning weight parameter set to 10 in all of our experiments.

We take a moment here to remark on the small receptive field of our classifier. [28] argued

that this smaller receptive field helps with generalization, but it also provides another advantage in

our analysis. Namely, it ensures that our network is only looking at the regions we want it to. If the

receptive fields were large enough to see the whole image, then it would conceivably be possible

that the network might perform classification in an implicit two step process that bypasses looking

for artifacts in its assigned region: first identify if the image is real or manipulated, then detect the

appropriate part. With a small receptive field, though, the network can make its decision only by

looking in the area local to whichever region it is focused on classifying. Thus, in all our following

analysis, we can be confident that the classifier is making its decision solely from observing the

specific region we have trained it to examine.

Multiple Parts-Based Classifier In addition to performing experiments with single-parts

based classifiers, we also perform analysis on detectors that combine multiple regions. Since we

do not wish to train multiple networks from scratch in order to perform this recombination step,

we seek a way to reuse as much computation as possible without having the networks interfere

with each other.

Our proposed solution to this problem is illustrated in Figure 6.3. When using multiple

parts, instead of simply truncating at the second block of the Xception architecture, we add an
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Figure 6.3: Overview of the architecture used in our experiments. We truncate the Xception
architecture after two blocks, then divide the network into separate branches for each part of the
face, learning a separate parts mask for each branch. We then concatenate and pool all of the
masks into a single value. Finally, we feed this into a fully connected layer to make a prediction.

additional Xception block, identical to the previous one, for each of the four parts of the face we

are detecting. None of these additional blocks share weights, thus ensuring that they are each

performing their detections separately. We then average the results of all four maps to make our

final predictions.

Our final loss for the multiple parts-based classifier is thus:

Lmulti(x) = LC(x)+λ ∑
R
LM(x,MR) (6.4)

6.4 Experiments

6.4.1 Data

The main dataset we use in this chapter is FaceForensics++ [188]. This dataset consists

of 5000 videos broken into three splits: a training split of 3600 videos (720 real and 2880 fake),

a validation split of 700 videos (140 real and 560 fake), and a test split of 700 videos (140 real

and 560 fake). FaceForensics++ labels the algorithms used to generate each manipulated video,
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and for each real video fakes are designed using one of the the following algorithms: FaceSwap2,

Deepfakes3, Face2Face [230], and NeuralTextures [229]. For the bulk of our experiments, we will

train a system on one of these algorithmic splits, and evaluate on the other three.

For experiments measuring the transfer between datasets, there are two other datasets we

use. The first of these is the Celeb-DF v2 dataset [132], which contains 6229 videos, of which

518 are in the test split that we use in our experiments. These videos were generated using an

improved version of the standard Deepfake synthesis algorithm from 590 different YouTube videos

of celebrities.

The second is the Facebook Deepfake Detection Challenge dataset [47], which at the time

of this writing is the largest publicly-available Deepfake dataset collected. We will only be per-

forming our evaluation on the publicly available test set of 5000 videos, which were created using

the algorithms DFAE [170], MM/NN Face Swap [100], NTH [276], and FSGAN [157].

6.4.2 Implementation Details

For all of our experiments, we use an Xception backbone [36], pretrained on ImageNet [43].

The networks are trained on 2 Nvidia GeForce RTX 2080 Ti GPUs for 40,000 steps each with

Adam [118] using a batch size of 128, a β1 value of 0.928, weight decay of 0.00005 and an initial

learning rate of 0.0001. Every 10000 steps of training, the learning rate is reduced by a factor of

10. All of our code is written in the Tensorflow [3] python library for Deep Learning.

For every video in each dataset, we randomly select 40 frames to use for training. For

all images, we use the Dual Shot Face Detector (DSFD) [130] method to detect the faces within

each frame. We then take a crop of this face and resize it to 288× 288 using nearest neighbor

interpolation for all of our Xception training. When training the ResNet50 baselines, we use

images of size 224× 224 instead. No augmentation is used during training or testing, and all

images are compressed as high-quality JPEGs before being fed through the system.

6.4.3 FaceForensics Generalization

We first explore the effectiveness of each of our parts detectors individually. With this

analysis, the purpose is to see what can be achieved with networks trained only to identify fake

2 https://github.com/MarekKowalski/FaceSwap
3 https://github.com/deepfakes/faceswap
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Model DF F2F FS NT DF F2F FS NT
ResNet50 DF 0.98 0.51 0.48 0.57 FS 0.5 0.54 0.99 0.49
ResNet50 Block 2 DF 0.99 0.55 0.47 0.68 FS 0.54 0.65 1 0.42
Xception DF 0.98 0.52 0.49 0.61 FS 0.51 0.58 0.99 0.5
Xception Block 2 DF 0.91 0.6 0.43 0.79 FS 0.48 0.62 0.92 0.29
Nose DF 0.97 0.63 0.33 0.81 FS 0.52 0.54 0.99 0.41
Mouth DF 0.94 0.56 0.48 0.76 FS 0.45 0.63 0.96 0.22
Eyes DF 0.96 0.6 0.4 0.84 FS 0.5 0.62 0.97 0.38
Chin DF 0.96 0.59 0.33 0.85 FS 0.44 0.73 0.99 0.33
Eyes+Chin DF 0.97 0.58 0.42 0.76 FS 0.48 0.71 0.99 0.41
Combined DF 0.97 0.62 0.39 0.83 FS 0.52 0.56 0.98 0.32
ResNet50 F2F 0.57 0.98 0.5 0.56 NT 0.56 0.51 0.48 0.94
ResNet50 Block 2 F2F 0.66 0.99 0.54 0.65 NT 0.67 0.52 0.43 0.98
Xception F2F 0.58 0.98 0.52 0.54 NT 0.59 0.6 0.5 1
Xception Block 2 F2F 0.7 0.94 0.64 0.74 NT 0.69 0.55 0.42 0.98
Nose F2F 0.65 0.99 0.52 0.63 NT 0.67 0.63 0.55 0.98
Mouth F2F 0.53 0.98 0.65 0.52 NT 0.64 0.63 0.54 0.99
Eyes F2F 0.76 0.98 0.66 0.73 NT 0.64 0.51 0.47 0.99
Chin F2F 0.75 0.95 0.65 0.74 NT 0.84 0.68 0.38 0.99
Eyes+Chin F2F 0.56 0.98 0.62 0.48 NT 0.77 0.61 0.47 0.98
Combined F2F 0.76 0.95 0.53 0.77 NT 0.66 0.62 0.53 0.98

Table 6.1: AUC for the ROC curves of the parts-based detectors for each of the four parts of the
face, as well as for the combined detector. The second column indicates which split of FaceForen-
sics++ was used to train the model, while the other columns show the performance on each of
those splits. Baselines are above the dotted lines and our parts-based detectors are below. Best
results for each run are in bold, while models evaluated on the same split they were trained with
are in grey.

imagery with respect to a specific location in the image, as described in Section 6.3.2.

Table 6.1 shows our performance on these methods. Here, our parts detectors are trained

individually on each of the four algorithm-specific splits of the FaceForensics++ dataset, then

evaluated on the other three algorithms. For each system we report the Area Under Curve (AUC)

of the Receiver-Operating Characteristic (ROC) curve. We use AUC in part because we found that

accuracy can be an unstable metric when measuring forgery detection generalization, since during

transfer it is not uncommon for a system to be much better at classifying real images than fake

images.

We compare our parts detector to 4 other baseline systems. Two of these systems are the

standard Xception [36] and ResNet50 [92] architectures, each pretrained on ImageNet [44]. For

each of these architectures, we also compare to a truncated variant, where we end the architecture

after the second block (which is either a ResNet or Xception block) similar to [28], and compute
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our prediction as the average of all the logits. This is effectively the same as training the parts-

based classifier without LC, and assigning MR to be either all zero or all one if the image is real or

fake, respectively.

We find from Table 6.1 that certain parts detectors are superior to others. For instance,

the mouth-based detector rarely out-preforms the Xception based detectors, generally performing

much worse. This can be seen, for instance, when observing the performance in transferring from

Face2Face to Deepfakes or NeuralTextures. As we will see in Section 6.4.3, this may be correlated

to different patterns of artifacts in those regions.

The eyes and chin-based detectors, on the other hand, perform considerably better, often

out-performing or at least matching the baselines. In some cases, such as with transfer from

FaceSwap to Face2Face, or from NeuralTextures to Deepfakes, we see significant improvements in

performance from using the chin detector alone. This strong performance suggests that important

artifacts of the forgery process are left behind in these regions.

We observe as well that the nose-based detector falls somewhere in between the others. It

often performs poorly, but on certain transfers it performs well, such as when transferring from

Deepfakes to Face2Face, or from NeuralTextures to FaceSwap.

The rows marked “Combined” show the performance of our four-branch multi-headed parts

detector using all branches. In many cases, we see that the combined detector falls somewhere in

between the best and worst parts detectors for each given split.

Since the chin and eyes-based detectors tend to perform better than the other parts, we

also include an “Eyes+Chin” detector, which uses two branches instead of the four used by the

“Combined” method. Like the “Combined” method, however, we see that combining the detectors

does not necessarily greatly improve performance.

Dataset Parts Breakdown

In order to better make sense of the performance discussed in Table 6.1, and in an effort to

provide some intuition for certain results, we now perform pixel-level analysis on the FaceForen-

sics++ dataset itself. To do this, we first compute, for one frame per video per algorithm split,

the absolute difference between the manipulated image and its real counterpart. We then take the

same masks MR used to generate the ground truth for the R-based part detectors, and multiply

them by this computed absolute difference. Specifically, for each part R, given real image xr and
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Figure 6.4: Histograms of absolute pixel difference in each of the four regions of the face used in
our analysis, broken down by algorithmic split of the FaceForensics++ dataset.

manipulated image x f , we compute a map DR as

DR,i j = MR,i j
∣∣xr,i j− x f ,i j

∣∣ . (6.5)

In Figure 6.4 and Table 6.2, we provide statistical summaries of the maps DR for each part R and

each data split.

We posit that these statistics tell us something about where to find artifacts left over from

the manipulation process. Although these summary statistics leave out a lot of important low-

level information, some patterns do emerge when comparing certain results from Table 6.1 to

the histograms in Figure 6.4. For instance, the Nose detector performs well on the transfer from
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Nose Mouth Eyes Chin
Deepfakes 0.0217 0.0218 0.0479 0.0325
Face2Face 0.0218 0.0206 0.0450 0.0371
FaceSwap 0.0206 0.0239 0.0470 0.0313
NeuralTextures 0.0196 0.0239 0.0469 0.0410

Table 6.2: Average normalized absolute difference between real and manipulated images, broken
down by region of the face and manipulation algorithm used. We see that most algorithms have
somewhat similar distributions, with the largest changes occurring in the eyes and chin.

NeuralTextures to FaceSwap (.55 vs a .42 truncated Xception baseline and a .5 Xception baseline),

and we all see very similar histogram shapes for pixel differences in the nose region on those two

datasets.

On the other hand, where distributions are very different, we see more discrepancy in per-

formance. For instance, between Face2Face and Deepfakes we see very different distributions

around the mouth regions, where Face2Face has a higher peak and Deepfakes is flatter. This may

reflect the poor transfer performance of the mouth-based detector when trained on Face2Face and

evaluated on Deepfakes (.53 vs a .7 baseline for truncated Xception).

Finally, when we look at Table 6.2 and observe the average absolute differences within

regions, we see other distinct patterns. The most obvious pattern is that different parts have similar

amounts of changes even between splits - there is far more variation between parts than between

algorithms, with eyes changing the most while the nose and mouth change the least.

Beyond that, though, we observe other interesting patterns with respect to the performance

of parts detectors. For instance, we see that in the NeuralTextures split the chin region changes far

more than in the other splits, and in fact in Table 6.1 we see that the chin-based detector trained

on NeuralTextures considerably out-performs the baseline in the Deepfake and Face2Face dataset

splits (.84 and .68 vs .69 and .55, respectively). The one split where the chin-based detector

consistently under-performs the baseline is FaceSwap (.38 vs .42), the split with the smallest

changes - and therefore presumably the fewest artifacts - in the chin region.

Learned Masks

One advantage to using parts-based classifiers is their explainability. When a parts-based

system identifies an image or video as real or fake, one need only look at the predicted masks for

hints at what the system was used to make its prediction. In Figure 6.5 we provide two examples
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Figure 6.5: Masks learned by individual part detectors. The top row shows the masks learned by
the various parts detectors, while the bottom row shows the ground truth masks constructed as
described in Section 6.3.1 Left: a manipulated image from the Deepfakes FaceForensics++ split,
evaluated by parts-based models trained on the Deepfakes split. Right: A manipulated image from
the Face2Face split of FaceForensics++, evaluated on models trained on the Deepfakes split.

Model DF F2F FS NT
Mean 0.601 0.486 0.643 0.597
Max 0.645 0.529 0.58 0.571
FC 0.573 0.519 0.583 0.555
Ensemble 0.587 0.462 0.576 0.61

Table 6.3: Different aggregation methods for the composite parts-based model. “Mean” is the
method used in the rest of the chapter which performs average pooling, “Max” performs max
pooling, “FC” adds a fully connected layer, and “Ensemble” runs a separate network for each
part, averaging the final logits.

of these masks for each of the four facial regions. On the left we have the relatively easy scenario

of identifying a fake from the same distribution as the network was trained on, in this case the

Deepfakes split of FaceForensics++. We see that the system easily identifies all of the relevant

regions as fakes.

On the right side of Figure 6.5, we have a sample of masks generated by parts-based detec-

tors trained on the Deepfakes split and evaluated on Face2Face. Even transferring between splits,

we see that the network is still able to find enough artifacts of the forgery process to be effective.

For instance, the detector is still able to successfully pick up the small discoloration on the indi-

vidual’s nose, even if the masks are less clean and more likely to miss certain regions, such as the

left eye.
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Model DF F2F FS NT
0 Blocks 0.528 0.446 0.523 0.56
1 Block 0.601 0.486 0.643 0.597
2 Blocks 0.575 0.497 0.582 0.565

Table 6.4: Performance of the aggregated parts-based model, trained with different numbers of
Xception blocks included after truncation.

Architecture Design

Choice of Aggregation Function In all of the experiments we explored above, we chose

to use an average pooling layer for aggregation in order to aggregate the results of our multi-

headed parts detector. In Table 6.3, we explore the choice of other aggregation methods, including

a max pooling layer and a trained fully connected layer. These layers are all applied after the

individual parts-maps are aggregated separately in the spatial domain using an average pooling

layer. We also include one additional method of aggregation labeled “Ensemble”, which is attained

by training each part detector with a completely different network, and then averaging the logits in

an ensemble. Though this would of course be less practical since it involves training and running

multiple networks, and the performance gains do not make it worthwhile, we do note that the final

ensemble has only 1.6 million parameters and uses 14.6 billion FLOPS, which is still less than a

full Xception architecture containing over 20 million parameters and using over 15 billion FLOPS.

In order to compute the values in Table 6.3, we train and evaluate each of our architectures

on the same sixteen combinations of splits from the FaceForensics++ dataset that we used in Table

6.1. We then average all the results for a given split, ignoring results trained and evaluated on the

same split. For example, for the Deepfakes split, we average the AUC results on the Deepfakes

split for the architecture trained on Face2Face, FaceSwap, and NeuralTextures. This provides us

with a good summary statistic for comparing the performance of all three architectural options.

The full values obtained by all of these runs are included in the supplementary material.

We find that average and max pooling perform similarly, each out-performing the other in

two out of the four categories. The fully-connected layer is generally an inferior form of aggrega-

tion, perhaps because it can encode biases for one part or another that do not transfer well between

dataset splits.

Number of Additional Blocks Another axis of variation in our architecture is the choice

of the number of additional Xception blocks used. Adding these extra blocks is an essential step,

83



Figure 6.6: False positives for the eyes (left), chin (middle), and mouth (right) detectors. All three
are incorrectly firing on regions within real images.

because they allow the different part detectors to operate separately. We explore this in Table 6.4,

where we have trained the combined architecture using average-pooling aggregation over 0, 1, and

2 additional Xception blocks. Here, we aggregate values in the same manner as we did in Table

6.3, and once again note that the full experiments can be found in the supplementary material.

From this analysis, we find that adding one additional Xception block after truncation is optimal

in most cases, with only a small loss with respect to the Face2Face split (from .497 to .486), which

is easily outweighed by the larger gains made in the other three splits. The poor performance of

using zero blocks in particular confirms our hypothesis that it is necessary to have at least some

degree of separate processing for the individual parts-based models, as trying to detect all parts in a

single branch will cause the detectors to interfere with one another and performance will degrade.

Failure Case Analysis

We can also find new insights by looking at the failure cases for a given parts-detector.

Figure 6.6 shows some examples of false positives detected by our system for different part-based

detectors. More such false positives can also be found in the supplementary material. While

we find that these failures look generally how we would expect them to, showing activations in

areas where they should not exist, for combined parts detectors the ability to observe these maps

when the algorithm fails would help an observer understand which regions of the image caused

the network to trigger incorrectly.
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Model FF++ Celeb-DF DFDC
Xception 0.965 0.629 0.673
Xception Block 2 0.754 0.622 0.593
Nose 0.909 0.667 0.611
Mouth 0.914 0.658 0.617
Eyes 0.847 0.63 0.586
Chin 0.92 0.644 0.618
Average 0.931 0.633 0.627

Table 6.5: Performance of various systems when trained on the entire FaceForensics++ dataset and
evaluated on the Celeb-DF and Facebook DFDC datasets. Our parts-based detectors are below the
dotted line. Best results are in bold.

6.4.4 Cross-Dataset Generalization

We have shown that parts-based detectors generalize well between splits of the FaceForen-

sics++ datasets. In this section, we evaluate the generalization performance of parts-based de-

tectors trained on the entirety of the FaceFroensics dataset and evaluated on two other datasets,

Celeb-DF and Facebook DFDC. For both of these datasets, our evaluation is only on the publicly-

available test splits.

The results of these experiments are shown in Table 6.5, using the same AUC metric used

above. We observe that, with respect to the Celeb-DF dataset, parts-based detectors are generally

superior to the Xception baselines, both truncated and otherwise. This shows that our method re-

mains effective relative to other techniques even as the difference between training and evaluation

grows.

However, for the DFDC dataset, we find that parts detectors are not sufficient to achieve

state-of-the-art performance over the Xception baseline. However, we still observe that all parts-

based methods out-perform the truncated Xception baseline, which itself outperformed the Xcep-

tion baseline in the vast majority of other transfer tasks. Overall, this indicates that some of the

data in the DFDC dataset might require a more global approach in order to perform proper de-

tection, whereas more local approaches with smaller receptive fields, such as truncated Xception

and parts-based classifiers, simply do not have sufficient receptive fields. This also opens up the

possibility of future work into parts-based detectors that use much larger receptive fields, perhaps

with variants of U-Net [187] or similar architectures.
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6.5 Conclusion

In this work, we have shown that it is possible to use neural networks trained only to look

in specific regions of the face to improve generalization performance between video manipulation

algorithms. This suggests that these individual parts of the face may in some cases actually be

more representative than the rest of the image as a whole, since restricting the classifier’s attention

to only these parts improves generalization. Having observed this, we used these parts-based

detectors to perform extensive empirical analysis, analyzing which parts are most discriminative

between datasets and examining the underlying distributions of our data.

6.6 Supplementary Material

6.6.1 Full Data

Here we include more complete data from our experiments. Table ?? shows complete data

for Table 1 in the full chapter, Table ?? shows complete data for Table 3 in the full chapter, and

Table 6.4 shows complete data for Table 4 in the full chapter.

For Table ??, the key difference is in the addition of the accuracy metric, computed as the

average accuracy of real and fake computation. Since for each split there are the same number of

real and fake images, the metric does not need to be re-balanced. Tables ?? and 6.4 contain the

accuracy metric as well, but also include detailed AUC numbers per split which were not included

in the full chapter.
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Model DF Acc F2F Acc FS Acc NT Acc DF AUC F2F AUC FS AUC NT AUC
ResNet50 DF 0.96 0.5 0.48 0.55 0.98 0.51 0.48 0.57
ResNet50 Block 2 DF 0.95 0.5 0.5 0.54 0.99 0.55 0.47 0.68
Xception DF 0.97 0.51 0.5 0.58 0.98 0.52 0.49 0.61
Xception Block 2 DF 0.87 0.54 0.45 0.72 0.91 0.6 0.43 0.79
Nose DF 0.87 0.57 0.41 0.74 0.97 0.63 0.33 0.81
Mouth DF 0.82 0.55 0.44 0.7 0.94 0.56 0.48 0.76
Eyes DF 0.88 0.54 0.49 0.74 0.96 0.6 0.4 0.84
Chin DF 0.89 0.52 0.48 0.75 0.96 0.59 0.33 0.85
Eyes+Chin DF 0.92 0.52 0.49 0.67 0.97 0.58 0.42 0.76
Combined DF 0.9 0.51 0.5 0.67 0.97 0.62 0.39 0.83
ResNet50 F2F 0.56 0.97 0.51 0.53 0.57 0.98 0.5 0.56
ResNet50 Block 2 F2F 0.53 0.98 0.51 0.52 0.66 0.99 0.54 0.65
Xception F2F 0.53 0.98 0.5 0.51 0.58 0.98 0.52 0.54
Xception Block 2 F2F 0.66 0.71 0.63 0.68 0.7 0.94 0.64 0.74
Nose F2F 0.54 0.96 0.53 0.53 0.62 0.98 0.58 0.57
Mouth F2F 0.51 0.94 0.55 0.49 0.53 0.98 0.65 0.52
Eyes F2F 0.6 0.93 0.58 0.58 0.73 0.97 0.65 0.72
Chin F2F 0.59 0.89 0.56 0.58 0.75 0.95 0.65 0.74
Eyes+Chin F2F 0.5 0.94 0.53 0.48 0.56 0.98 0.62 0.48
Combined F2F 0.68 0.87 0.52 0.71 0.76 0.95 0.53 0.77
ResNet50 FS 0.5 0.52 0.97 0.49 0.5 0.54 0.99 0.49
ResNet50 Block 2 FS 0.51 0.52 0.97 0.49 0.54 0.65 1 0.42
Xception FS 0.5 0.54 0.98 0.5 0.51 0.58 0.99 0.5
Xception Block 2 FS 0.48 0.58 0.88 0.45 0.48 0.62 0.92 0.29
Nose FS 0.51 0.53 0.96 0.49 0.53 0.56 0.98 0.47
Mouth FS 0.48 0.59 0.8 0.34 0.45 0.63 0.96 0.22
Eyes FS 0.51 0.52 0.96 0.49 0.53 0.64 0.98 0.45
Chin FS 0.49 0.52 0.95 0.49 0.44 0.73 0.99 0.33
Eyes+Chin FS 0.5 0.54 0.92 0.49 0.48 0.71 0.99 0.41
Combined FS 0.54 0.55 0.93 0.44 0.52 0.56 0.98 0.32
ResNet50 NT 0.55 0.5 0.49 0.93 0.56 0.51 0.48 0.94
ResNet50 Block 2 NT 0.55 0.5 0.5 0.96 0.67 0.52 0.43 0.98
Xception NT 0.55 0.57 0.5 0.98 0.59 0.6 0.5 1
Xception Block 2 NT 0.53 0.5 0.5 0.93 0.69 0.55 0.42 0.98
Nose NT 0.52 0.51 0.5 0.98 0.54 0.51 0.5 0.98
Mouth NT 0.52 0.51 0.5 0.95 0.64 0.63 0.54 0.99
Eyes NT 0.54 0.5 0.5 0.97 0.64 0.53 0.47 0.99
Chin NT 0.67 0.54 0.49 0.97 0.84 0.68 0.38 0.99
Eyes+Chin NT 0.57 0.52 0.5 0.97 0.77 0.61 0.47 0.98
Combined NT 0.52 0.5 0.5 0.96 0.66 0.62 0.53 0.98

Table 6.6: AUC for the ROC curves of the parts-based detectors for each of the four parts of the
face, as well as for the combined detector. The second column indicates which split of FaceForen-
sics++ was used to train the model, while the other columns show the performance on each of
those splits. This is an extension of Table 1 in the full chapter. Here we include both standard
accuracy (percentage of correct detections in each class) and AUC of the ROC curve.
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Model DF Acc F2F Acc FS Acc NT Acc DF AUC F2F AUC FS AUC NT AUC
FC DF 0.92 0.51 0.49 0.56 0.98 0.57 0.49 0.63
Mean DF 0.9 0.51 0.5 0.67 0.97 0.62 0.39 0.83
Max DF 0.89 0.54 0.47 0.67 0.96 0.58 0.45 0.73
Ensemble DF 0.93 0.53 0.46 0.72 0.98 0.61 0.41 0.83
FC F2F 0.63 0.83 0.58 0.67 0.66 0.97 0.59 0.69
Mean F2F 0.68 0.87 0.52 0.71 0.76 0.95 0.53 0.77
Max F2F 0.63 0.87 0.62 0.56 0.72 0.96 0.69 0.65
Ensemble F2F 0.54 0.96 0.53 0.53 0.77 0.99 0.68 0.74
FC FS 0.51 0.56 0.95 0.48 0.49 0.59 0.98 0.43
Mean FS 0.54 0.55 0.93 0.44 0.52 0.56 0.98 0.32
Max FS 0.5 0.55 0.96 0.49 0.5 0.73 0.99 0.36
Ensemble FS 0.51 0.53 0.96 0.49 0.5 0.62 0.99 0.33
FC NT 0.55 0.51 0.49 0.95 0.59 0.55 0.48 0.98
Mean NT 0.52 0.5 0.5 0.96 0.66 0.62 0.53 0.98
Max NT 0.64 0.53 0.5 0.97 0.77 0.63 0.45 0.98
Ensemble NT 0.52 0.51 0.5 0.98 0.76 0.6 0.42 0.99

Table 6.7: Different aggregation methods for the composite parts-based model. “Mean” is the
method used in the rest of the chapter which performs average pooling, “Max” performs max
pooling, “FC” adds a fully connected layer, and “Ensemble” runs a separate network for each
part, averaging the final logits. This is an extension of Table 3 in the full chapter. Here we include
both standard accuracy (percentage of correct detections in each class) and AUC of the ROC curve.

Model DF Acc F2F Acc FS Acc NT Acc DF AUC F2F AUC FS AUC NT AUC
0 Blocks DF 0.83 0.54 0.42 0.68 0.93 0.55 0.32 0.75
1 Block DF 0.9 0.51 0.5 0.67 0.97 0.62 0.39 0.83
2 Blocks DF 0.91 0.53 0.46 0.7 0.96 0.6 0.41 0.79
0 Blocks F2F 0.52 0.53 0.5 0.55 0.52 0.53 0.5 0.55
1 Block F2F 0.68 0.87 0.52 0.71 0.76 0.95 0.53 0.77
2 Blocks F2F 0.52 0.94 0.52 0.5 0.6 0.99 0.6 0.63
0 Blocks FS 0.52 0.5 0.87 0.44 0.49 0.5 0.93 0.27
1 Block FS 0.54 0.55 0.93 0.44 0.52 0.56 0.98 0.32
2 Blocks FS 0.52 0.55 0.91 0.43 0.49 0.58 0.99 0.32
0 Blocks NT 0.52 0.51 0.52 0.84 0.55 0.53 0.52 0.92
1 Block NT 0.52 0.5 0.5 0.96 0.66 0.62 0.53 0.98
2 Blocks NT 0.51 0.5 0.5 0.95 0.58 0.54 0.48 0.98

Table 6.8: Performance of the aggregated parts-based model, trained with different numbers of
Xception blocks included after truncation. This is an extension of Table 4 in the full chapter. Here
we include both standard accuracy (percentage of correct detections in each class) and AUC of the
ROC curve.
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7. 3D HUMAN POSE ESTIMATION FROM DEEP MULTI-VIEW 2D POSE

7.1 Introduction

Articulated human pose estimation is a long-studied problem in the field of computer vision

[9, 58] which involves estimating a parameterized 2D or 3D human body model from video or

still imagery (see Figure 7.1). Pose estimation has many direct applications including motion

capture for film and game production and may also be done as an pre-precessing step for higher-

level vision problems such as action recognition [243, 244]. Most of the recent progress made

in this area has leveraged advances in deep neural networks, particularly convolutional networks

[127], to achieve impressive results in the areas of 2D and 3D pose estimation from single images

[24, 154, 232, 233].

While significant breakthroughs, the utility of these approaches are limited by the single-

view nature of the source data. 2D pose estimation techniques only detect joint and limb locations

in image space, and cannot reveal anything directly about the positions and orientations of limbs in

3D. Approaches exist which perform 3D pose estimation on a single image [24,154,232,233], but

the range of 3D poses is heavily limited by the training dataset and limbs which are occluded must

be inferred rather than directly measured. For applications which demand precise measurement

of all 3D limbs, a synchronized network of overlapping calibrated cameras can be used to resolve

single-view ambiguities and improve 3D triangulation accuracy.

To date, most published literature on multi-view pose estimation has relied on older 2D pose

estimation techniques from before the deep learning revolution as a basis for their 3D fusion [8,13].

Many techniques make no use of valuable temporal information when applied to video [169],

instead handling each frame as an independent detection problem. Additionally, these techniques

are usually focused on situations involving only one human actor of interest, and cannot handle

multiple humans moving inside the scene [206, 207]

To accelerate research in multi-person, multi-camera 3D pose estimation, Amin et al. intro-

duced the TUM Campus and Shelf datasets [8,13], each of which contain video footage of several
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Figure 7.1: Three coincident sample frames (top) from the TUM Campus dataset [8] and a visu-
alization of the 3D pose estimated for each person in the scene by our pipeline (bottom).
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actors taken from 2-3 calibrated cameras. This dataset presents an opportunity to face challenges

not present in single image pose estimation. For example, actors in the scene are frequently fully

occluded by other actors in one view, and in this situation it becomes necessary to keep track of

the actors through the occlusion event.

To address these challenges Amin et al., and later Belgiannis et al., use the sum-product

belief propagation algorithm to optimize over the space of 3D pose configurations, which they

discretize by triangulating the results of a pose detector. The factor graph they use features a large

number of parameters for factors such as joint collision and temporal smoothing. For their system

to achieve optimal results, however, they need to use a structured SVM solver to optimize over a

series of hyper parameters [13].

The system we propose, by contrast, achieves significantly better results with fewer con-

straints on limb motion. First, we use a modern 2D pose detector [24] which leverages advances

in deep learning to generate better 2D limb hypotheses. Next we use a factor graph optimization,

where factors are all constructed to be readily interpretable, and as such it is very easy to identify

reasonable values for each factor without the need to resort to a more complex hyperparameter op-

timization scheme. Our final factor graph uses only a three factors: limb location priors, collision

terms, and temporal smoothing.

In this chapter, we present our approach: a full pipeline for multiple person, multiple camera

3D pose estimation. After presenting our technique, we empirically show the effectiveness of our

technique on the Campus and Shelf datasets, where we in some cases significantly out-perform

the previous state-of-art.

7.2 Related Work

7.2.1 2D Human Pose Estimation

Approaches to human pose estimation can be categorized broadly into two separate tasks

based on goals: single person pose estimation and multiple person pose estimation. In single

person pose detection, a tight bounding box is provided around the person in question. Even

early approaches to this problem made use of graphical models, modeling the human body as a

kinematic chain - a tree shaped graph connecting various parts [9, 58, 180, 267]. Some variants

on these methods give the associated tree a hierarchical structure [221]. [207] handle occlusions
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by modifying the tree structure with connections that create loops, and compensate by using an

approximate algorithm for inference.

With the emergence of deep learning as a powerful technique for computer vision tasks

[91, 124, 127, 226], several techniques were introduced that use deep learning to achieve superior

performance in pose estimation tasks. [232] combine a deep network with a Markov Random

Field, and [233] frame the problem as a deep network-based regression problem.

Recently, stacked hourglass networks [154] and their variants [38,153] have emerged as the

leading deep learning methods for single person pose estimation. A stacked hourglass network

is essentially a fully-convolutional CNN architecture [138] with multiple ”hourglass modules”

which squeeze the image representation to a very small size, allowing for each unit in the CNN to

have a very large receptive field.

Alternatively, multi-person pose estimation seeks a single architecture which, given a single

image with multiple people present, can identify the individual people before or during the actual

pose estimation process. To this end, a few recent techniques have been developed which all yield

good performance [90, 166]. In Mask-RCNN [90], the authors use a deep network to simultane-

ously detect and segment objects within an image, and demonstrate that their technique can also

be extended to effectively detect human poses.

The above multi-person pose estimation techniques represent a ”top-down” approach, where

people are first identified and then their poses are detected on an individual basis. In ”bottom-up”

pose detection, the joints or limbs are detected first, and then aggregated into human detections

only afterwards. One example of this, among others [104], is [153], who present associative em-

beddings, which extend hourglass networks to operate on a single image, assigning a value to

each identified joint which differentiates it from joints in different skeletons. Cao et al. present

Part Affinity Fields [24], which, in addition to detecting individual joints, also detects a vector in-

dicating the orientation of each joint. These joints can then be aggregated into separate skeletons,

allowing for simultaneous person and part detection.

7.2.2 3D Human Pose Estimation - Single Image

Exploiting the success of 2D human pose estimation techniques, there has been a lot of

work done in the area of 3D pose estimation, as inferred from a single image [168, 228, 282]. In

particular, [169] uses a modified stacked hourglass to progressively produce 3D pose detections
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with more and more depth. [52] uses existing 2D pose annotations as a form of weak supervision

to train 3D pose estimation systems.

7.2.3 3D Human Pose Estimation - Multiple Images

While 3D human pose estimation techniques from a single image can generate impressive

results, they still do not yield the accuracy that is possible when performing pose estimation with

multiple calibrated cameras from different views.

[208] use a graphical model for 3D pose estimation and perform inference with a particle

message passing scheme. [49] use a Sum of Gaussian based appearance model, which is later

expanded in [48] to make use of deep learned features.

There exist multiple datasets for 3D human pose estimation in controlled indoor environ-

ments [106, 206, 207], where multiple cameras observe a single actor in a studio. However, there

also exist many alternate datasets that address the problem of 3D human pose detection with mul-

tiple humans, or in outdoor environments [8, 49]. In particular, [8] introduce the TUM Campus

and Shelf datasets, each of which feature three actors in a single video taken from at least three

synchronized cameras. Following up on this, [12] and [13] use factor graphs optimized with belief

propagation to perform inference on poses detected with 2D pose estimators.

7.3 Approach

The human body is represented as a graph with N = 14 nodes, where each node represents

a joint in the human body (e.g. left hand, right shoulder, top of head, etc.), and edges represent

adjacent joints. Our objective is to estimate, for each individual and timestep t = 0...T , the 3D

joint locations Yt = {yt
i|i = 1,2, . . . ,N} where each yt

i ∈ R3. The input data comes in the form

of video frames {It
c} from each camera c, which have been pre-calibrated such that projection

matrices have been computed and video frames have been aligned temporally.

Our processing pipeline for estimating the {Yt} poses for each person from the video has

multiple stages. First, 2D detections of joints are computed for each individual in the image using

a state-of-art detector. When multiple people are present in the scene, these detections are used

to identify specific individuals by triangulating 2D joint detections from different views. For each

individual, a conditional random field (CRF) is constructed over 3D limb location variables to

model the dependency on information sources including 2D detection strength, temporal smooth-
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ness, and collision terms. Inference on each factor graph is performed using the sum-product

belief propagation algorithm to obtain posterior probabilities on limb location, from which the

maximum likelihood 3D location is selected. These steps are described in detail in the following

subsections.

7.3.1 2D Pose Detection and Cross-frame Association

The first step in our pipeline is to obtain 2D limb detections in each frame of video from

each camera. Many published approaches to this problem have made their software available

and we choose to use the open source OpenPose library [24], which uses part-affinity fields to

simultaneously extract human poses and detect individuals. Along with offering state-of-art 2D

detection performance, this software can expose raw limb likelihood heat maps (see Figure 7.2)

used to compute the final 2D limb position. These heat maps Ht
c = {Ht

c,1,H
t
c,2, . . . ,H

t
c,N} allow

propagation of uncertainty in the 2D detection step to the 3D optimization, where a final decision

can be made with all multi-view evidence. Each of these heat maps Ht
c,i assigns a value in [0,1] to

each pixel in It
c indicating the likelihood that the given pixel is displaying the projection of joint i.

Given a collection of 2D poses within each frame, we must match skeletons belonging to the

same person both across time and multiple views. Consider an individual Gt
c = {gt

c,1,g
t
c,2, . . .g

t
c,N}

detected in 2D at time t for camera c. Here, each gt
c,i represent the pixel locations of a 2D joint,

i.e. a local maximum of the corresponding Ht
c,i. we determine that two detected individuals Gt

c

and Gt+1
c from two consecutive frames are actually the same person is they have an IoU of at least

0.7. If a detection Gt
c does not have an IoU match with any bounding in the previous frame, then

we determine it to be the first occurrence of that individual.

To determine matches between different cameras at the same time point, i.e. between two

poses Gt
c and Gt

c′ , we cast a ray into the scene for each pair of joints gt
c,i and gt

c,i in the pose, and

measure the distance between the closest points of each ray (e.g., the distance between the wrist

detection in Gt
c and the same detection in Gt

c′). If the average distance between these points in less

than 2cm, we determine that the two detections belong to the same person.

When we have completed the matchings, we remove from each frame any identities that

only appear in a single camera, leaving behind only poses that can be fed into our multi-view

system.
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Figure 7.2: Heatmap for 2D detection

Figure 7.3: Sampling heatmap

Figure 7.4: (a) OpenPose outputs a heat map Ht
c,i for each image, where intensity corresponds to

the likelihood that a particular joint exists in that location. In the image above, we show the heat
map for a left ankle detection. Notice that while most of the mass of the heat map is on the correct
ankle, some of it falls on wrong ankle. (b) In order to generate a set of possible states in R3 for
some joint yt

i , we convert Ht
c,i into a probability mass function and sample from it. We triangulate

these samples to generate a set of hypotheses St
i .
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7.3.2 Conditional Random Field for 3D Pose

At this stage, the joint locations from matched detections in multiple views can be back-

projected into 3D and triangulated to obtain a 3D pose estimate. The result is noisy, lacks temporal

smoothness frame-to-frame, and may occasionally contain gross error for certain limbs if 2D de-

tections are ambiguous. To improve the quality of the pose estimates, a CRF on 3D joint positions

is constructed to allow introduction of additional consistency constraints. The CRF is represented

by a factor graph, where the joint positions are the variables and constraints on these joints become

factors:

p({Yt}|{It
c}) =

1
Z

T

∏
t=1

N

∏
i=1

fdata(yt
i,{It

c}) · ftemp(yt
i,y

t−1
i ,yt+1

i ) ·
T

∏
t=1

∏
(i, j)∈Ecol

fcol(yt
i,y

t
j) (7.1)

where Z is the partition function. The factors f are not necessarily true probability distributions

although we do individually normalize all of our factors into probabilities, as we found that it leads

to improved numerical stability.

The first of these factors, fdata(yt
i), represents the likelihood of a joint yt

i given evidence ag-

gregated from the detections in the source images {It
c}. The second factor is ftemp, which prefers

the movement of joints between time steps to be temporally smooth. fcol constrains certain sym-

metric pairs of joints not to collide. The set of edges Ecol represents the joints that cannot collide

which in our implementation represent symmetric body parts, e.g. right and left wrist, right and

left ankle, etc. An illustration of the dependencies of these factors on variables in Equation 7.1 is

shown in Figure 7.5 for a subset of the full body network. Additional constraints, such as constant

limb lengths, may be easily appended to the factorization if desired.

To make inference on the network tractable, the joint positions {yt
i} are limited to take on

a discrete number of possible states. To discretize the state space for Y, we use a method similar

to that of [13]. Let St
i = {st

i,1,s
t
i,2, . . . ,s

t
i,M} be the discrete set of M possible states that yt

i can take

on. Our goal is to a select a small set of st
i, j ∈ R3 that well sample the 2D pose heat maps {Ht

c,i}

when projected into each image.

We iteratively select a subset of cameras of size C′ with 2 ≤ C′ ≤ C (a given joint i will

generally be visible from either 2 or 3 cameras in the data we have). We then randomly sample
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Time t−1 Time t Time t +1

ftemp

yt−1
i yt

i yt+1
i

fcol fcol fcol

yt−1
i′ yt

i′ yt+1
i′

ftemp

fdata fdata fdata

fdata fdata fdata

Figure 7.5: A factor graph diagram for a simplified network involving two symmetric joints yt
i and

yt
i′ and three timesteps. The joint variables are denoted with circles and the data, temporal, and

collision factors are denoted with green, purple, and gray rectangles, respectively.

from the 2D heat map Ht
c,i in each camera and back-project the pixel coordinate into a ray. A

3D joint hypothesis st
i, j is formed by computing the point in R3 closest to all C′ rays. For our

implementation, we draw 16 samples this way when C = 3 and 64 samples when C = 2. In both

cases, the final result is M = 64 samples, because when C = 3, there are three subsets of cameras

with C′ = 2 and one with C′ = 3. See Figure7.3.

In the subsections that follow, we provide detailed descriptions of the potential functions

in (7.1) and our CRF optimization procedure using the sum-product belief propagation algorithm

[125] to obtain posterior estimates on the joint positions.

Data Term

The data term fdata(yt
i) in the factor graph measures 2D pose confidence of the projected

3D joint hypothesis. This term is straight-forward to calculate: for each possible state st
i, j, we

calculate fdata(st
i, j) by projecting and st

i, j from world coordinates onto each Ht
c,i and averaging the

results:

fdata(st
i, j) =

1
C

C

∑
c=1

Ht
c,i(ŝ

t
i, j) (7.2)
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st−1
i, j′

µ

st+1
i, j′′st

i, j

Figure 7.6: We calculate ftemp(st
i, j,s

t−1
i, j′ ,s

t+1
i, j′′ ) by finding the midpoint µ between st−1

i, j′ and st+1
i, j′′ , then

calculating the distance between µ and st
i, j and modeling the distance with a Gaussian distribution.

where ŝ is the projection of s in the image. Referring back to the 2D pose heat maps, as opposed

to the single optimal 2D locations, allows this data term to fuse weak evidence in the case of

ambiguity, such as bimodal distributions around left/right joints in close proximity to each other.

Temporal Term

The purpose of the temporal term ftemp is to bias joints to move smoothly frame-to-frame.

Without some form of temporal smoothing, we found that animations of the estimated 3D body

models contained significant jitter as result of each frame being calculated separately. Having

information flow between time steps also helps the system to recover from short-term confusion

events such as occlusion of limbs by the torso during walking.

We model temporal smoothing with a ternary term, involving 3D joint estimates from three

consecutive time steps: yt
i,y

t−1
i , and yt+1

i . Specifically:

ftemp(st
i, j,s

t−1
i, j′ ,s

t+1
i, j′′ ) = exp

[
− 1

2σ2
temp
‖st

i, j−µ(st−1
i, j′ ,s

t+1
i, j′′ )‖

]
(7.3)

where µ(st−1
i, j′ ,s

t+1
i, j′′ ) =

st−1
i, j′ +st+1

i, j′′
2 is the expected position of the joint using a constant velocity as-

sumption and samples immediately before and immediately after the current time step. A state

hypothesis st
i, j is penalized if it veers too far from the constant-velocity prediction, as seen in

Figure 7.6. We experimentally set σtemp = 2cm, though we found that the results were not very

sensitive to the exact choice of σtemp so long as the choice was reasonably small.
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Collision Term

The collision term fcol prevents symmetric left/right joints from colliding with each other in

3D. This common issue in pose detection is generally caused by the fact that symmetric joints, like

the right and left feet, look very similar to each other and are often in close proximity. This often

results in a bimodal distribution in the 2D pose heat maps which in turn can cause both symmetric

joints in a pair to be assigned to the same location in 3D space.

In contrast to [13], who handle collision with a trained Gaussian on the distance between

limbs, we instead use a modified sigmoid function that evaluates to 1 when the two points are

reasonably far apart, and 0 when they are too close:

fcol(st
i, j,s

t
k, j) =

1

1+ eθ1−θ2‖st
i, j−st

k, j‖
(7.4)

where θ1 is a hyperparameter that offsets the center of the sigmoid, and θ2 is a hyperparameter

that tightens the sigmoid. We empirically set θ1 = 15cm and θ2 = 10cm. As with σtemp, we find

that as long as the values chosen are reasonable, they don’t have a huge effect on the results.

7.3.3 Belief Propagation Optimization

The factor graph defines the dependencies between joint variables and input video frames

across time and space in the total probability distribution. With the graph constructed, the next

objective is to perform inference to obtain posterior estimates of the 3D joint positions {yt
i}. Belief

propagation is a message-passing algorithm which estimates the posterior distribution in CRFs

and has been used in many computer vision applications [177]. In the case where the graphs have

loops, such as ours, belief propagation is not guaranteed to converge to the true posterior but may

be used as an approximation regardless.

As belief propagation will iteratively optimize all frames of a video, an intelligent schedule

for organizing the message passing between factors and variables is needed. Our implementation

updates all factor-to-variable messages of the same type before moving on to the next type, i.e. all

ftemp messages are updated, then all fcol messages, etc. The temporal factor update passes mes-

sages forward in time through the whole video clip, then back again, so that temporal information

is rapidly propagated to distant frames. Future work could easily adapt this schedule to process
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Figure 7.7: Three sample images from the Shelf Dataset.

live video by temporally optimizing over a sliding window of frames rather than the entire video

clip. We run all of our tests with five iterations of belief propagation across the full network. We

experimentally found that running more than five iterations did not change the values because by

the fifth iteration the values had effectively converged.

7.4 Experiments

We evaluate our 3D pose estimation pipeline on the TUM Campus and TUM Shelf [8]

datasets, which have labled 3D ground truth for multiple people moving in the scene. The inclu-

sion of multiple people adds an extra dimension of challenge not present in many other 3D pose

estimation datasets [106, 206], because as the people move and interact it is often the case that

they obscure each other.

The TUM Campus and Shelf datasets both feature scenes shot from 3 calibrated cameras

containing 2-3 people at any given time. We evaluated the Campus dataset on 220 frames of video

with resolution 360×288 and the Shelf dataset on 300 frames with resolution 1032×776. During

these test portions of the sequence, actors frequently come in and out of view, occlude each other,

and stand stationary for long periods of time. Both datasets also contain ground truth for several

hundred other frames which we ignore in our evaluation. See Figures 7.1 and 7.7.

To measure the performance of our algorithm, we use the PCP (percentage of correctly esti-

mated parts) metric, following the example set by [8]. Using the PCP metric, originally described

by [59], two adjacent joints are considered to be correctly estimated if their distances from their

ground truth location is less than α = 0.5 of the length of their limb in the ground truth.
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Campus
Head Torso Upper Arm Forearm Thigh Shin All Average

Amin Actor1 64.58 100.00 94.80 66.67 100.00 81.25 85.00
et al. [8] Actor2 78.84 100.00 84.66 27.25 98.15 83.33 76.56 76.61

Actor3 38.52 100.00 83.71 55.19 90.00 70.37 73.70
Belagiannis Actor1 96.55 93.10 96.55 86.21 93.10 96.55 93.45
et al. [13] Actor2 98.24 48.82 97.35 42.94 75.00 89.41 75.61 81.08

Actor3 93.20 85.44 89.81 74.76 91.75 76.21 84.37
Actor1 93.75 100.00 80.21 48.96 100.00 100.00 86.55

Ours Actor2 47.37 98.95 91.05 42.89 98.95 98.95 82.54 85.15
Actor3 69.57 100.00 90.00 64.35 100.00 100.00 88.14

Shelf
Head Torso Upper Arm Forearm Upper Leg Lower Leg All Average

Amin Actor1 93.75 100.00 73.08 32.99 85.58 73.56 72.42
et al. [8] Actor2 100.00 100.00 73.53 2.94 97.06 73.53 69.41 77.3

Actor3 85.23 100.00 86.62 60.31 97.89 88.73 85.23
Belagiannis Actor1 96.29 100.00 82.24 66.67 43.17 86.07 75.26
et al. [13] Actor2 78.95 100.00 82.58 47.37 50.00 78.95 69.68 79.00

Actor3 98.00 100.00 93.15 92.30 56.50 97.00 87.59
Actor1 32.14 99.64 95.18 82.50 99.64 99.64 88.34

Ours Actor2 16.22 100.00 94.59 66.22 100.00 100.00 85.26 88.92
Actor3 28.40 100.00 94.14 94.44 100.00 100.00 91.30

Table 7.1: Performance breakdown by part for each part of the human body on the Campus and
Shelf datasets. Best results are in bold. The “Average” column is weighted by how often each
actor appears in the dataset.

7.4.1 Comparison to Other Methods

In this section, we compare the performance of our system to other state-of-the-art methods

on the Shelf and Campus datasets, as broken down by individual joints. The results of these

experiments are shown in Table 7.1.

With the exception of Actor 1 in the Campus dataset, our method out-performs all other

methods on the six actors of the Campus and Shelf datasets. Within the Campus dataset, we find

that the method from [13] performs slightly better on each actor’s arms, but that our method makes

up the difference by performing better on the legs and torso. We attribute this to differences in the

output of the 2D part detectors.

On the other hand, our method performs almost unilaterally better on the Shelf dataset. This

discrepancy is likely due to the resolution difference between the two datasets; at a native reso-

lution of 360×288, images from the Campus dataset must be scaled up to be used by the Open-

Pose 2D pose detector, which processes input at a resolution of 656× 368. The Shelf dataset’s

1032×776 images, on the other hand, can make use of the full discriminative power OpenPose’s

part detector. It stands to reason then that the 2D detections made on the Shelf dataset may be
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Figure 7.8: A superimposed comparison of our method’s output (blue) with the ground truth pose
(red) for one frame of the Campus dataset. We note that the head and neck joints of our output are
systematically lower than on the ground truth, negatively affecting our accuracy.

more accurate than those made on the Campus dataset.

During computation of these metrics, the 3D head pose output by our system was manually

adjusted by a fixed amount to account for a discrepancy between the OpenPose and ground truth

body models. OpenPose is trained on the Microsoft COCO 2016 Dataset [136] to detect the head

joint around the level of the nose, whereas the ground truth labels the head joint as the top of head.

Similarly, OpenPose detects the neck as lying directly between the shoulder blades, as opposed to

just above them. An example is shown in Figure 7.8. To perform a fair comparison with ground

truth, the head and neck detections output by our system were translated upward in the z direction

by 10cm for evaluation. This approximates the correct offset in these datasets since the range

of actor pose is limited to upright poses. Longer term we expect that a community standardized

human body model will emerge to eliminate these types of discrepancies in future datasets.

We also note that while Belagiannis et al. do out-perform our method on one actor out of

six, our method always achieves accuracy of at least 82%, whereas the other methods we compare

against score below 80% on at least half of the actors, making our method more consistent across

sequences.

7.4.2 Analysis of Individual Factors

Table 7.1 breaks down the effect of each term in the factor graph on our final result accuracy.

When the data term alone is used, belief propagation is not run and the 3D pose hypothesis with

the highest average 2D pose likelihood is selected for the answer. As such, the data-only numbers
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Campus
Data Temp + Data Col + Data All

Actor1 76.70 86.55 76.89 86.55
Actor21 81.00 82.44 81.00 82.54
Actor3 87.27 88.06 87.35 88.14

Shelf
Data Temp + Data Col + Data All

Actor1 86.75 88.31 86.66 88.34
Actor2 84.52 85.26 84.77 85.26
Actor3 90.68 91.30 90.68 91.30

Table 7.2: The effects of each term on the results for the Campus and Shelf datasets. The first
column shows the results using only the data term, the next two columns show the results of
combining the data term with one other term, and the final column shows the results of all terms
(data, temporal, and collision) together.

reflect the performance of a trivial triangulation of the 2D pose output without any additional

reasoning. We note that performance with the data term is competitive with other state-of-the-art

methods, and in the case of the Shelf dataset actually out-performs all other methods. This strong

performance can be attributed to the highly effective 2D part detection of OpenPose built on deep

networks.

The main contribution of the temporal term on metric performance is its ability to correct

errors that exist in only a single isolated frame. Figure7.11 illustrates this effect; errors are cor-

rected by information flow from prior and subsequent frames which do not exhibit the same flaws.

Additionally, when viewing animated videos of the body-models estimated with and without tem-

poral terms side-by-side, we observe that the temporal result is significantly less jittery. This

smoothness is critical to applications such as motion capture for film and game animation, but is

not well-captured by the PCP metric.

The collision term has a very minor effect in these results and corrects a small number

of minor errors caused by joints being improperly disambiguated. Its effect may be more pro-

nounced in datasets with more complex human motions not captured in the Campus and Shelf

datasets. However, we conclude that for simple applications it could likely be removed for a

modest improvement in runtime at a negligible accuracy penalty.

1 For one frame of the video, our person detection step failed to identify Actor 2. For that frame, we supplied a PCP
of 0 for all limbs.
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Figure 7.9: Data Only

Figure 7.10: All Terms

Figure 7.11: An example of the benefits of temporal smoothing. (a) Using only the data term, it’s
possible for certain joints to be incorrectly placed on isolated frames. (b) The temporal term can
propagate information from nearby frames to prevent these mistakes.
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7.5 Conclusion

The multi-view, multi-person 3D human pose estimation pipeline described in this chapter

advances the previous state-of-art by combining a modern 2D pose detector based on deep net-

works with a factor graph optimization to reason over multiple views. Our factor graph places

fewer constraints on limb interactions than those proposed in previous multi-view 3D pose esti-

mation papers, yet achieves higher metrics in the Campus and Shelf evaluation datasets. Future

work will include adapting the factor graph to allow processing of live video by iterating over

short sliding temporal windows.
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8. SPIN: A HIGH SPEED, HIGH RESOLUTION VISION DATASET FOR

TRACKING AND ACTION RECOGNITION IN PING PONG

8.1 Introduction

Sports datasets pose several major challenges for visual tasks which are rarely encountered

elsewhere: highly dynamic scenes, viewpoint changes, and large occlusions, to name a few. There

has been significant interest in using sports datasets for training vision models in these challenging

settings, such as object detection, tracking, and action prediction. Vision models for basketball,

baseball, ice-hockey and other sports have been actively explored in the past for predictive models

[181, 191], or for generative models [220]. Most of these datasets have low-resolution images or

slow frame rates, use single cameras, or focus on offline modeling.

In this chapter we introduce the SPIN dataset, a new high-resolution, high frame rate stereo

video dataset for tracking and action recognition in the game of ping pong. The high resolution,

and high frame rate, stereo videos allow the possibility of inferring 3D trajectories of ping-pong

balls and 2D human pose in the videos at high speeds, in highly dynamic game scenarios. The

dataset will be released at REDACTED-FOR-ANONYMITY .

The dataset consists of ping pong play with three main annotation streams that can be used

to learn tracking and action recognition models – tracking of the ping pong ball, joint locations

of a human pose, and spin of the ball. The training data consists of 53 hours of data, which is

about 7.5 million frames of active play, recorded from 2 cameras simultaneously with annotations

derived from previously trained models. The testing corpus contains 1 hour of data with the

same information, albeit manually annotated via crowd-sourcing with quality control, for better

precision.

Furthermore, we provide models for accurate detection, human pose and tracking which

establish benchmarks for future use on these challenging tasks. In particular, for the case of high

frequency, high-resolution images like those in SPIN, traditional models simply cannot perform
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at the rate of image acquisition. To that end, we focus on models that perform inference online,

at the speed of data generation, which is roughly 6.6 milliseconds per stereo pair (150 fps), of

RGB images of size 1024 x 1280 1. Specifically, we introduce several baseline models, including

recurrent models and single frame non-recurrent models, to address these challenges. We also

observe interesting properties of ping pong ball trajectories, derived from the data. For instance,

the dynamics of the movement of the ball gives rise to three distinct clusters, representing different

levels of top spin applied to the ball.

Since the SPIN dataset is a high-resolution stereo video dataset, much richer information

can be derived from it and it can be used for many other tasks. For example, the dataset can

be used for 3-D human pose tracking, and for richer action prediction tasks such as forehand

or back-hand shots, derived from the pose information. Thus the dataset is applicable to multi-

task learning as well as predictive and generative modeling, and semi-supervised or unsupervised

learning. We offer the dataset to the vision research community with the hope of spurring on

interesting explorations in these and other related tasks.

8.2 Related Works

8.2.1 Action Recognition

The tasks afforded by the SPIN dataset are most related to action recognition. A large

variety of datasets approach action recognition from different angles. This ranges from small,

trimmed-video datasets, such as UCF-101 [215] or HMDB [107], to much larger datasets, such

as Kinetics [1] or Moments-in-Time [147]. Other action recognition datasets, e.g. Charades [209]

or ActivityNet [51], take longer videos and make multiple temporal predictions in an untrimmed

setting. Still other datasets, such as AVA [84] or ActEV [76] require actions to be localized both

spatially and temporally. When viewed as an action recognition dataset, SPIN is distinct from

these, as it features highly dynamic scenes and its focus is on predicting the future outcome of a

player’s current actions, as opposed to the action itself. Though we perform our experiments with

SPIN in a trimmed context, the SPIN data we release is open to be explored in other contexts, as

well.

A variety of methods have been designed for action recognition [53,57,235,255,268]. One

such method, i3D, fuses two streams of 3D convolutions; one taking in raw RGB frames and

1 We train our models using Bayer patterns directly to limit the time it takes to load images on to a GPU.
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the other taking computed optical flow [1]. Many approaches extend from this architecture, e.g.,

by attempting to make optical flow computation more efficient [46, 171, 222], or augmenting the

architecture with attention based features [255].

The sequential nature of videos creates an opportunity to make use of many techniques

originally designed for language modelling. In this vein, many action recognition models make

use of self-attention [33], and similar techniques. This includes techniques such as second-order

pooling [72, 139], or generalizations of the transformer [71, 241]. Still other techniques make use

of recurrent models [200] or other gated structures [145, 263].

8.2.2 Tracking

Visual object tracking models have received significant attention in the community because

of the crucial importance of tracking to downstream tasks, such as in-scene understanding and

robotics. Tracking problems can be defined in several different ways [60, 141]. For example,

tracking by detection relies on detecting a fixed subset of objects and then tracking them through

videos sequences [141]. Alternatively, detection-free trackers can deal with arbitrary objects that

are highlighted at the start of the videos as being objects of interest [57, 93].

Evaluation for tracking is challenging by itself, and there are many ways if can be formu-

lated. For instance, evaluation methods may consider whether new objects can appear or disap-

pear in the videos and how resets are measured in assessing the performance of the trackers. In

our dataset, the subjects used multiple different ping pong balls (sometimes using two at the same

time), and hence it is an instance of multi-instance video detection, with appearances of new in-

stances and disappearances of old ones. We perform tracking by detection, building a model for

ping pong ball detection in videos and using dynamics models to produce smoother trajectories.

The neural models we develop are video detection models, as opposed to tracking ones.

Nevertheless, they can be incorporated into multi-object trackers that follow the more traditional

tracking approach of associating detections that are close in a spatio-temporal sense, paired with

approaches that allow for the appearance and disappearance of new tracks, similar to [262].

8.2.3 Dynamics of Ping Pong Balls

Dynamics models that describe the motion of ping pong balls through the air, or across

table and paddle bounces, are surprisingly intricate. The modelling of the aerodynamic forces
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acting on a flying spherical object in a game setting (e.g. golf, ping pong, baseball, etc) has been a

classical topic among the physics community [19, 143]. Yet the effects of aerodynamic drag and

the Magnus effect, which causes ping pong balls to curve, are still being actively researched [186].

The bounces of a ping pong ball are trivial to model when the relative motion between the

ball and the surface is simplistic [150], but quickly become complicated when the angle of contact

and the ball spin become variables [259]. Unfortunately, previous datasets and experiments are

usually performed in controlled setups such as wind tunnels where variables can be isolated, which

does not cover all of the variations in ball velocity and spin that would exist in a real game.

Moreover, there has been no clear consensus on these modelling efforts [31]. To our knowledge

this is the first dataset collected in real game conditions, accompanied with a benchmark for shared

use.

8.3 Task Definition

8.3.1 Ball Tracking

The SPIN dataset affords the opportunity to explore many new tasks. The most fundamental

of these tasks is ball tracking. For this task, we want to be able to identify the 2D image location

of the ping pong ball as it moves through the air. Although we consider this a standalone task, it

is key to other tasks, so we learn it also as a supplementary task to others.

8.3.2 Spin Prediction

When a highly skilled ping pong player hits a ball, they can often employ a technique to

give the ball a topspin while it flies through the air. We empirically find that this gives rise to

three different types of hits: “no spin”, “light topspin”, and “heavy topspin,” all with significant

differences in aerial dynamics. In theory, there exists another cluster for “backspin” that causes

the ball to fall slower, but in practice the dataset did not include enough examples to parse out this

cluster. Although we could train a model to learn which type of dynamics a ball has while it is

flying in the air, this task would not be very challenging – it would follow too easily from a model

that could effectively track a ball as it moved.

Rather, we address the much more challenging task of predicting the future spin type of the

ball – that is, the value it will have only once the next player has actually hit it. We emphasize

that this task relies on more than simple knowledge of the location of the ball; a successful model
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must take into account and understand the movements of the ball and the players in order to guess

what the player will do next.

8.3.3 Pose Detection

In addition to tracking the ball location, we explore the task of tracking human pose in

2D in highly dynamic games. Human pose is important to determine what action the human is

most likely to do, which is key to predicting future events in the game. For instance, because

spin prediction is a human-centric task (we are trying to determine what action the human is most

likely to do next), it is likely that providing additional signal about the humans movements and

location could improve performance.

8.4 Models

8.4.1 Tracking

To address the challenges of fast online inference we design the tracking models to be

lightweight and efficient. Our recurrent architecture is fully-convolutional for more direct access

to visual features and is inspired by standard RNN variants such as Gated Recurrent Units (GRUs)

[34, 239] and LSTMs [95, 201]. However, we have simplified it to use a single stream of hidden

states that are updated at each step. Given a previous hidden state ht−1 and an input x, we perform

our recurrent step as follows:

zt = σ(Wz ∗ht−1) (8.1)

ct = tanh(Wc ∗ht−1) (8.2)

ht = zt�ct (8.3)

where ht is both the output and the new hidden state, ∗ represents application of a convolutional

filter, σ is a sigmoid function, and � represents element-wise multiplication. We chose a GRU-

based architecture for its speed, effectiveness and ease of training. Additionally, each step is

performed using convolution, instead of fully connected components, which allows spatial infor-

mation to propagate through the recurrent portions of the network. In our experiments, we observe

it performs better than its LSTM counterpart (Section 8.6).

To perform ball tracking, we feed in each 1280× 1080 frame at full resolution, quickly
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reducing dimensions using a series of convolutions. We perform recurrence on these reduced

features, increase resolution using deconvolution layers, and ultimately generate a single channel

160× 128 heatmap over the image by performing softmax over all spatial locations (Figure ??).

The resolution of this heatmap is less than that of the original image, so in order to maximize

pixel-level accuracy we also learn a patch-based model which extracts the features in a window

around the maximal detection and feeds them into a smaller network that uses deconvolutions

to upsample the features into a heatmap which more precisely locates the ball within the patch.

Figure ?? describes the main architecture for generating the heatmaps, and the supplementary

material contains specifics for both the ball detection architecture and the patch model mentioned

above. We train each heatmap using standard cross-entropy loss.

8.4.2 Spin Type

To learn which type of spin we expect the ball to have, we create a separate branch of the

network for classification results. Specifically, we split off a new branch of our neural network

after the recurrent layer (Figure ??). In order to keep the number of parameters tractable, the

resolution of the feature maps is reduced with an average pooling layer. This is followed by

convolutional layers and two dense layers, the latter producing the predictions. This model is also

trained with cross-entropy loss.

8.4.3 Pose

We perform pose prediction similarly to ball tracking, with structurally the same model,

except now producing 30 heatmaps (15 joints for 2 people) at each frame in the same manner as

the heatmaps for the ball location. We learn these prediction targets as heatmaps in the final layer,

learned with the same cross entropy loss used for ball tracking.

8.5 The SPIN Dataset

The SPIN dataset is recorded in high speed at 150 frames per second with an image resolu-

tion of 1024×1280. In order to create variety, the walls behind the players are varied throughout

the dataset (Figure 5.4). In particular, the eval dataset does not use any of the backgrounds present

in the training set. For all experiments, we use a right-handed 3D coordinate system where x and

y are parallel to the ground plane, and z is vertical. The players themselves stand along the y axis,
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with one player on the positive side and the other one on the negative side.

8.5.1 2D Tracking

The original tracking data for the SPIN dataset is derived from a sequence of semi-supervised

labelling of objects in the datasets. At the first stage, a simple color detector was used, along with

an OpenCV [18] mixture of gaussians background detection algorithm to generate a candidate of

moving ping pong balls in each frame of the stereo image pairs. Only stereo-pair candidates with

low reprojection errors were kept for each frame. The remaining candidates were then extended

from frame to frame using Kalman Filters both in 3D coordinates of the stereo pairs and 2D co-

ordinates of the images of the stereo pair. Trajectories found in this way were used to generate

training data for the next detection model, which was then used to generate the next round of 3D

tracking results, and 2D tracking targets. Each subsequent round of semi-supervised data genera-

tion qualitatively improved the 2D detector over video images. A single detector was trained for

all cameras. The detectors were trained with strong data augmentation with hue, saturation noise,

and image flips (with the corresponding flipping of target locations).

8.5.2 Computing Ball Trajectories

Once we have initial frame-by-frame ball detections from at least 2 cameras, we use stereo

matching between the cameras to generate possible 3D coordinates for the ball at each frame. To

create more consistent trajectories from these detections, we first attempt to discover two different

types of inflection points: ”bounce inflections” where the ball bounces off the table and ”return

inflections” where the ball is hit by a player.

To find bounce inflections, we sweep a sliding window over the detections, taking 6 at a

time and fitting each set to a polynomial that is first order in the x-y plane (parallel to the ground)

and second order in the vertical z plane. From this polynomial we derive the velocity of the ball at

the end of the window. We then compute the approximate velocity of the ball at the next 6 points,

and record all of the locations where the signs of the vertical velocities differ. Finally, we perform

non-maxima suppression to filter out any bounces that do not occur on the x-y bounds of the table,

and mark all remaining inflections as bounce inflections.

When computing bounce inflections, we also keep track of the y velocity. Thus, though

we compute return inflections using the same velocity-checking algorithm we used for bounce
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inflections (albeit along the y axis instead of the z), we enforce that they can only occur between

2 bounce inflections that have opposite y velocities. This helps by drastically reducing false pos-

itives. This also causes hits that go out of bounds not to be detected, which we did not consider

problematic for our purposes, as we wanted to focus our analysis on successful hits. If this is

undesirable for another application, the procedure can easily be modified to make an exception

for balls that go out of bounds by simply treating the end of the trajectory as a possible inflection

point.

Finally, given a set of inflections, we smooth our final estimates using a form of statistical

bootstrapping wherein we pass over the area between inflections with a sliding window of 20

points. In each window, we take 25 samples of 6 points, fit a polynomial to them, and average out

the results to achieve our final estimate.

These trajectories provide a rich source of data. For instance, in addition to spin prediction,

one could use the trajectory information to predict where on the table a ball will land after it is hit.

The models we explore in this paper focus on predicting what type of hit the player will perform,

but as the trajectories are in 3D coordinates they could also be used to learn other interesting tasks.

8.5.3 Measuring Ball Spin

One aspect of player actions that we wish to capture is the amount of spin that is placed on

the ball when the player hits it. In order to do this, we show that it is possible to use information

gleaned from ball trajectories to cluster different types of hits, as seen in Fig. ??.

Given a ball trajectory immediately after a player hits the ball, we compute the change in

x-y-velocity immediately before and after the ball bounces on the table, taken by measuring the

movement 10 frames before and 10 frames after impact. Additionally, we compute the downward

acceleration of the ball as it moves through the air by fitting a second-degree polynomial to the

z coordinate of the ball through time. In other words, we approximate the z movement with

a polynomial ax2 + bx+ c. Figure ?? plots 2a (the downward acceleration) on the z axis. To

allow the trajectory to better approximate a parabola, we remove the first and last 5 frames of the

trajectory.

We observe three clusters, as seen in Figure ??. When we divide the hits by “professional”

and “non-professional” players, we notice that balls hit by non-professionals are extremely con-

sistent - they fall at a steady 9.8 m
s2 and their hits have a very consistent change in velocity. When
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Top
Cluster

Middle
Cluster

Bottom
Cluster

No
Cluster

Train 10173 13849 7317 8456
Eval 413 832 228 412

Table 8.1: The number of hits in each cluster within the “SPIN-OR” data split described in Section
8.5.5.

professionals play, we see two new clusters emerge. Through observation, we determined that

these clusters correspond to topspin placed on the ball. The extra spin causes the ball to accelerate

when it hits the table, causing a sharper change in velocity when hitting the table. Furthermore, in

light of the Magnus effect, balls with topspin actually accelerate towards the table faster.

From observation and discussions with the players, we determined that the two topspin

clusters correspond to two distinct scenarios - the bottom cluster occurs when a player offensively

hits the ball hard, and the middle cluster occurs when a player defends against an opponent’s

offensive hit. In the case of the middle cluster, the ball is still returned with a certain degree

of topspin, but there is considerably less and thus the downward acceleration and coefficient of

restitution are both reduced.

Using these plots, we manually select the approximate centroids of these clusters located

at [−0.64,−9.5], [−0.9,−17.5] and [0.016,−24]. When we process data for training, we assign

each data point into a cluster based on which centroid it is closest to, and use this to assign a ”spin

type” to the hit. Table 8.1 shows the number of hits assigned to each of the three clusters. As a

final note, we once again emphasize that this is annotation does not label which spin type the ball

currently posses, but rather which spin type it will possess after it has been hit by the player.

8.5.4 Tracking Data

Once we have computed and smoothed the trajectories as described in Section 8.5.2, we

create a training dataset out of the final trajectories. To do this, we use a stride of 15 and sample

sets of 30 consecutive frames from the trajectory, meaning each frame of the trajectory is sampled

twice. The ball detection is projected back into the image from its 3D coordinates, to be used as

ground truth during training. Using this method, we generate 251,922 individual training examples

over 212 videos (approximately 53 hours of game play) and 14,210 test examples over 13 videos.

See Figure 5.4 for sample data. We refer to this dataset as “SPIN-ALL”.
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Human Annotation

While our automatically generated ground truth is reasonably high quality, it is far from

perfect. In order to measure the quality of our trained models, we generate a set of human-

annotated samples of ball trajectories, which we use for evaluation. For human annotation we

chose to use a cloud-based crowd compute service.

The task was to annotate each track of a ball that was in play. A ball enters play when it is

tossed up for a serve and exits play when it is no longer playable by a human player, e.g. on the

floor or on the table. Each in-play ball received its own track. The tracks were comprised of se-

quential image-frame (x, y) center positions of the ball in each frame it was observed. Each center

position is optionally annotated with a “Bounce” or “Hit” tag, indicating whether the ball bounced

on the table or was hit by a player. Before the annotation, the questions were pre-annotated by a

ball tracking model, to minimize the annotation time.

For annotation, we selected 11 three minute time segments of play that were collected with

different backgrounds from training and with as much player diversity as possible. Both left

and right camera images from the same time stamps were sent for annotation in order to allow

association between cameras and stereo depth inference later on. The three minute clips of both

cameras were further split into questions containing 200 frames each from a single camera. The

200-frames annotation was the unit of work for the human annotators. In order to associate tracks

between questions, each question had a 10 frame overlap both with its temporal predecessor and

successor to make it easier to associate tracks between consecutive questions.

8.5.5 Spin Type Data

To predict spin type, we create a separate dataset split we refer to as “SPIN-OR” (for “Only

Return”). First, we limit our examples to those in which the ball is moving from left to right

at the beginning of the example. Since our focus is primarily on the human who is preparing

to hit the ball, only considering examples where the ball moves in a single direction allows the

network to focus on a single individual, instead of needing to switch between individuals based

on which direction the ball is moving. In order to avoid limiting the data unnecessarily, when

the ball is moving right to left we flip the frame horizontally and reorder the human joints as

necessary to make sure the example remains valid. Although one of our recorded players is already

ambidextrous, using this flipped data has the added advantage of making the system robust to left-
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Architecture AUC @ 2 AUC @ 5
Gating (GRU) 81.5 96.7
LSTM 80.6 93.0
Single Frame 88.5 96.0

Table 8.2: Ball Tracking accuracy showing the AUC at distance 2 pixels and 5 pixels.

handed and right-handed play.

Next, we modify which frames we use. Instead of using all frames of play, we limit our

examples to 25 frames surrounding the moment the ball is hit - 20 before the player hits the ball

and 5 afterwards. We do this because we found empirically that using too many frames before the

hit did not provide any additional useful signal - when the ball is on the opposite side of the table,

it’s too hard for the system to predict what the player will do. With this modified data generation,

we create a dataset of 39,795 training samples and 1885 eval samples over the same 212 training

and 13 eval videos used in Section 8.5.4.

8.5.6 2D Human Pose Data

We also supplement all of our data in both splits with annotations for human pose. To

generate these annotations, we pass our data through the pose detector described in [165]. This

produces for each individual 15 detections per frame corresponding to 15 different human joint

locations.

In most cases, there are only two detections, corresponding to the two players in the game,

however on rare occasions a bystander enters the frame and is detected. In these cases, we limit

our annotations to only the two highest confidence detections. We further differentiate between

the left and right player using the locations of their skeleton’s detected bounding boxes, and add

the final joint annotations to every frame in the data.

8.6 Experiments

8.6.1 Implementation

For all experiments in this section we train on the video snippets described in (Section

8.5.4), with 25 continuous frames per sample using a batch size of 8. We train for over 100K steps

starting with a learning rate of 0.002 for the first thousand steps, then reducing to 0.00025 for the

rest of training. We also change the optimizer over the course of training, starting with stochastic
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Experiment Spin Spin + Pose Spin + Ball Spin + Pose + Ball
Dataset OR OR OR+ALL OR+ALL
Spin Accuracy 61.6 68.2 59.4 72.8

Table 8.3: Performance of our gated architecture on the spin classification task. Spin accuracy is
shown under 4 different multi-task learning situations.

gradient descent for the first 5000 steps and switching to Adam [119] afterwards for the remainder

of training. For the experiments below, the “SPIN-OR” split, described in Section 8.5.5, consists

of samples that containing 20 frames leading up to the hit, and 5 frames after the hit occurs. We

use all possible hits by flipping the image when the ball goes right to left. Similarly, when learning

on the “SPIN-ALL” dataset split, we randomly flip images to provide additional signal. Finally,

in the experiments we also use an “OR + ALL” split, wherein we combine the “SPIN-OR” and

“SPIN-ALL” dataset splits by sampling in equal weights from each.

Experiment AUC@16 AUC@40 Dataset
Pose 87.4 95.3 ALL
Pose + Ball 83.7 92.6 ALL
Pose + Spin 77.2 91.5 OR
Pose + Spin 83.0 92.3 OR + ALL

Table 8.4: Performance of our gated architecture on the 2D human pose detection task. The Pose
task performance is paired with the ball detection and spin classification tasks. The “Pose + Spin”
task is trained twice, once with the “OR” split centered around the moment the player hits the ball,
and once with all examples.

8.6.2 Ball Detection

We begin with an analysis of the ball detection task. We evaluate the performance of ball

detection using the main gated architecture presented in Section 8.4.1, LSTMs and a single frame

prediction model. Table 8.2 explores these results.

For these experiments, we measure our performance by computing the area under curve

(AUC) measurement for precision-recall at 2 and 5 pixels from the ground truth. Each of these

curves was computed by sweeping through the log probability of detections from the model.

For comparison, we also experiment with a convolutional LSTM counterpart. The LSTM

architecture is similar to the architecture of [95], with the notable exception that all fully connected

layers are replaced with convolutional layers.

We find that the gated architecture performs better than alternative architectures (Table 8.2).
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The LSTM architecture performs worse for the task than with gating, which may be attributed

simply to the difficulty of training the LSTM architecture. Empirically, we observe it is much

easier to find viable training parameters for the proposed gating architecture.

Single Frame

We also experiment in Table 8.2 with a single frame setting, replacing the recurrent connec-

tions of the previous experiment and replacing the entire recurrent unit with a single convolutional

layer. Without a persistent state or gating, this system should be unable to learn dependencies or

ball dynamics over time. However, We find that this model performs well at 2 pixel distance from

ground-truth, and not as well at 5 pixel distance. We hypothesize that this is partly attributable to

the easier training of the non-recurrent model, and that at increased tolerances, the recurrence is

able to rule out false positives that the non-recurrent model finds.

8.6.3 Spin Classification

In this section we report the results on the spin classification task. We perform four exper-

iments towards this end, shown in Table 8.3, where the first column shows the pose task learned

on its own, the others show multi-task learning when pose detection is paired with other tasks.

For all of these experiments, we use the standard gated architecture discussed in Section 8.4.1. As

stated, earlier, all tasks use standard cross-entropy, either over a one-hot vector or a heat map, but

performing multi-task learning we multiply the spin classification loss by 3.

Our first experiment with spin classification measures results when spin is learned in isola-

tion. The second experiment, wherein human pose is learned as an auxiliary task, shows signifi-

cant improvements in spin performance, likely due to the additional understanding of the humans

playing.

The second set of experiments are conducted on “OR+ALL” dataset split, where we eval-

uate performance of spin detection when trained jointly with just ball detection or when trained

jointly with both ball detection and pose. Here too, we observe significant jump in performance

after including human pose as a multi-task output. For the experiments involving both spin and

ball tracking, we combine the “SPIN-OR” and “SPIN-ALL” dataset splits, while only propagating

losses for spin when the data comes from the “SPIN-OR” dataset. We find here that ball detection

does not actually provide any advantage to spin classification. In all likelihood, this is because the
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signal understanding from the player is far more informative than any signal from the ball.

8.6.4 Human Pose

Here we evaluate the human pose detection task. Results in Table 8.4 show AUC at 16 and

40 pixels, respectively, using the same top-1 and top-5 precision metrics used previously in Table

8.2. We observe that pose detection performs the best on its own, and adding, for example, ball

detection is not helpful. This is not surprising as human pose contains more information and the

model may not necessarily need the ball position.

The second set of experiments test the joint training of pose and spin, and demonstrate that

additional data with more variety in human pose (“OR + ALL”) is definitely more helpful than

using the more restrictive samples from “OR” only.

8.7 Conclusion

We have presented the new SPIN dataset, a high-resolution, high frame rate stereo video

dataset for the game of ping pong. SPIN is a rich computer vision dataset presenting several

problems for computer vision researchers, of which we explore three: pose tracking, spin type

prediction, and human pose detection. We present strong baselines for these challenging tasks in

real game play settings.

8.8 Supplemental Material

8.8.1 Model architectures

We here visualize the model architectures used in detail. Figure ?? shows the main tracking

model, whereas Figure ?? shows the patch model.

8.8.2 Human Annotation Details

The task of human annotation was to annotate each track of a ball that was in play. We here

provide more details on the human annotation. A ball enters play when it is tossed up for a serve

and exits play when it is no longer playable by a human player, e.g. on the floor or on the table.

Each in-play ball received its own track. The tracks are comprised of sequential image-frame (x,

y) center positions of the ball in each frame it was observed. Each center position is optionally
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annotated with a ”Bounce” or ”Hit” tag, indicating whether the ball bounced on the table or was

hit by a player.

We selected 11 three-minute time segments of play that were collected with different back-

grounds from training and with as much player diversity as possible. Both left and right camera

images from the same time stamps were sent for annotation in order to allow association between

cameras and stereo depth inference later on. The three-minute clips of both cameras were further

split into questions containing 200 frames each from a single camera. The 200-frames annotation

was the unit of work for the human annotators. In order to associate tracks between questions,

each question had a 10 frame overlap both with its temporal predecessor and successor to make

it easier to associate tracks between consecutive questions. Before the annotation, the questions

were pre-annotated by a ball tracking model. These annotations were used to minimize the time

the annotators had to spend annotating each question.

8.8.3 Initial tracking model details

In order to avoid expansive annotations for large volumes of data, we build a self-supervised

labeling pipeline which starts from an initial tracking model, which is then incrementally improved

by the learning based models, presented in the chapter, and increasingly better quality annotations.

We here describe the initial model for completeness. Alternative ones can also be used.

In the first stage, a simple color-based detector was used, along with an OpenCV [18]

Mixture of Gaussians background detection algorithm to generate a candidate of moving ping

pong balls in each frame of the stereo image pairs. Only stereo-pair candidates with low re-

projection errors were kept for each frame. The remaining candidates were then extended from

frame to frame using Kalman Filters both in 3D coordinates of the stereo pairs and 2D coordinates

of the images of the stereo pair.

Subsequently, trajectories found in this way were used to generate training data for the

next detection model, which was then used to generate the next round of 3D tracking results,

and 2D tracking targets. Each subsequent round of semi-supervised data generation qualitatively

improved the 2D detector over video images. A single detector was trained for all cameras. The

detectors were trained with strong data augmentation with hue, saturation noise, and image flips

(with the corresponding flipping of target locations).

120



Figure 8.1: Ground truth

Figure 8.2: Detections

Figure 8.3: We present a dataset for analyzing ball dynamics and human actions in the game of
ping pong. Top: Ground truth annotations for a frame from the SPIN dataset. SPIN contains
annotations for the ball location and human pose at every frame, as well as information about
future frames, such as how much the next hit will put on the ball and where the ball will bounce
after it is hit. Bottom: A heatmap for ball location, predicted by our method.
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Figure 8.4: Tracking architecture

Figure 8.5: Spin classification architecture

Figure 8.6: A high-level view of the architectures we use. (a) The architecture we use for tracking
uses convolution blocks to reduce resolution, a recurrent layer, and deconvolution layers to gen-
erate heatmaps for tracking. (b) When learning spin type, we branch off after the deconvolution
before the last layer, sequentially performing average pooling, convolution, and flattening. We
finish with a fully connected layer to predict the final spin type.
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Figure 8.7: Sample frames from the SPIN dataset.
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[b]0.235

Figure 8.8: All players
[b]0.235

Figure 8.9: Amateurs
[b]0.235

Figure 8.10: Professionals

Figure 8.11: A plot of downward acceleration against change in velocity for balls being hit dur-
ing a game of ping pong. Note the three distinct clusters, only one of which exists when non-
professionals play the game.
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Figure 8.12: The complete architecture of our system, except for the patch prediction model.
“Deconv” refers to the standard transpose convolution operation, “Dilation” refers to dilated con-
volutions [270], and “BatchNorm” refers to Batch normalization [105].
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Figure 8.13: The patch prediction model. When performing tracking, after we find the maxi-
mum activation in the ball location heatmap, we crop out a 100×100 patch of the original image
centered at that location, and feed it through the above network, creating a new heatmap which
we then use for a more precise ball location. “Deconv” refers to the standard transpose convolu-
tion operation, “Dilation” refers to dilated convolutions [270], and “BatchNorm” refers to Batch
normalization [105].
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9. CONCLUSION

9.1 Summary

In this dissertation, we discussed a variety of techniques for analyzing Computer Vision

problems involving videos of humans. We began this with proposed architectures for human

activity detection in footage where the actions themselves are sparse, and for this we used a two-

stage process that created high-recall proposals in the first stage and refined them in the second.

We followed this up with few-shot learning problems that tried to perform the same task as the

above human action detection algorithms, but did so with only very limited training examples per

class. We also explored a completely different type of sequential processing in the form of optical

character recognition. In this case we did not have access to labeled training data, and so we

had to use synthetic data and labeled data from a different task in order to achieve high-quality

performance.

We followed this up with a method for detecting if a video of an individual’s face is a forgery

that operated by breaking down the face of the individual into explainable regions, and used this

analysis to develop a better understanding of how forgery datasets were visually structured.

We then focused on the problem of multi-camera, multi-person pose detection, where we

needed to use graphical methods to optimize over many possible human joint locations in order to

capture the pose of multiple actors within a scene. Finally, we developed a novel recurrent gated

CNN architecture, and evaluated it on a new dataset for activity recognition, tracking, and pose

detection in the game of Ping Pong.

9.2 Future Work

9.2.1 Improving Proposal Generation for Spatio-Temporal Activity Detection

One limitation of the activity detection system discussed in Chapter 2 is the large number of

proposals generated. Future work should seek to reduce the number of proposals generated by the
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system, while retaining the high recall that makes the system successful. One way to go about this

is to develop a lightweight neural network that can quickly filter out proposals that are unlikely to

be meaningful detections.

Towards this end, we propose a student-teacher framework for proposal filtering. At a high

level, this would train a small network which mimics the existing TRI-3D architecture’s outputs,

but using considerably less processing power. The idea is that this network may be considerably

less accurate, but as long as it can reliably determine when an action might be happening - even if it

is rarely correct about which one, or has many false positives - it can still be used as a pre-filtering

step to dramatically reduce the number of proposals fed into the activity detection system.

To give an example of how such a system might be trained, let ft be the TRI-3D feature

extractor and action classifier discussed in Chapter 2, which we will call the teacher network, and

let fs be a significantly smaller network that we will call the student. ft is computationally heavy

- it requires 64 frames of input, all at 224× 224 resolution, uses 3D convolutions, and has many

parameters. There are therefore many ways that fs can be smaller and faster: taking only a few

frames, having fewer layers, and operating at much lower resolution, among others. In addition

to learning the ground truth annotations, fs can be trained to mimic the output logits for ft on all

inputs, for instance using knowledge distillation [94]. This has been empirically shown to increase

the amount of knowledge transferred beyond merely learning the ground truth [94].

Our hope is that the savings from using such a system as a filter for proposals would out-

weigh the cost of passing every proposal through a new network. If ft is small enough and enough

proposals are removed, we do not believe this will be difficult to accomplish.

9.2.2 Facial Forgery Detection Exploiting Paired Structure

While many labeled datasets for many domains simply contain examples from different

classes, facial forgery datasets such as FaceForensics++ [188] or DFDC [47] go one step further

by containing paired examples. Specifically, for any given video, these datasets almost always

contain labeled examples from real and fake classes that are identical in every respect except that

the face is different.

In other words, it is possible to organize the training datasets for facial forgery detection

into pairs (xr,x f ) where the difference between the real image xr and the fake image x f are the

only contributing factors to the label that is ultimately assigned. It seems plausible, therefore,
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that one could exploit this structure during training in order to produce more robust facial forgery

detection systems, even when that pairing will not be available during inference time.

9.2.3 Forgery Detection for Mismatched Captions and Images

In addition to the facial forgery detections discussed in the previous section and Chapter 6,

many other important forms of forgeries exists. One such area of concern is mismatched captions

and images appearing in the wild, for instance in a falsified news article.

In order to address this issue, it is important to employ a model that can simultaneously

process images and text, finding critical correlations between the two modalities. Recently, CLIP

[178] was introduced as a powerful neural architecture for making exactly these correlations. CLIP

is trained on a large set of images labeled with corresponding captions that were only lightly

curated by humans, and learns using contrastive learning by creating separate feature embeddings

for the image and caption. The final objective is a cross-entropy loss that is computed by scaling

the cosine distance between the features and uses the results as logits.

CLIP thus shows a lot of promise as a viable method for performing forgery detection in

this context. Indeed, there already exist datasets, such as NewsCLIPpings [140], which use CLIP

to produce hard samples for exactly these problems. Other datasets for this problem can also be

generated, for instance by using the existing VisualNews dataset [137] as a base.

Since these falsified image-caption pairs often appear in fake news articles, one possible

approach for improving CLIP for forgery detection is to include the contents of the news article as

additional context. On the surface, this would mean adding a large amount of additional informa-

tion for the network to sift through, so in order to make this practical for a network, we propose

an additional attention scheme that limits the network to only include relevant context from the

article.

More specifically, suppose fi, fc, and fa = [ fa,1, . . . , fa,n] are features extracted from CLIP

for the image, caption, and article respectively, noting that there are multiple article features be-

cause the article is too long to be encoded in a single pass of the CLIP text encoder. Then there

several options for ways to aggregate the features fa and combine them with the features for im-

ages and captions. One could, for instance, use fc as a query against the values in fa and aggregate

the results to modify the caption features:
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f̂a =
n

∑
i=1

( f T
c fa,i) fa,i f̂c = fc + f̂a (9.1)

This would allow the most relevant article features to modify the caption features. Alter-

natively, the two-way contrastive loss of CLIP could be extended to a three-way loss, perhaps by

taking all pairwise losses between fi, fc, and some aggregated form of fa. Many other possible

methods of incorporating article information exist, and this is a potentially promising direction

for using article information as an additional input in the problem of image-caption misalignment

detection.
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[149] Daniel Müllner. Modern hierarchical, agglomerative clustering algorithms, 2011.

[150] Mark L Nagurka. Aerodynamic effects in a dropped ping-pong ball experiment. Interna-

tional Journal of Engineering Education, 2003.

[151] Farhood Negin and François Bremond. Human action recognition in videos: A survey.

INRIA Technical Report, 2016.

[152] Yuval Netzer, Tao Wang, Adam Coates, Alessandro Bissacco, Bo Wu, and Andrew Y. Ng.

Reading digits in natural images with unsupervised feature learning. In NIPS Workshop on

Deep Learning and Unsupervised Feature Learning 2011, 2011.

145



[153] Alejandro Newell, Zhiao Huang, and Jia Deng. Associative Embedding: End-to-End Learn-

ing for Joint Detection and Grouping. nov 2016.

[154] Alejandro Newell, Kaiyu Yang, and Jia Deng. Stacked Hourglass Networks for Human

Pose Estimation. mar 2016.

[155] Phuc Nguyen, Ting Liu, Gautam Prasad, and Bohyung Han. Weakly supervised action

localization by sparse temporal pooling network. In The IEEE Conference on Computer

Vision and Pattern Recognition (CVPR), 2018.

[156] Alex Nichol, Joshua Achiam, and John Schulman. On first-order meta-learning algorithms.

ArXiv, abs/1803.02999, 2018.

[157] Y. Nirkin, Y. Keller, and T. Hassner. Fsgan: Subject agnostic face swapping and reen-

actment. In 2019 IEEE/CVF International Conference on Computer Vision (ICCV), pages

7183–7192, 2019.

[158] NIST. Actev’21 sequestered data leaderboard, https://actev.nist.gov/sdl.

[159] NIST. Activity extended video (actev) prize challenge, https://actev.nist.gov/prizechallenge.

[160] NIST. Trecvid 2017 evaluation for surveillance event detection,

https://www.nist.gov/itl/iad/mig/trecvid-2017-evaluation-surveillance-event-detection.

[161] Sangmin Oh, Anthony Hoogs, Amitha Perera, Naresh Cuntoor, Chia-Chih Chen, Jong Taek

Lee, Saurajit Mukherjee, J.K. Aggarwal, Hyungtae Lee, Larry Davis, Eran Swears, Xi-

aoyang Wang, Qiang Ji, Kishore Reddy, Mubarak Shah, Carl Vondrick, Hamed Pirsi-

avash, Deva Ramanan, Jenny Yuen, Antonio Torralba, Anesco Fong Bi Song, Amit Roy-

Chowdhury, and Mita Desai. A large-scale benchmark dataset for event recognition in

surveillance video. In IEEE Conference on Computer Vision and Pattern Recognition

(CVPR), 2011.
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[229] Justus Thies, Michael Zollhöfer, and Matthias Nießner. Deferred neural rendering: Image

synthesis using neural textures. ACM Trans. Graph., 38(4), July 2019.
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