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Lower bounds for discrete negative moments of the
Riemann zeta function

Winston Heap, Junxian Li and Jing Zhao

We prove lower bounds for the discrete negative 2k-th moment of the derivative of the Riemann zeta
function for all fractional k. The bounds are in line with a conjecture of Gonek and Hejhal. Along the
way, we prove a general formula for the discrete twisted second moment of the Riemann zeta function.
This agrees with a conjecture of Conrey and Snaith.

1. Introduction

Let ¢(s) be the Riemann zeta function. We are interested in the discrete negative moments

1
= 2

0<y<T

where p = 8 + iy are the nontrivial zeros of {(s) and k is a positive real number. A natural assumption
when considering these moments is that all the nontrivial zeros of the zeta function are simple. We
therefore assume this throughout the paper unless otherwise mentioned. From work of Ingham [1942],
Titchmarsh [1986, Theorem 14.27], Odlyzko and te Riele [1985], Ng [2004] and Montgomery and
Vaughan [2007, Theorem 15.5], we know that J_;(T') is closely related to the partial sums of the M&bius
function. There are also some more recent works that relate J_;(T) to other arithmetic problems; see,
e.g., [Saha and Sankaranarayanan 2019; Meng 2017; Humphries 2013; Suzuki 2011].
Gonek [1989] and Hejhal [1989] independently conjectured that

J_(T) = T(log )=’

for all real k. However, the range of k in which this conjecture holds seems to be in doubt since Gonek
(unpublished) has suggested that there exist infinitely many zeros p for which ¢’ (©)" "> |y|'37¢, in
which case the conjecture would fail for k > % Hughes, Keating and O’Connell [Hughes et al. 2000]
used random matrix theory to predict a precise constant in this conjecture for general real k. Interestingly,
their formulas on the random matrix theory side undergo a phase change at the point k = % which gives
alternative evidence that the conjecture may fail for k > % The positive moments of this conjecture have
been studied a lot. We only know the asymptotic behaviour of J;(7T") due to work of Gonek [1984]. A
sharp lower bound for J; with k € N was proved by Milinovich and Ng [2014] under the generalised
MSC2020: 11M06, 11N99.
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Riemann hypothesis (GRH) for Dirichlet L-functions whilst a sharp upper bound for J; with real k£ > 0
has been recently proved by Kirila [2020] under the Riemann hypothesis (RH), improving previous work
of Milinovich [2010].

Little is known about the negative moments in this conjecture. For J_;(T"), Gonek [1989] made the
more precise conjecture (which agrees with the prediction in [Hughes et al. 2000]) that

3
Jo(T)~ =T
o

and showed under RH that
J(T)=CT

with an unspecified constant C. Milinovich and Ng [2012] later proved that

3
J1(T) = (1 +0(1))2_713T

where the constant differs from the conjectured value by only a factor of 2. By an application of Holder’s
inequality, Gonek [1989] showed that under RH

J_i(T) > T(log T)' =
for all k£ > 0. In the special case k = %, Heath-Brown has shown that [Titchmarsh 1986, page 386]
Joip(T)>T

via the connection with Y _ u(n) under RH. Our aim in this paper is to improve these lower bounds

n<x
for all fractional k. In fact, we obtain the sharp lower bound for all fractional discrete negative moments

conjectured by Gonek [1989] and Hejhal [1989].

Theorem 1. Assume RH and that all zeros of ¢ (s) are simple. Then
J_i(T) > T (log T)*=V’
for all fractional k > 0.

Remarks. « With k = %, our theorem gives the following improvement to Heath-Brown’s bound:
Jo12(T) > T (log TH'/*, (1)

which has been obtained independently by Milinovich, Ng and Soundararajan using similar methods. In
fact, they gave the same lower bound as in (1) even when the sum is restricted to the simple nontrivial

ZEros.

» The implicit constants depend on the height of the rational number k. This is a common feature of the
method which we discuss in detail below.
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o The work of Radziwilt and Soundararajan [2013] gives lower bounds for the 2k-th moment of the
Riemann zeta function in the #-aspect for all real k > 1. This was recently extended to all real k > 0
by Heap and Soundararajan [2022] using a different argument. It is likely that one could use the latter
methods to extend Theorem 1 to all real k > 0. A key ingredient would be a formula for the twisted second
moment which we give in Theorem 4 below. In addition, the techniques used in [Heap and Soundararajan
2022] to compute real powers of Dirichlet polynomials in the #-aspect should be extended for the discrete
averages considered here.

Now let us discuss the strategy in proving Theorem 1. Our proof utilises the method of Rudnick and
Soundararajan [2005] and shares some similarities with the work of Chandee and Li [2013] on lower
bounds for fractional moments of Dirichlet L-functions in the g-aspect. Here and throughout, let

k=a/b

with a, b € N. To prove Theorem 1, we apply Holder’s inequality in the form

a/(a+b) 1 b/(a+b)
1P(p)]** < ( |¢’<p>|2|P(p)|2<“+b>) ( —) : )
OggT 0@27” OggT ¢ (,0)|2k
where
Py =3 2y ), 3
n<x

and x = T%@+Y with § < §. Here, 7, () denotes the Dirichlet series coefficients of ¢(s)*, € C, and
¥ (*) is a smoothing weight which will be properly defined later (see formula (7) below). We then have
the following two propositions.

Proposition 2. Let P(s) be given by (3) and let

Sii= ) P(p)'P(1—p).
0<y<T

Then for fixed a, b € N,
Si ~ c(a, b)T (log T)* /%" +1

for some positive constant c(a, b) as T — oo.

Proposition 3. Let P(s) be given by (3) and let
Sr:= ) {1 U= p)P(p)™ P~ p) ™.
0<y<T
Then for fixed a, b € N,
$2 Kap T(log T)* /743

as T — oo.
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Note these propositions are unconditional. Assuming RH, the sums S| and S, become those in Holder’s
inequality (2) giving

gk+1 (log T)(k+1)(k2+1) 5
> - (k=1)
J—k(T) = S]2< (log T)k(k2+3) T(log T) )

and Theorem 1 follows.

In proving Proposition 2, we first apply a result of Ng [2008a] which gives a formula for sums of
the Si-type when P (s) is from a fairly general class of Dirichlet polynomials. To evaluate the resulting
formula, we generalise and simplify the argument of Chandee and Li [2013]. Our method allows in some
cases for an asymptotic evaluation (rather than only the order of the magnitude as in [Chandee and Li
2013]) of the multidimensional Mellin integrals which commonly feature in this area; see, e.g., [Kowalski
et al. 2000]. For Proposition 3, we need a general formula for sums of the S;-type, which we were not
able to find in the literature when P (s) has general coefficients. However, some specific cases for P(s)
have been dealt with in [Bui 2011; Bui and Heath-Brown 2013; Conrey et al. 1986; 1998; Feng and Wu
2012; Ng 2008b]. Following their methods, we derive the following result.

Theorem 4. Let o, B K 1/1log T be sufficiently small shifts. Let Q(s) = any a(m)yn™ with y =T? and
0 < % and denote Q(s) = >on < a(n)n=. Suppose that there exist some fixed positive constants r and C
such that |a(mn)| < |la(m)a(n)| and |a(n)| K t,(n)(log n)€. Then for any constant A > 0, it holds that

Y tlp+a)(l—p+p)0(p) O —p)

0o<y<T PR —
=F(, B, T)+L(e, B, T)+ LB, &, T)+ O(T(ogT)™ ™), (4
where
a(gh)a(gk)l T t \[¢(+a+p) [t \ " Prd—a—p)
E(aﬂT)—gZ;hI;/g 271/ log(g)[—hﬁka +<E> S ]d; (5)
(h,k)=1
and

d 1 T t —a—p t —-B-v
i,P(O{, ,Ba T)= EE ) |:Sa,/3,y(T) + (E) S—,B,—a,y(T) + <E) Soz,—y,—,B(T)] dt

y=0
with
a(h)a(k) fa,, (m)n~* 2
Sa,ﬂ,V(T) = Z Z (hkmn)l/2 w(mn/T )9
h,k<y hm=kn (6)
Fuy(n) = Z p(nny*ny”,

nijnan3y=n

and

1 c+ioco H
w(x) = —/ (s)x_sds, c>0.



Lower bounds for discrete negative moments of the Riemann zeta function 1593

Here H(s) = Hy g, (s) is an analytic function such that H (o +it) <, e €' for large t for some constant
C’ > 0, and additionally satisfies H(0) = 1 and is zero at 2s = B —«a and 2s = B — y. The constant c in
w(x) can be any positive real number.

Remarks. « We note that this result is unconditional. Initially, results of this type required the assumption
of GRH [Conrey et al. 1986] to analyse the error term. This condition was later weakened to the generalised
Lindelof hypothesis by Conrey, Ghosh and Gonek [Conrey et al. 1998] by an application of the large sieve
inequality, and was finally made unconditional by Bui and Heath-Brown [2013] using Heath-Brown’s
identity. We follow the latter method when analysing our error terms. One of the important features
of our formula is that we do not need to assume that the coefficients a(n) are supported on squarefree
integers, which was required in [Bui and Heath-Brown 2013]; see Section 6 for a detailed discussion.

o Our main term takes the form as predicted by the recipe method/ratios conjecture [Conrey et al. 2005;
Conrey and Snaith 2007]. Indeed, the S terms are in a diagonal form which is preferable for applications.
However, they do not arise as diagonal sums initially (see Theorem 5), and some work is needed to
express them in the more applicable form (see Lemma 6). Another useful tool in applications is a contour
integral representation for the sums over the permutations of the shifts «, 8, . These can be found in
formulas (16) and (21).

« If one assumes GRH, then one can allow for general complex coefficients satisfying a(n) < n¢. In this
case the error term for small moduli in Proposition 10 below can be replaced by O (y3/2+€T1/2+€),

Before moving on to the proofs we give a brief heuristic justification for the choice of Dirichlet
polynomial P(s) in (3) since we could not find this elsewhere in the literature. In order for Holder’s
inequality to be sharp, we need the summands to be approximately equal. Unfortunately, 1/¢’(s) has
no representation in terms of a Dirichlet series and so there is no obvious choice for a polynomial
approximation. However, we expect that our mean values will not change too much if we shift away from
the half-line slightly with distance § < 1/log T. We also expect that in this region ¢’(s) ~ (log T)¢ (s), at
least on average. Applying these two principles, the right-hand side of (2) becomes

a/(a+b) b/(a+b)
( §:|ap+ﬁnﬂpw+wn%”“) ( > rTﬁgmﬁ) :
0<y<T ¢lp

0<y<T
and notice that the powers of log T cancel by homogeneity. We may now set our summands equal:
1

2 2(a+b) ~
(PO N

and find that we should take P (s) ~ ¢ (s)~ /2.

The rest of the paper is organised as follows. In Section 2 we prove Proposition 2. In Section 3
we prove Proposition 3 assuming Theorem 4. The remainder of the paper is then devoted to proving
Theorem 4. In Section 4, we first reduce Theorem 4 to Theorem 5. To prove Theorem 5, we compute the
main term and bound the error term using two propositions: Propositions 10 and 11. Then in Section 5
we prove Proposition 10, and in Section 6 we prove Proposition 11.
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2. Proof of Proposition 2

We first choose the weight function v (n) in (3). Let B be a positive integer and let

log(x /n))B

log x ™

Iﬂ'(l’l) = 1n<x (

We will need to take B sufficiently large in terms of k at several points throughout the paper, so for the
moment we keep it general. To be clear, in the end we will choose

B =14412k

but for the purposes of this section we only require B > 1. Note that by the Mellin inversion formula (or
simply by a residue computation) we have

B! x\’ ds
=— = - 8
vim 2mi(logx)B (c)<n) sBF1 ®
for ¢ > 0 where, here and throughout, [, = fetioe,
We first write
r(n, x)
R(s) = P(s5)* = Z -
n<x4
with
rn,x) =rap(n,x) =Y Tapt)P () Top0a)Y ().
n]nlfglle’l
Then

St=")_ R(R1-p).
0<y<T
The mean value S| can be computed in a familiar manner; either by writing it as a contour integral or by,
what amounts to the same thing, applying Gonek’s uniform version Landau’s formula. These details have
been carried out by Ng [2008a] for a fairly general class of Dirichlet polynomial. By applying [Ng 2008a,
Proposition 4(i)] we find that

2
S| =N(T) Z r(n, x) _ Z Z A(E)r(m,nx)r(n,x) +o(T) ©)

n
n<xd Im=n<x4

where N(T) = % log(T /2mwe)+ O (log T) is the number of zeros of ¢(s) inthe stripO0 <o < 1,0t < T.

Denote )
r(n,x)
S = E
11 "

n<x?

and

Spp — Z A(E)r(m,x)r(n,x)‘

n
Im=n<x?
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In this section we will show that
1~ cia, b)(log T /”"
and that
S12 ~ ca(a, b)(log T)* /¥ +!

for some explicit constants ci(a, b), cz(a, b). We then show that %cl(a, b) — cz(a, b) > 0 and hence
S1 ~c3(a, b)T (log T)az/ P*+1 for some positive constant c3(a, b). The result will then follow.

2.1. Computing S11. Unfolding the sum gives

Z 'L'_1/h(n1)"'f—1/b(n2a)

Su= )1 Y (ny) - ¥ (n2a).

ny-Ng=Ng+1"N2q
n;<x

By applying the Mellin inversion formula (8) in each n; and interchanging the order of summation and
integration, we obtain

2
S B!Z“ / T_l/b(l’ll)-"f—l/h(nm) l—a[xs[ dsy
11 = B )
Q@ri)2(log x)%B Jippa |, Lo V20 V2 L LT (B

Ng+1°N2q

where we have taken ¢ = 1/log x. Here, we use the notation
/(0)2” KC) /(‘C)
———

2a

After a short calculation with Euler products we find that the Dirichlet series in the integrand is given by

st(s) [T ¢t +si +sae.)'"

ij=1
where
e T_1(Pp™) - T (")
a9 =TTT1 (1~ ) e M)
p i, j=1 mi+-+mg=mg41+--+maq
m ;=0

Note that A(s) is holomorphic in the region o; > —4—1‘, j=1,...,2a, since it is absolutely convergent
there.

We will reproduce the following argument several times throughout the paper, so we take this opportunity
to briefly describe the steps and give some justification. Note that the integrand has fractional powers of
¢ (s). This coupled with the fact that we have a multidimensional integral means that shifting contours
would be very messy. However, note that the integrand is largest when we simultaneously have J(s;) ~ 0
We can therefore localise our integral around these points, expand the integrand in Taylor/Laurent series,
and then extract the main term via the substitution s; — s;/log x. The remaining integral then gives
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a combinatorial constant which we can compute as the weighted volume of a polytope using a trick
from [Brevig and Heap 2019]; see Section 2.3 below. This method can essentially be thought of as a
multidimensional version of the saddle point method, although in our case it is fairly easy to see where
the saddle/main contribution is.

In practice it is simpler if we make the substitutions first, so let s; > s;/logx for each j. Then Sy;

B2 LSt Sa) B2 g,
Sy = J KY) .
1 (27-”')2a \/(L)Za (10gx> 1_:[ g:( logx ) 1_[6 sB-H

=1 L

becomes

Let us localise the integral. For each j we split the integral at the points #; = JI(s;) = £,/log x; the main
contribution will come from the integral over the region s; € [1 —i,/logx, 1 +i,/log x]. To estimate the
tail integrals we use the bound

a S; + Satj 1/p? 212
sd(s/logx) [ ] ;<1+%) &« (logx)“/?
=1 ogx

valid for s; = 1 +i¢; uniformly in #; € R. Then,
/1+f<>° [ < ) 1_[ c( s,+su+])”b2f—“[es[ ds;
1+i/Togx J(1)2a~1 log x log x =1 Sf“

< (logx)*/” /

1+ioco

14+i4/logx | |B+1

by absolute convergence. Naturally, the tail integrals in the lower half plane satisfy the same bound as do

< (logx)* 2/b2=1/2

those with respect to the other integration variables. Note that the smooth weights 1/ (n) have made the task
of estimating these tails significantly easier compared to the usual Perron’s formula with a sharp cut off.
Collecting the errors gives

B;Za 14+i4/logx 1+i4/logx (
./ ﬁ

22
_ ) 1—[ ( s,—l—sa+]>l/b ﬁe” dsg
(27-”')211 1—iy/logx —iq/logx logx =1 logx B+l

+ O ((log x)®/P*=1/2y,

In this region of integration we have the expansions

1 1
&4(5/10gX)=&4(Q)+0(@ ;IS]'I) =&¢(Q)+0<\/@> (11)

. N /07 1/
Si +sa+,> (logx) < ( 1 ))
1+ —— =—— |14+ 0 . 12
éb( log x (si + Sa4 )P Vlog x (12

and
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Therefore,

2a

e

—iflogx e’ (si + Sqtj)1/P i SgB+]
+ O((logx)“z/bz_]/z).

11 =

A(0)B1% (log x)*/¥* /l+i,/_10gx /w fogx a |
(27.[1')261 1—iq/logx 1

On extending any given integral to i oo we obtain a multiplicative error of O ((log x)~5/?) which leads to
a total contribution of size O ((log x)“z/ b—1/ 2). Therefore, we obtain the following asymptotic formula

S = s4(0)B(a, b)(log x)* /" + O ((log x)* /7’ ~11?), (13)

where
2a

ng
50
(27[1)2“ /1)2“ 1_[ (Sz +Stl+])1/b 1_[ B+l

We postpone the computation of these constants to Section 2.3.

Bla,b) =

2.2. Computing Sy;. Recall

AOr(m, x)r(n, x)
Si2 = .
pm 3 MO
Im=n<x%
In order to have multiplicative coefficients we write
— 1 — d 14
A=) pologn=—— 3wl

nina=n niny=n

Then unfolding the coefficients r(n, x) and applying the above gives

Z A T_1/p(n1) - - T-1/5(N24)

S1h =
“ (lny - 1og) /2

“Y(ny) - Y(n2g)

12 Ng=Ng41N2q
n;<x

d < Z u)t—1/p(ny) - - T—1/5(N24)

Y(ny) - 1ﬂ(nza)>

~dy 172y
dy L1lonyng=ngy1--N2a ¢, (Cyny -+ naa)'/? y=0
nj<x
As before, we apply Mellin inversion (8) to find
2
o, 4 B> / 3 ()T 151 - Tty (n2a) ﬁxsj ds;
12==" \2a 2aB 172 ,1/2—y _1/2+s 1/2+5% B+1
dy 2mi)“(logx) O 4 tm o112 e/%e) n/ T T i st =

Now a short calculation shows that the Dirichlet series in the integrand is given by

2
[18 21 ¢ +si 4 sas )V TGy €+ sae )V
[Tizi ¢+ saq; =P ’

B(s,y)
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where
B(s,y)
a 1 1/b 1 1/b
_l_[l_[l,‘]zl(l_plﬂ—+qaﬂ) H]:l(l_m) Z /"L(le)T—l/b(pml)"'T—]/b(p’nza)
- a 1 1 1/b p131+€2—7/+lm(1/2+31)+~~-+M2a(1/2+S2a)
szl( _pl+“zz+j71’) C1H-Lom et
:ma+1+---+m2a

ijO

is the corresponding holomorphic factor. Again, this is easily seen to be holomorphic in the region

0;>—1%,j=1,...,2a. Then, taking the derivative inside the integral we obtain
B - 1/b?
S = ’ %/ , 0 1 ) '
2= 2mi) 2 (log x)2B /(C)za[ (s )ilj_llé“( +5i + Satj)
2a
! ¢'(1+5at) dsy
RB(s, 0 1 1/p2 S+ Sayj) 5
+ (S )llj—[lé‘( +Sz+sa+j) Z §(1+Sa+j) llj[]x sf"‘l

Now, the first integral can be treated as in the previous subsection (the only difference being the
arithmetic factor %’(s, 0) which is of no real consequence). In this way we find it is O ((log x)“z/ bz). In
the remaining integral we first note that %B(s, 0) = sd(s) and then let s; — s;/log x for each j to give

B!%a K} 4 Si+Sa+ 1/b2 - é’/( lbcil_t/c) 2 ds;
Sp=—r | a2 1 / T O((logx)*/”"
2= o) /(I)Za <10gx)ilj_:[1§< + logx ) bZ ¢ (14 ) l_[ SB+1+ (dogx)“ /7).

logx/ j=1 Jj

As before we may trivially bound the integrand, this time by (log x)”z/ b*+1 and then truncate the integrals
at height 1; = £,/log x to give

By2a ‘/\1+i4/10gx /1+i4/logx s
: Sg( = >
1

S=-—q5
(27”)2a l—ia/logx in/logx logx
1/b2 (1+Sa+/ 2a
s, + Satj 1 ¢ S U ogx) a2 /b2 +1/2
) H ( log x ) bz ¢(1+=L) 1_[ B“ 7 +0((og) :
i,j=1 j=1 logx j=1

since the tail integrals result in an error O ((log x)“z/ b*+1-B/ 2y and B > 1. Then, applying the Taylor and
Laurent expansions given in (11) and (12) along with

gh/(l"'f:;;)__logx_|_0< 1 )
§(l+fgg;) Sa+j Jogx )’

which is valid in the current region of integration, we find that

e’/
. . \1/b% . B+1
—inflogx oy SitSar YUY T Savi iy s

+0((10gx)a2/b2+]/2)'

12=—

1 54(0) B> (logx)**/7"+! /”"v“’g" f“«/“’gx ‘ 1 Z 1 12—[ . ds;
b (27-”')211 1—i/logx 1
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Extending the integrals back to Fioco incurs an error of size O ((log x)“z/ b2+1/ 2). Also, by symmetry

the sum 3%, a+,
asymptotic formula

results in a-copies of the integral with a factor of s2 , say. Hence, we obtain the

A$2=-‘%ﬂ«DV&LbNngVyw+l+%?«ngfyw+”%, (14)
where
2a—1
1 o ds; dsy,
(a,b) = / —[ ¢S — ]em .
Y (27_”)2a 1)2a 1_[ (Sz +Sa+j)1/b2 1_[ S;H_l Szlij_z
2.3. Computation of the constants. Applying (13) and (14) in Ng’s formula (9) we find that
,b
sﬁ(O)ﬂ( )T(log TY(log x)*/"" + (a/b)A(0)y (a, b)T (log x)* /P T + O(T (log x)* /7' +1/2).

Since x = T?/@*) it remains to show that the constants A(0), B(a, b) and y(a, b) are positive.
A short calculation using the definition of sd(s) given in (10) shows that

2
1§ (™’
a0 =TI(1-5) X =%
p m>=0
which is an absolutely convergent product. Thus s{(0) > 0. For the combinatorial constants we use a
trick from [Brevig and Heap 2019, Lemma §]. Recall that

2a

1 ng
R —— e’ .
(27Tl)2a /1)2:1 1_[ (Sl +Sa+J)1/b 1_[ SB+1

14

Bla,b) =

For each term in the double product, we write

1 — / (Y1+Ya+j)xljxl/b2dxlj

m+%ﬂwﬂ_raw% 0y
so that
B(a, b)
B2 s “ 2dx;; 2 s
i(1—- Z —1 Xij) Sa+j (1= Z —1Xij) 1/b tj J
e e x. 0 — .
T T/b)e (27”)2“ /lﬂa /[o ool [H ][H }11;[1 Yo xij Jl:[lsjl'm

After interchanging the order of integration and using the formula

B!/ si_x) ds (1-Xx)% ifx<1,
271 J (e sBHT |0 otherwise;

we obtain

- | a - a ) 1/b2m
P )=ty /%,bil}(l ;XU) H( ZX”) l—[ KT

j=1 i,j=1
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where

@a,b={(xij)eR Lxij > OZxU 1Zx,j }

Hence f(a, b) > 0. A similar formula holds for y (a, b). The only difference is that the factor (1—)_; xia)B
is replaced by (1 — )", x ,a)BJrl
proof of Proposition 2.

/(B + 1), from which y(a, b) > 0 follows easily. Thus we complete the

3. Proof of Proposition 3

In this section we shall prove Proposition 3 assuming Theorem 4. We start from the formula

d d
D tlp+a)c(l—p+B0(p)Q - p)
~ da /3 a=B=0
0<y<T
where ,
T (MY )\ a(n)
R T A
n<x n n<y n
with
a+b
am=am.x)= Y []e=ipa)ye)) (15)
nyNaypp=n j—|
nj<x
and y = x*? = T with 0 < 5. Theorem 4 then gives $; as a sum of three terms. We write this as
S =821+ S22+ 23
with
a(ghya(gk) 1 [T t (1+a+p)
%21 = ddzz : gz/Ing_ ghﬂk“ﬂ
« ﬁg<> izhklf)y/g ™A &
( ! )‘“‘ﬂi(l—a—ﬁ)}
+ | — T Tar=f dt ,
2 h=%k w=f=0
d dd 1 [T t\ "
S _—— Su T — S_g—ay(T
2 dadﬂdyzn/[ #r )+<2zr) proer () SN
+ (—) Sa,_y,_,g(T)] dt
2 a=f=y=0

and S>3 is defined by replacing (o, 8) by (B, «) in the integrand in ;. If the weight w(x) is real (which
follows if H(s) = H(5)) then the formula for S»3 simply has « and g interchanged in the integrand and
by symmetry this is equal to Sp;. If this is not the case, then we have the conjugated terms instead but of
course this entails only small modifications to the argument for S,,. Thus we only need to consider Sy;
and Szz.
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3.1. Computing S»;. Our aim is to show Sy; < T (log T)F+3 Itis helpful to express the integrand in a
form in which the holomorphy is immediately visible, as in [Conrey et al. 2005]. For this purpose we use
the formula

(Atatp) (L)‘“‘ﬂm —a—f)
hPke 2 h—2k—F

—(a+pB)/2 (z2—z21)/2 _ .2
:_<2L) L 2y§?§(L> ¢d +212 W@’ L g
b4 (2mi) 2r h=2ka [T (zi —o)(zi + B)

where the integrals are over circles of radii << 1/log T that enclose the shifts & and 8. This formula

follows from a short residue computation. Interchanging the sum and integral we obtain

d d 1 [T/ \"“thr t
Sz] = ————/ —_— 10g —_—
dadB2r Jo \27 2

(e2=20/2 4 N N2
%%(L) czims)@a p ey
2 [T;-1 Gi—) zi+B) w=p=0

* iy

where

a(gh)a(gk) a(h)a(k)(h, k)'+e1—=
Fx, ZI’ZZ)_Z Z ghl —2fl+z - Z hl-2fl+zi '
g<yh, k<y/g hk<y
(h,k)=

We now perform the differentiation and estimate the contour integrals. The contour lengths and the factor
of (zo — z1)? contribute at most (log T)~* whilst the zeta function, negative powers of z; and log(z/2m)
term contribute at most (log 7)°. The differentiation gives us a factor of (log 7')? and thus in total we
obtain

Su < T(ogT)*  max |F(x,z1,2)].
lz1l,1z21<«1/ log T

It remains to show that

a?/b*—1
max  |F(x,z1,22)| < (logT) )
|z1],1z2]1<1/1log T

We will show this by the methods of the previous section. Throughout the following we shall assume that
21, 22 K l/log T.
We proceed by first unfolding the sum using the formula for the coefficients a(n) given in (15). Writing
a+ b = N for brevity, we find
5 [T 71 ) Toayp ki)W (i) k) [y - -y Ky - k) H51 722
(hy---hy)1=2@ky - ky)Ha )

F(x,z1,220) =

hi,...hn<x
ki,.onky<x

By the Mellin inversion formula (8) we obtain

BI2N 1 .
F(X, Zl,ZZ) /(\ N Zl ZZ(S) 1_[x /

(log x)2NB (27i)2N
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where
N _
F. . (s)= Z [TTici t=1phdT—1/p k) |y -+ By, Ky -+ - k) o722
21,228 h1+sl—zz o h1+s;v—zzk1+SN+1+Zl . .k1+52N+Z1
By iy >1 1 N 1 N

and ¢ = 1/log x. Now, a short computation with Euler products shows that

1Y ¢t si 5007

o
Fr1.22(8) =6 2, (8) (17)
T T 45y — 2 Ve (1 sy +20)
where €, ;,(s) is an absolutely convergent Euler product in the region o; > —‘l‘, j=1,...,N. This
gives us the trivial bound
Fopoa(5) < (log )V /PN g5y < (18)

logx’

Substituting s; > s;/log x for each j gives

B12N 2N ds;
F(x,z1,20) = ——— F s/ log x e’ .
(x,z1,22) Qri)N /(1)21\/ 21,22 (8/10g )jlj[l Sf+1

By (18), any given tail integral over the line from 1+ i,/logx to 1 4 ico results in a total contribution of

1+ico
212 ds 2 n R
(log T)N /b +2N/b/ |SIT+] < (log T)N /b*+2N/b—B/2 — (log T)k +4k+3—-B/2
14i4/logx

since the other integrals are absolutely convergent. Therefore, on taking B > 10+ 8k this term is bounded
by (log T)kz_z. Consequently, we may localise the integral

B'ZN 1+i/logx 1+i4/logx 2N dS,' 2
: Fon(s/logx) | | e =5 +O0(log T) 7).
(27”)2N /I‘ia/logx /l‘ia/logx e 11:[1 Sf+l

In this new region of integration we have the bounds

F(x,z1,22) =

cf1+ -+ B <« s+ D) (19)
logx ~ log x ! logT
and
logT
I+ (si+s5)/logx) K (20)
Isi +5;]

as well as €;, .,(s/logx) < 1. Applying these bounds in (17) we find that in the region of integration
we have

[T (si 1+ DY (Usjpn| + DY

2 /12
F., 2, (s/logx) <« (log T)N/0"=2N/b
N l_[z{t/j:1|si+sj+N|1/b2

By the absolute convergence of the integrals we obtain
F(x,z1,22) < (log T)Nz/bz_ZN/b = (log T)kz_1

and the required bound for $; follows.
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3.2. Computing Sy;. The goal is to show the bound Sy, < T (log T)"2+3. By a simple (but tedious)
residue calculation, we find that

1 d d d [t \ @2, er A(z1, 22, 73)°
e € B A S S KOS
4w do dB dy \ 2n 1 (2mi) [l Gi—a) (@i +B)zi—y)

¢ (z1—22+23)/2
X <—> dzidzodzz dt +o(T) (21)
27 a=f=y=0

where A(z1, 22,23) = ]—[i< j (zj — z;) is the Vandermonde determinant and the integrals are over circles
of radii <« 1/log T enclosing the shifts and

G(x, ;) = SZ],—Zz,Z3(T)-

As before, we plan to interchange the order of summation and integration and then compute the resulting
sum. Performing the differentiation and then trivially estimating the z; integrals gives

Sy L TogTY’H7%33  max  |G(x, 2)|.
lzjl«1/log T

Thus, we are required to show that

max |G(x,z)| < (log T)kz.
|zjl«1/1log T -
Using the definition of the weight w, we have

1 /l+ioo H(w)TZw Z a(h)a(k) fz, z; (m)n*
1 hm=k

G(x,z2) = 2mi (hk) /2 (mn) /2w

—ioco w

Applying the definitions of the coefficients a(n) in (15) and f, ., (n) in (6) along with the Mellin inversion
formula (8) for the weights ¥ (n) gives

2 2N 2N .
3 aath) [z o0 B! / GG, 5,9 [ [ -2
(K)ZN

(hI) V72 (mn) 12+ w = (log x)2NB(27)2N (B

hm=kn j=1 J

where

Z (T Ty ()T (Ki)) ()

G(w,s,z)=
R 1/24s; 1. 1/24+si 1/2 1/2 1/2
(l—[lN:l hl/ +S,ki/ +S‘,+N)m1/ +wm2/ +Z]+wm3/ +Z3+wn1/2—22+w

hy--hymymoyms=k;---kyn
and N = a + b, as before. By considering its Euler product we find
¢(I+z1—22+2w) (1 —z2+23+2w)

(1—z20+2w)
2
ngzl c(1+si+sjon)'7? Hyzl t(A+sjn+w)'/?

X
[T ¢ Usi—za+w) VP TTL, £ (s jpn+214w) /og (Is jy n+2a+w) /P

Y(w,s,z) =9(w,s,z)

(22)

where 9(w, s, z) is an absolutely convergent Euler product provided o; > —%, j=1,...,2N, w > —%.
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We would first like to shift the w contour. Set « = 1/loglog T and note that

2N
l_[ij < x2N/c — TZKG
j=1

since x = T9/@+b) By (22) we have 4(w, s, z) < (log T)N?/b*+4N/b+3 3nd hence we can truncate the w
integral to |Sw| < ,/Alog T for some sufficiently large A at the cost of at most

2 /12 d
(log T)N* /P +4N/b+3=2NB 24260 oy o AC'1og T) 1_[ 5 |B+1 <T4

(K)ZN

using the fact that H (o0 +it) < ¢~ Then we can shift the w contour to the line with N(w)=—-2«/3s0

that we only encounter a simple pole at w =0. Again, we have the bound 4(w, s, z) < (log TN I/DIHAN [b+3

on the new line of integration since we have remained in the zero free region. This integral then contributes

N
« T4/3420¢ (100 T)Nz/b2+4N/b+32NB/ |H(w)|dw/ 1—[ d»;j_H _ o(l).
(—2/3) |wl O L el

Thus we obtain

Glx.7) = B12N / 90, )l—[ y ds; o),
X,2)= (logx)ZNB(zj.”')ZN (2N s, 2 1 1x f“ 0

We now shift « to 1/logx and substitute s; — s;/log x for each j to give

BZN « . y d |
G(x,z) = G Jupn (0, s/ log x, Z)Jl_[le jBH +o(1).

By (22) we have the trivial estimate
2 /12
(0, s/logx, z) < (log T)N /0 HNEFL - 9i(s;) < 1

whilst for [s;| = o(log x) we have

l_llj 1|Sl+s]+N|1/b 1_[] 1|S +N|1/b

where we have used the bounds for ¢{(s) given in (19) and (20). As before, truncating any of the s;
integrals at height ; = ,/log x leads to an error of

%(0,s/logx,z) < (logT (23)

14+ioco

2712
(log T)N /D> +4N /b+1 /
1+i/logx |S|B+1

< (log T)k +6k+6— B/Z
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which can be bounded by (log T)kz_1 on choosing B > 12k + 14. Performing this truncation in each
variable gives

B12N 1+i4/logx 1+i4/logx
(27Ti)2N v/;—ia/logx /1

which is bounded by (log T)N*/*=2N/b+1 — (log T)** using (23). The bound Sy, < (log T)F+3 then
follows. Combining this with the bound for S,;, we complete the proof of Proposition 3.

2N
d .
60,5/ logx, 2) [ [ €525 + O((log T)F' ),
j=l1 J

G(x,2)=

—iy/logx

4. Proof of Theorem 4

We first show that Theorem 4 can be deduced from the following theorem.

Theorem 5. Let o, B K 1/log T be sufficiently small shifts. Let Q(s) = any a(m)yn™ with y =T? and
0 < % and denote Q(s) = >on < a(n)n=. Suppose that there exist some fixed positive constants r and C
such that la(mn)| < |la(m)a(n)| and |a(n)| < 7,(n)(log n)€. Then for any constant A > 0, it holds that

Y o+ acd—p+B) Q) Q1 - p)
0<y<T

=, B, T)+ (e, B, T)+ 9B, @ T)+ O(T(log T)™ ™),
where $ is defined in (5) and

hya(gk) d 1 r
S p =Y Y Lshalgh )“(g ) g f [Za,ﬁ,y,h,k

8y hk<y/g
(h,k)=
+ (E) Z—ﬂ,—a,y,h,k + (Z) Za,—y,—ﬂ,h,k] dt

1 ¢d+a+pd+p+y) I Y s Sy (P =P
h ¢d+h) Ym0 Jay (P p~m D)

(24)

y=0
with

Zo By hk =
PPk

and fy , is defined in (6).

Lemma 6. Let H(s) be an analytic function such that H (o + it) <o e Cr for some constant C, and
additionally satisfies H(0) =1 and is zeroat2s = 8 —a and 2s =  — y. For ¢ > 0 let

e G fug (m)
Z T* L
Ty 2 G Py

where fq ., (n) is given by (6). Then for h,k < T with (h,k) =1and a, B,y < 1/logT, we have

Zy =hkZ, nik(T)+ O K| — logT o| —— 25
Bk Boyhk(T)+ <T( )(hk) (logT) >+ ((log T)A) (25)

where A > 0 is an arbitrary constant.
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Proof. This is similar to the proof of Theorem 1.2 in [Bettin et al. 2020]. Since (4, k) = 1 we have

1 1 [ H(E), ., 1 fa,y (k€)
Za B,v.h, K(T) = hlz 2” f s r (hk)l-i-s Z p1+B+2s ds.
Now, a short computation shows that
m+kp)p—m(1+f3+2s)

Zfa,y(kﬂ)_c(1+a+ﬁ+2s)§(1+ﬁ+y+2s) I 2mz0 Jouy (P
Q1+B+2s - {(1_{_’34_25) Zm>0 fay(Pm)P m(1+B+2s)

P Ik
This is holomorphic for o > 0 so we may freely shift to the line M (s) = 1/log 7. We then truncate the
integral at height t = +,/A’ loglog T for some large constant A’ incurring an error of size

1 ,
< e T log T (k) < Q(l 0g T) ™. 26)

Here the factor of 7 (k) owes to the fact that uniformly for o > _Z’ the product over primes dividing k is
<JJa+op ) <.
plk
Then, we can shift the contour to :i(s) = —1/log; T and encounter only a simple pole at s = 0, since we

remain in the zero-free region of ¢ (1 + s) and the zeros of H (s) cancel the other poles. Using the bound
£(s)*! « log T on the contour, the integral over the left edge is

< T—2/10g3 T(hk)—1+l/log3 Tt(k)(log T)3

whilst the horizontal integrals give a lower order contribution plus a contribution of size (26). Therefore,

1 k Tz —1/logy T
Zapyii(T) = T aﬂyhk+0<%k)(ﬁ) (IOgT)3>+0(Q(1 T)_A>

and the result follows. g

Proof that Theorem 5 implies Theorem 4. Applying Lemma 6 to Z, g, p.x in $(a, B, T), we see that the
first error term of (25) gives a total contribution

T2 —1/logs T h k k T
< (_2> (logT)3Z Z la(g )||a}f}§ )z (k) dt < T1_1/10g3T(10g T)o(l)
4 g<y h,k<y/g & !
(h,k)=1

using y < T'/2 and the conditions for the coefficients a(n). The second error term contributes <
T/(log T)°M, again from the divisor type bounds for the coefficients a(n). For the sum of the main
term Z, we ungroup the sums in terms of the ged’s g and then push the integral through to find

T hya(k) fa 7’
sy alsnaih >a<g> Zoppir(@ =Y Y AWy D a0,

hkmn)1/2
gy hk<y/g hk<y hm=kn ( )
(h,k)=

which completes the proof. O
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Now it remains to prove Theorem 5. Let

S3=S83. B, T)= Y  Cp+a)(1—p+B)Qp)Q(1—p)
0<y<T

where «, B are small (<« 1/log T'), complex shifts. These types of mean values have been considered
before by several authors [Conrey et al. 1986; 1998; Ng 2008b]. Accordingly, we shall only briefly
describe the initial steps using [Conrey et al. 1986] as our main reference.

We write S3 as the integral over the positively oriented rectangular contour I with vertices a + i,
a+iT,1—a+iT,1—a+i,a=1+1/logT:

I RA0)

S3 = i i ) Ss+a)t(1—s+p)0()Q( —s)ds.

Since Q(s) < y'77F¢, ¢(s) « t179)/2+€ and T can be chosen such that (¢'/¢)(s) < (log T)? on the
contour, we find that the horizontal sections contribute O (y'*€7T1/2+€). For the contour on the left-hand

side we apply the functional equation
g(s) _x'() =)
gs)  x(s)  td—s)

where x (s) = 7*~ V2 ((1 — 5)/2)/'(s/2) is the factor appearing in the functional equation ¢ (s) =
x(s)¢(1 —s). The integral involving —¢’(1 —s)/¢(1 —s) is given by

1/1Hi CUZ) st ars(— s+ BB —s)d
- (st o — S —s)ds
270 J1—gvir C(1 =)
1 (T ¢ a—in . . =
= — (I —a+it+a)(a—it+B)Q(1 —a+it)Q(a —it)dt
27 J1 ¢(a—it)
_ L [P gatin (1—a—it+a)(a+it+B) Q1 —a—it)Qa+it)dt
=) ;(a—i—it); a—it+a)(a+it+p a—i a+i
1 a+iT é'/(S)

((L—s+a@)(s+p)O(1—15)0(s)ds.

EETN IO
This integral can therefore be expressed in terms of the integral over the right edge of the contour. For the
integral involving x’(s)/x (s) we shift to the half-line and apply Stirling’s formula in the form

x'(3 +it) (|t|>
WA A | — o/, t=1.
(1) og| 5 +O0(1/t])

In this way, we find that

S3=J(, B, T)+1(e, B, T)+ 1B, @ T)+OT/*¢

where

1 T
J(a, B, T) = > /1 log(t/2) + O(1/D)]¢ (3 +a+it)¢ (5 +B—it)|Q(3 +iz)]2dt
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and

B 1 a+iT é'/(s)
I(“’ﬁ’T)_E/;H R

It remains to show that J(a, 8, T) = $(a, B, T) + O(T (log T)~*) where ¢ is given by (5) and that
I(a, B, T)=9(, B, T)+ O(T (log T)~4) where J is given by (24).

4.1. Computing J. The integral J can be computed by integrating by parts and using well known
formulas for the twisted second moment of the zeta function. In our case (with the shifts o, ) these mean
values have been considered by Pratt and Robles [2018]. After a slight rephrasing, their Theorem 1.1
states that

T
/ c(b+a+inc(S+p—ir)|o(+ir)| dr
1

By a(gh)a(gk)/ [ (1+a+ﬂ)+( )“"‘ﬂ{(l—a—ﬁ)]dt
hBk 2 h—ak=F

e<y hk<y/g !
(h,k)=

+ O(T30y33/20) 4 o(y!2T 12y,
Thus, after integrating by parts we see that J is indeed given by $ plus an acceptable error.

4.2. Computing I initial manipulations. Instead of working directly with I (¢, 8, T) we work with the
integral

““4( ¥)
Ho=Tap(v) 1= 5— —) C(s+a)(1—s+p)Q(s)O(1 —s)ds (27)

so that
d
I((X, 18’ T) = _(j{(x,ﬁ(y)
d')/ y=0
As with the other shifts we will assume throughout that y < 1/log T and derive our formula for 3, g(y)
with error terms uniform in y. The differentiation can then be performed by applying Cauchy’s formula
over a circle of radius < 1/logT.
In (27) we apply the functional equation ¢ (1 —s 4+ 8) = x (s — )¢ (s — B) and then expand each term
as a Dirichlet series to give

pmpa(hyak) 1 o+ mymym3mgh\ ™"
i X ez [, oo () e
u(my)a(h)a(k) 1 [fepHT mymomsmgh\ "
o (s

B - mz%:m i mﬁm§+y ‘Hﬁhﬂkl—ﬁ 270 Ja—pyi k

bmyatk)y 1 [ep+T m\ *
= e ., (7)) @

—B+i

my,my,m3,ma,h,k

k<y
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where
bmy= Y pulmpmy my“mia(h). (28)

mimymszmash=m
h<y

Note that we have

b(m) L tyxa(m) L t,44(m)(log m)c.
This integral can be evaluated by the following lemma.

Lemma 7. Suppose that B(s) = Zn b(m)n=* for o > 1 where b(n) K 1, (n)(log n)h for some nonnegative
integers ky and 1. Let A(s) = any a(n)n™" where a(n) < 1, (log n)k for some nonnegative integers
ko, lp and T < y < T for some € > 0. Then

c+iT

k
T x(1—=5)A(1 —$)B(s)ds = ? Z b(m)e(—m/ k) + O(yT'/*(log T)k1tketlithy
Tl Jeti k<y m=<nT/2n

wherec=1+1/logT.
Proof. See [Conrey et al. 1998, Lemma 2]. (]

Applying Lemma 7 we obtain

B bm)e(~m/k) e
k<y m<Tk/2m

Following [Conrey et al. 1998], we now express the additive character e(—m/ k) in terms of multiplicative
characters. We write m’ =m/(m, k) and k' = k/(m, k) so that

kK 1
S rem) =28 Y tx=m)

e(—m/k) =e(—m'/k') = p ;
x (mod k") ¢ () ¢ (k) X#xo (mod k")

1
¢ (k")

where 7 () denotes the Gauss sum. The first term here will lead to the main term whilst the second term
will give rise to the error. When computing the error term we wish to apply the large sieve and hence it is
necessary to express the sum over characters in terms of primitive characters. To this end we write

>y (q) (")r<w>w(m>

q |k ,q>1y (mod q)

1
— > t(ox(-m)=
¢ X#xo (mod k)

¢( p)

where the * denotes that the sum is over primitive characters. After an application of M&bius inversion as
in [Conrey et al. 1998, Formula (5.10)], we have

d)(lk,) Y tGox=mh= Y ZZEZ—;? oy ( ) ( )r(ww(——)

X#xo (mod k') d|(m,k)eld qlk/e.q>1v (modq)

= > S Y w( )8(qkdw>

q|k.g>1y (modq) d | (m,k)
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e (kN (4
0.k d.9) = le; ¢<k/e>‘/’( eq)‘”(e)“(eq)'

where

elk/q
Therefore, we can write
H=M+E+ 0T, (29)
where L
a(k) b(m) u(k/(m, k))
./‘/(/= ’
,;klﬁ mf%:/h mP ¢ (k/(m, k))
a (k) b
%zZZf_; 3 (’”) S Y i Y w( )8<q kod, ).
k<y m<Tk/2n q | ky (mod q) d| (m,k)

g>1

4.3. Computing the main term M. We compute I essentially by applying Perron’s formula to the inner
sum although there are some arithmetic complications to deal with. We first unfold the definition of b(m)

to write
(h)a (k) c(n) u(k/(nh, k))
=37 2 ,
hk<y hPKIF n<Tk/27h n? ¢ (k/(nh, k)
where
cmy= > uny ny*nf. (30)

ninyn3ng=n
We then group the terms /4, k according to their greatest common divisor g = (&, k) and obtain the formula
a(gh)a(gk) c(n) p(k/(n, k))
M= 2 2 -

T ghPKIF p
=i 8Pk i T K/ ()

On grouping together terms for which (n, k) = d we obtain

a(gh) a(gdk) p(k) c(dn)
M= Z Z Z Z dkl—B (,b(k) Z nb
8=y h<y/g d<y/g k<y/dg n=<Tk/2mwh
(h,dk)=1 (n,k)=1

To encode the dependence of d in the innermost sum, we use the following lemma.
Lemma 8. Let j, D e Nand let f1, ..., f; be arithmetic functions. Given a decomposition of integers

D =d;---d;, define D; = ]_[ft;ll d, for1 <i < j—1and D; = 1. The following identities hold:

Yo (ko fmDy="Y " > filmd)) frlmad; 1)+ f(mydy),

m=<x dy--dj=D my---mj=<x
(m, k=1 (m,- kD;)=1

Z (fl*fZ*ms*f])(mD) Z 1—[ Z f(md]+1 z)

(m.k)=1 dy-d;j=D i=1 (m; kD;)=1 ;
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Proof. The second identity is [Conrey et al. 1998, Lemma 3]. The first identity follows from the same
method of proof. g

From Lemma 8 we see that the innermost Dirichlet series in . may be written as

Z Cn(:ljs): Z Z w(mds) Z (mad3)™" Z (m3dy)™®

(n,k)=1 didydzdy=d (my,kd1drd3)=1 (ma,kdydr)=1 (m3,kd))=1
XY (mad))P (mymamamy)~CP
(ma,k)=1
= Z u(dy)dy” dyd? Z p(myym;* =’ Z my? 7P
didydydy=d (my kd)=1 (m2.kdydp)=1
X Z m;a_‘v_ﬁ Z my*
(m3,kdi)=1 (mg,k)=1
_LOEGHy RGP o
g(s+p)
where
G kdy= Y pdpd; dyal TTa—p=H~!
didrdzdy=d plkd
< [[ a=-p= 7 [Ta-pH]Ja-p. @D
plkdidy plkd plk
Note that G (s, k, d) is holomorphic in the region o > 0 and that for o > % we have the bound
G(s.k.d) < u(d) [ (1+10p™) < t(d)t(kd) (32)

plkd

since the shifts are all bounded by 1/log T and d, k < T. Also, by changing the role of d», ds, ds, we
can write

G(s,k,d)= Z M(d4)d3_yd§d1_"‘ 1_[ a1- p—s—ﬂ)—l

didrdzdy=d plkd
x [T a-p* A J[a-pH][a-p>H. 33
plkdidy p | kd plk
as well as
Gokdr= Y wndlayear TLa -
didrdzdy=d plkd
x [T a=p [Ta-pHIJa-p=7H. 34
plkdids p | kd, plk

These alternative formulations will be useful when recovering the second and third Z terms of (24).
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4.3.1. Perron’s formula. We employ the following version of Perron’s formula to evaluate the innermost

sum in JL.

Lemma9. Let f(s) =Y -, ayn~" be a Dirichlet series with abscissa of absolute convergence o,. Let

o

Boy=) 4,

n=1

foro > a,. Then fork > o0,,x >2,U >2,and H > 2, we have

B 1 Kk+iU X3 )CKHB(K)
Za"_ﬁfmy f(s)?ds+0( > Ian|)+0<T).

n<x x—x/H<n<x+x/H

Proof. See [Liu and Ye 2007, Theorem 2.1]. O

Applying Lemma 9 with U = exp(cy/log T), H = /U and k = 1 + 1/ log T we find that

k+iU s
g can §(s)§(s+a+ﬂ)§(s+ﬁ+y)G(S’k’d)<T_k> ds

n<Tk/2rh nf i Jeiu S(s+pB) 2nh) s
(n,k)=1
c(dn) Tk (log T)¢
0 o ——=——).
' ( 2 nf >+ <h VU

kT /QRah)—kT | Q2uhU)<n<kT]Quh)+kT|(2wh/U)

From (30), we have |c(n)| < 4(n) for n < T2, and thus by Shiu’s bound for short divisor sums [Shiu
1980, Theorem 2] we have

2

kT/Qah)—kT [ Q2uhy/U)<n<kT]Quh)+kT/2wh/U)

< > w(d)nn) < ud)
kT /2 h)—kT | 2rh/U)<n<kT/Quh)+kT/Q2rnh/U)

c(dn)
nb

kT

log T)*.
o et

Therefore the error terms contribute to Jl at most

|a(gh)| la(gdk)| t4(d) Tk c
L X 2 2 gw g T

8=y h<y/g d<y/gk<y/dg

2
<<Z|a(§)| Zla(hh)l ) M ) '“Z‘)'L(lognc’

gy h<y d<y/g k<y/dg vU

< T a T)CN
—(lo R
U g

N

where we have used that |a(mn)| < |a(m)a(n)| and |a(n)| < 7, (n)(log n)€.
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Moving the contour to the line 0 = 1 — ¢/log U, we encounter three poles. Using (32) and that
£(s)*! « log U in the zero free region, the integral over the left edge of the contour leads to a contribution

1—c/logU
(log U)* Z Z Ia(gh)l Z Z Ia(gdk)|r4(d)r(kd)< ; ) <« T exp(—cy/log T).

1-p
8=y h=<y/g d<y/gk=<y/dg dk ¢ k)

The integral over the horizontal lines contributes at most

(logU) Yy |a<gh>| Yy kedbin@rkd (Tk/h) <K T exp(—cy/log 7).

1-p
8=y h<y/g d<y/gk<y/dg dk 40

Therefore, we arrive at

a(gh) a(gdk) (k) o
Mm=>"3" >y W o ® ress—. (F(s)) + O(T exp(—cy/log T)), (35)
8=y h=<y/g d=<y/g k<y/dg z=1
(h.dk)=1 z=l—a—p
=1-p-y
where
F(s) = §(S)C(S+Ol+ﬂ)§(5+5+)/)G( k.d)- ( Tk )
¢(s+B) 21h
4.3.2. Computing the residues. Let us first analyse the contribution from the residue at s = 1. This is
given by
a(gh) a(gdk) uk)td+a+pd+p+y)
ZZ prae I DD D= Gl k.d)
g<yh<y/g " d<y/g k<y/dg kP9 ¢d+p)
(h,dk)=1
a(ghagk) (17 1 ¢(1+a+pt(+B+y)
= — kP —— (k)G (1, k, d)dt.
"L X Ty W 1+ 5) D K kG k.

g<Y hk'<y/g kd=k'

(h,k)=1

We will show that the integrand is given by Z, g, ».x. From the definition of Z we are required to show

that
m+k, m(1+p)

(36)

ﬁ_ NG, k. d m>0fay(p )
k;{/ 5% uwk)G, k,d) = pl:l[k, Y o0 fay (P p 0P

where we recall that

fa,y(n) = Z u(nl)n;“n;’/.
ninan3=n
To prove this identity we first manipulate the right-hand side of (36). Note that
—my

_ p—(x(m+1)+)/ _ p—(m—l)y +p—am+y

1—pr—@

fa,y(pm) - P



1614 Winston Heap, Junxian Li and Jing Zhao

and hence 1p)

[T furomp ™9 =[] e s

, _ 4o+ _ =4y +

plk m>0 pIK (=p wrh (I —p ’ ﬂ)

and
pathty+l <(pyﬁ11)£_yk5’ _ (p“félzf'“k; )
mtkyy p=m(1+6) _ prr -1 prrt -l
[T X sertr -1 ai

p kp & m>0 pk;’ N2

B 1_[( Vkp(l p }’) B p(l p ) )
— 2 N A=—pm Py (pma—p7r)  (I—p~Urath)y(p=a—p=r) )’
s

Therefore, the right-hand side of (36) is given by

e, (L= p 1Y (A — pe) e, (1= p~ et —p77)
[{pm =7 —p=) P A (e —pny )’ 37
oIk I-p Yp~V = p7%) (I-p Y(p~*—=p77)
For the left-hand side, we find by the definition of G (s, k, d) in (31) that
3 kﬂmu(k)G(l ked)=[]a=p"H7" Y uk) DY ulda)dy"dy® (kdy)P
kd=k’ plK kd=k’ didydzdy=d
x [T a-p? 77 A JTa-p'h.
plkd\d, p L kd,

We first combine the two sums and write them as a single sum over the condition kd;drdzds = k'. We
then write kd; as £ and obtain

[Ta-p"H7" > w@yds”ay e [Ta-p v HIJa—-p P Z (k)

plK Ldrdzdy=k’' plids ple kdy=
=[[a-p"H7 Y u@ydy7d;* [Ta—-p™ 7775,
plk drdzds=k' pldz

For the sum over d; we have

Y wldadyTdy® [Ta—p= )

drydzdy=k’ pldy

= [T ( X pr&mpema—p - = prr&mtom pramq_p=(trih)

pk;, Il & 1<m=k), 1<m=<k),—1

by — p—yu«;—l))

_ 1_[ p—ak;, (1— p—(1+y+ﬁ))(1 —p7) — a1-— p—(1+a+ﬁ))(1 — p—V))

+p
p (p~7 —p™%) (p~®—p77)
PPk

and thus after multiplying by [ s — p~'7P)~1 this is equal to (37). Equation (36) then follows.
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When computing the residue at s = 1 —« — 8 in (35), we get a factor of

1 T l—a—p T/27 t —a—p
) = () e
l—a—8\27 0 2

In the arithmetic sums we see that the effect of changing s from 1 to 1 —« — 8 is to replace (o, ) by
(—B, —a) after using the expression for G (s, k, d) given in (33). This is precisely the behaviour of the
second Z term in (4) and hence we obtain this term. Likewise, for the residue at s =1 — 8 — y, the effect
of changing s from 1 to 1 — 8 — y is to replace (y, B) by (—8, —y) after using the expression (34) for
G (s, k,d). This gives the third Z term.

4.4. Bounding the error term €. In this section we give unconditional bounds for € when a(n) satisfies
la(mn)| < la(m)a(n)| and |a(n)| <K 7,(n)(log n)c for some r, C > 0.

The error term € in (29) can be rewritten as

IEDIRIDD “(’)‘?)ﬂz(xq ke dy) Y %::%1—%%2

2<g<y ¥ (modq) k<y/q d|kq m=<Tkq/2rd

where

x - a(kq) b(md)y (m)
=) 2 TN ) g 2 dakedy) ), e

2=g=<ny (modq) kq<y d|kq m<Tkq/2rd
* a(kq) b(md)y (m)
=Y Y Y S sk Y PO
<22y v (@ed (kq) (md)
<g=< q) kg=y d|kq m<Tkq/2nd

We use Siegel’s theorem to bound € and the large sieve inequalities to bound €.

Proposition 10 (small moduli). Suppose there exist some positive constants r and C such that |a(nm)| <
la(m)a(n)| and |a(n)| < 7, (n)(log n)€. Let A > 0 be any fixed constant. Then for n < (log )4, we have

€1 < T exp(—cy/log T)n>/?+e,

Proposition 11 (large moduli). Suppose there exist some positive constants r and C such that |a(nm)| <
la(m)a(n)| and |a(n)| < 7, (n)(log n)C. Then there exists some C' = C'(r, C) such that forany 0 <n <y,
we have

%2 < (IOg T)C’Tn—l/2+€ +yT1/2+e+y4/3T1/3+€ —|—y1/3+€T5/6+6.

Proof of Theorem 4. Combining Proposition 10 and Proposition 11, With n = (log T)C" for C” large
enough, we find that ¢ <« T (log T)~* provided y = T? for some fixed 0 < 5. Theorem 4 follows. O



1616 Winston Heap, Junxian Li and Jing Zhao

5. Proof of Proposition 10
To prove Proposition 10, we use the following lemma.

Lemma 12. Let ¢ (mod q) be a nonprincipal character with g < (log T)* for some constant A. Then
forT <« x < T*andd < T, we have
b(md)y (m) ,
Y <xexp(—cy/logx)(w x la)) (@) (@),
m=<x m
where

j@=JJa+10p7"7.
pld

Proof. After an application of Lemma 9 with k = 14+ O(1/logx), H = +/U with U to be determined
later, we have

Zb(md)w(m)_l “HiU ~ b(md)y(m) ds

= —+ F
= mb 2Tl P mbB+s X p +
where
X —K
E< 3 bndy |+ 7= 3 by ()~
x—x/VULm<x+x /U n>1

From (28), we have

b(md) < (md)* (4 * |a|)(md).

Therefore, the second term above is bounded by (x/ VU) (14 % la|)(d)(log x)¢ and in fact, the same bound
holds for the first term. To see this we use [Ng 2007, Lemma 6.4] which states that

Y (wxa)n) Lullogt)am)/nl;
t—u<n<t
forx/2<t—u<t<x,T<Kx< T?, u = x/U with exp(c/logx) < U <logx/loglogx, and a(n)
supported on integers less than or equal to y < +/T. Therefore,

E< iUm x|a))(d)(log )€

Now it remains to compute

/K”U bmd)y(m) ,ds

—iU mﬂ” S '

We shall move the contour to the line 9i(s) = 1 — ¢/ log(¢qU) for some absolute c. To do this we first
express the function ), b(md)y (m)m =P~ in terms of L-functions.
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Applying Lemma 8, we have

Z b(md)y (m)
ms+B
_ Z Z p(myds)y (my) Z (mady) ™" Y (m2)
- s+B s+B
dydydydyds=d (m,d1drd3ds)=1 m (m2,d1drd3)=1 My
" Z (m3d3):;ﬂ(m3) Z (m4d2)f+1£(m4) Z a(dels):ﬁ(mS)
(m3,didp)=1 ns (ma,dp)=1 my ms s
1u(ds) ( W(p))_l y ( ¥ (p) )
O TT(1-= ;" L(s+B+v. %) 1— ==
f;:d L(s+8,v) 11;!1 psth 4 ) lgﬂ& pSHBty
d
xdy"Ls+B+e.y) [] <1 - —‘fffja>d§L(s, v ] (1 - W(f)) 3 a(ms ls)jﬁ(””)
pldid p pld p ms ms
L(s+B+y, ¥)L(s+B+a, Y)L(s, V) v(p)\~ Y aif
- L(s+8, ) ]‘[(1 B p“ﬂ) 2 Ty
pld [ di=d
v (p) > ( v (p) > ( w(p))
x - ——== 1— 1 — =2 AGs + B, dy),
P|t111_61[2d3< p R Pll;[dz p o Pl;ll p

where

Als.r) = Z a(mi;?)lz(f(m) _ Z a(mi;?)iz{f(m).
m mr=<y

To bound the horizontal integrals when moving the contour, we need some bounds on the sum

> b(md)y (mym =P~

for N(s) =1 — O(1/loggIs) with Is > 1. Assuming that

la(mn)| < la(m)|la(n)],

we have

la(m)] - -
A, ) a0 Y —5 < la@)llla@)/nliy ™" < la@)|(logx)©y =,

m=y

We also have, for 1 —N(s) < 1/logq|Is| and Is > 1,

W L L(s,¥) < (IqumsDc-
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Therefore, when 1 — 9i(s) < 1/log ¢|3s| and Js > 1, we have

3 b(md)y (m)

g << (ogg|s)C (@) (zaxlal) (@) (og 1)y T, (38)

m

There is at most one simple pole for ) b(md) vy (m)m =P for all nonprincipal characters ¥ (mod q)
with ¢ < T in the region

c
s:0+it|0201(1)3=1——}7
{ logq(|7| +2)

where c is some absolute constant. By Siegel’s theorem, if this pole exists, then it is a real number 8 such
that 1 — 8 > ¢~ €. Thus,

3 b(md) (s) /"”U)“U b(md)w(m)xs ‘ Sou Z b(md)y (m) x*

mﬂ m5+,3 ms+ﬂ Ky

1(U)—=iU

m<x

+ %(m *]a)(d)(log(qUx)C + —=(z *la))(d)(logx)C, (39)

VU
where the third term is the contribution from the horizontal integrals using (38). Using (38) again for the
first integral we have
o (U)+iU b(md m
/ PRIV L« (log(qUie)© j(d)(xa + la @)x™©)
o

W(U)—iU ms+h

. log x
L jd)(tg=xlal)(d)x exp(—c ) (40)
logqU

For the residue at 8, we have

1
o og )eA) < xexp(—c’y/log x) 41)

by choosing € < 1/2A. Combining (39), (40) (41) and choosing U = exp(c,/logx), we have for
g < (logx)*,

1
P x!—1 <<xexp(—0qi> <<xexp<

b(md
Z W < j(d)(ta*lal)(d)x exp(—c'y/logx). -

m

Proof of Proposition 10. From [Ng 2007, Lemma 6.6], we have
(d,k)loglogT

¢ ()P (q)
for primitive characters ¥ and kg < T. From [Ng 2007, Lemma 6.7], we also have
(d, k)h(d)
Z —— LU= ®)h()/nl (43)

d|kq
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for positive multiplicative functions /. Using (42), (43) and properties of a(n), we have

a=3 Y Y a(I;Iq)ﬂ S s kg doy) Y —b(”(l:l)dv)fﬂ(m)

2=g=ny (modq) kg=y d|kq m=Tkq/2wd

la(kq)] (d,k)loglogT . Tkq )
d d)—2L exp(—c'\/log T
<<;¢(q)ﬁk;, ta d% sl DT laD@= el '\/log T)

<<Z 32 Z Ia(kq)l Z (d,k)j(d)(m*Ial)(d)Texp(_c//\/@)

d
q=n kg<y d|kq

k d. k)r(d
< la@lg'? laiﬂ > T

q=<n kq=<y d|kq

E;“ *lal)(d) T exp(—c"/log T)

k)|t k k
< Yla@lrgyg? Y LETOEHD® oty ) nl T exp—cflog T)

k
q=n k<y
< nPHT exp(—""/log T)
where we have used j(d) € 7(d) < t(k)t(q). Il

6. Proof of Proposition 11

6.1. Initial cleaning. The proof of Proposition 11 is similar to [Bui and Heath-Brown 2013], and we give
the exposition by considering Type I/II terms. One main difference is that our coefficients a(n) are not
supported on square-free integers. This affects the treatment of §(gq, kg, d, ) in the initial cleaning stage
to remove the g-dependence on d in the sum d | kg. In our case, a(n) is not supported on square-free
integers, but we can still remove the condition d | g by exploiting the fact that ¢ has conductor q.

We write k = k'k,, where (k', g) = 1 and kg is such that p |k, = p|q. Then we have

B ndfe) [ Kk, (d\ (Kk,
Sagkgd) = ) ¢(kq/e>‘”( ; )‘”(e)“( ;)

e (d,k)

Since ¥ is a character modulo ¢, only the terms e = k,¢’ with (¢’, ¢) = 1 contribute to 8(q, kq, d, V).
Thus, only the terms with d = kqd’ such that (d’, g) = 1 contribute to §(q, kq, d, V), in which case

_ wdfe) s KN EN (N 2500 k0 @
6(q,kq,d,lﬁ)—elg;k/)qs(k,q/e)w( e)‘ﬁ(g)ﬂ(g)—é(q,kq,d,l/f).

It follows that

- a(kq) b(md)y (m)
=3 3 ) )f’ﬂZMq,kq,d,vf) 3 %

N=q=y ¢ (modgq) q<y d|kq m<Tkq/2nd

a(k kq) b(mdky)yr (m)
Y T Y Y M S Y Ml
N=q=<y ¢ (modgq) kg<y k kq<y dlk m<Tkq/2nd

kg 1q* (kq) 1
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Note that

e
8(q. kq.d. ¥) <Y <> E(1og log T) < (loglog T)?dk "¢ ™!
eld eld

1
¢ (kq/e)

since ¢ (n) > n(loglog n)"'and o (n) < n loglogn. Applying this along with the bounds |a(mn)| <
la(m)||la(n)| and |t (¥)| = ¢'/*> we have

e Y UG Y Yy BE(Y)

Z b(mdky)yr (m)

B
e Y (modq) ky=y k=v/ak, ik m<tigna ko)
kg 1g™ (k,q)=1
la(q)| * la(dky)| la (k)] b(mdkg)y (m)
KU TE 2 2 X e X | X T mdiy |
n=q=y ¥ (modq) ky<y d<y/qk, 9 k<y/qk,d m<Tkq /2 q
kg 1g> (d,q)=1 (k,q)=1

After grouping k,; and d together and removing the condition (k, g) = 1 by positivity, we obtain
la(g)] * la(d)] |la (k)]
LR D= DD il Dle
n<q<y ¥ (mod q) d<y/q k=y/qd

We divide the summation over k, ¢, d into dyadic intervals K <k <2K,0<¢<20,D<d<2D
where

> b(md)y (m)
(md)P

m<Tkq/2n

n<Q<y, KQODKy (44)
to obtain
la(q)] la(d)] Ia(k)l * b(md)y (m)
%z<<Z Z Y Z 2| X T |
K g~0 d~D ¥ (mod gq) m<kqT /2w

Here )y is used to indicate the summation of the dyadic partition, so that Yy 1 <logT,and Y, _y
means ) _y.,,y- Upon bounding by the maximal dyadic sums we find that there exist some (K, Q, D)
satisfying (44) such that

% < (log T)° Z la(d)] Z Ia(k)l Z |a§32)| 5

¥ (mod q)

Z b(md)yr (m)
(md)P

m<kqT /2w
Applying a(n) < 7,(n)(log n)€ and the crude bound a(g) < g€ we arrive at the following

(log )¢ |la(d)|
% KQ3/2 € Z Z Z X<2KQT
g~Q ¥ (mod g)

Z b(md)yr (m)
(md)f |

where b(n) is defined in (28).

6.2. Combinatorial decomposition. To evaluate the sum over m, we apply Heath-Brown’s identity to u
to decompose b(n) into O ((log 7)€) linear combinations of functions of the form (f % g)(n) where g
is supported on integers of short lengths and g(n) = n“y¥ (n) (Type I) or both f and g are supported on
integers of short lengths (Type II). For Type I terms, we obtain cancellation from the sum over ¥ using
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Pélya—Vinogradov inequality. For Type II terms, we obtain cancellation using the large sieve inequality
on short Dirichlet polynomials.
Let M(s) = anzl ;5 w(n)n™*. From Heath-Brown’s identity

= 1)7~1 M)+ ——(1—M I
m) g;]( () MG s (= M)

we have for n < z,

— 1 @G- 1@
= Y DI (NI s

1<j<J

Since md <« KQT <« yT « T3/, we can take z = T3/2. On splitting each range of summation into
dyadic intervals, we see that b(n) can be written as a linear combination of O ((log T)?/*3) expressions
of the form fi*---* fo743(n), where f; are supported on dyadic intervals [F; /2, F;]. For terms in which
fi is absent, we set F; =1, and take f;(1) =1, fi(n) =0,n > 2. For F; > 1, we have
fl'(n)zﬂl[l’zlﬂ](l’l), i=1,...,J,
fim=1, j=J+1,---,2J—1,

frm)=n"", funm)=n"% fira=nP,  fr=a).

Note that F»;,3 <y and F; < T%?/ fori =1, ..., J. By Lemma 8, we write
bmd) _ fi*---* foy43(md) _ Z g1kt gy s (m)
(md)P (md)P 1 2743
dy---day3=d
with
gim)=gi(m;dy,...,d)= find)Gnd)™F i m, l.)i) = 1. where Di =di---di1.
0 otherwise.
Therefore,

D (g1 xgag3) )y (m)|.

m<x

(log T)¢ la(d)]
é; KOQg3/2 € ; Z - Z Z Z x?;,%’&

dyji3=d g~Q ¢ (mod q)

If x < (yT)'/?, then we can bound trivially

(logT)*© la(d)]
el sy Ol 5 5y

Q2y!/2T1/2+e

Z g+ *g21+3(m)1b(m)‘ L=

3/2—
Fi d<y di--drj13=d qg~Qy (mod q) ' m=x KQ €
L yT/**e, (45)
Thus, we arrive at the bound
(log T)© la(d)]
€< o > - SQ.T.d) (46)

d=D
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where

go.T.H=Yy S 3 3" ma

Fi dydyyi3=d g¢~Q ¥ (modq) OT)2=x<2KQT

D (@ kg Y (m)|  (47)
m=<x
and each g; is supported on [G;/2, G;] with G; = F;/d; and [[; G; < x.

Let x 3> W > x?/3 be a parameter to be chosen later. We see that there exists an i such that G; > W
(Type I) or there exists a subset S C {1,...2J 43} such that x/ W < [[;.g Gi < W (Type II). Indeed,
if there is an i such that G; > W or x/W < G; < W then we are done. Otherwise we may suppose
G; < x/W for all i. Since ]_in;r3 G; > x > W, there exists an iy such that ]_[iozl G; > x/W and
]_[i":_ll G; < x/W, and thus

X © G X x W
W«EI<WW<.
6.3. Type I terms. For Type I terms, we make use of cancellations of character sums. When x >
(yT)'72 > y3/?, we have y « x?/*> « W. By taking J large enough, we also have z!// « T3/?/ «
T3 « x2/3 « W. Thus if there exists i such that G; > W, we must have i € {(J+1,...,2J +2}.
By an application of Mdébius inversion, the Pélya—Vinogradov inequality and partial summation, we
see

Y nfvn) < T(D)g'*logq
ni~G;

(n;,Di)=1
uniformly for ¢ « 1/1log T. By grouping the rest of the functions in the 2J +3 convolution to a function g,
we see the sum over m in (47) becomes

5 , x
Z g(m)yr(m) Z (n;d) v (n;) < WQI/ZTG‘
mn; <x niNF‘i/d,'
(ni, Dj)=1
Therefore, the contribution from Type I terms to €, is bounded by

(logT)“ KQOT ) Q>T!+e
e T )

6.4. Type II terms. For Type II terms, we use the large sieve inequality to obtain cancellations. To start
with, we have from Perron’s formula

1 Kk+iU N ds
Z (g1 -k gay43)(m)Y(m) = s / B(s, ¥, d)x*— + O(T*),
m<x Tl Jy—iU S
where d = (dy, - ,dyjy3), U= 720 and k < 1/log(K QT) and

B(s, ¥, d) =) (1% gay43)(m)y (m)m™.
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The error from O (7€) can be bounded by

(log T)©

2e 1/2+€ e 14€
Ko< Q3/2_EQ T'<KO" T Ky (49)

and thus

/ * U -
SQO.T.d<Y Y > > /UM|B(K+it,w,d)|dt+yl+é. (50)

_ 1+t
F;  di-dyj+3=d q~Q ¢ (mod q) +l

Let H;(y,1) =3 ,., & (n)y (n)n=*~" and write

2J+3
B +it,y.dy= [ Hi(p.t) = AW OB, 1)
j=1
where (Y, 1) = [[;cs Hi(W, 1), B, 1) = Higs H; (¢, t) are Dirichlet polynomials of lengths A, B
respectively with A, B << W from the definition of S.
It is enough to bound uniformly for 1 <V < T2,

1 - v
v 2 / A, DB, 1] dt. (51)
\%4

q~Q Y (modg)*

After an application of the Cauchy—Schwarz inequality and the large sieve inequality in the form (see
[Iwaniec and Kowalski 2004, Theorem 7.17])

>y

g~Q v (modg)” Y

Vv 2
dt < (Q*V +H) Y |hul*,

D hpmym™"

m<H

we see that (51) is bounded by

1 * v 1/2 * v 12
(> > |, 1)|* dt > > By, 1)|* dt
\% \% 14

g~Q ¥ (modgq)* — q~Q ¥ (modgq)* ~
L tr(d)(log T) VT (Q?V 4+ A)A(Q*V + B)B)'/?
< tr(d)(log T) (AB)2(QV*(A+ B)'* + 0*) + (log T)“ ABV !

for some positive integer R since g;(m) < t,(md)(log md)C/ <L t-(m)t-(d)(log T)C/. Applying this in
(50) and then (46) we see these terms contribute to €, at most

(log T)® (Z la(d)|t213(d)TR (d))

sup (AB)V2(Qv=V2(A+B)'/>+ 0%+ ABV™

K Q3/2—¢ oy d 1<V <T
ABLKQT
< (logT)C/QE sup (TV2WI2y=12K=12 4 oT12K=12 f T =12y 1)
ISVLTY

L (log T)C QT PW'\ 2K =12 4 QT2 4 T Q7 1/%), (52)
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Let W = (K QT)*/3. Combining (45), (48), (49) and (52) we have
Co < YTV 4 (log T)C (yT1/2+e 4 Ty /2% 4 y13T5/6+e)

and Proposition 11 follows.
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