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CHAPTER 1 INTRODUCTION

The Internet of Things (IoT) has emerged as a way to revolutionize the future of communication

and change the way we interact with things around us. IoT promises to enhance human lives

by connecting all the devices that benefit from an Internet connection, improves sustainability,

and safety for industry and society, by sensing the environment and making decisions based on

the acquired information. It is expected that by 2025 there will be around 22 billion connected

devices [40]. To realize the future of IoT, the need for new communication technologies connecting

the massive number of devices to support the wide variety of IoT applications is critical.

Along with the traditional cellular (e.g., 2G, 3G, LTE [121]) and existing wireless technologies

(e.g., WiFi [53], Bluetooth [16], IEEE 802.15.4 [1], WiMax [138, 146, 100]), the recently emerged

Low-Power Wide-Area Network (LPWAN) technology promises to support the diverse require-

ments for IoT applications. LPWAN is characterized by long-range, low-power, low-cost, for

both the devices and infrastructure, and support for massive number of devices [40]. Due to their

increasing demand, several competing technologies are being developed including LoRa [77], Sig-

Fox [115], IQRF [58], RPMA (Ingenu) [57], DASH7 [32], Weightless-N (nWave) [135], Weightless-

P [135], SNOW (Sensor Network Over White Spaces) [106, 107, 108], LTE Cat M1 [79], EC-

GSM-IoT [49], NB-IoT [88], and 5G [90]. Despite their popularity, LPWANs are designed for

low-power and low data rate operations. Most LPWANs use narrowband channels to decrease the

noise level and extend their transmission range, limiting their adaptability in many IoT applica-

tions. Furthermore, some LPWANs are required to duty cycle (e.g., LoRa) or operate in a dynamic

spectrum (e.g., SNOW).
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As the number of IoT devices increases, many devices in an LPWAN can be mobile. The

usage of drones, tractors, and vehicles makes mobility a key concern for several applications (e.g.,

agricultural IoT). Most LPWAN technologies are not designed to handle mobility. Cellular-based

LPWANs rely on the existing wired infrastructure to enable mobility where such infrastructure

does not exist/is limited in many rural areas. For example, in remote areas (e.g., farms, oil fields),

often there is weak or no cellular coverage at all. The high cost of subscribing to cellular services

is also hindering the adoption of cellular-based technologies. In other LPWANs, handling mobility

is quite challenging and not well-addressed yet.

In this dissertation, we first identify the key opportunities of LPWAN, highlight the challenges,

and show potential directions for future research. Second, we exploit LPWANs to demonstrate the

versatility of their applications. Specifically, we develop a novel approach to enable applications

that involve mobility in LPWAN. We propose the following work.

To enable efficient inter-network mobility, we propose to handle mobility in LPWAN over white

spaces. Specifically, we consider SNOW. Our approach enables inter-SNOW mobility by designing

a dynamic CFO (Carrier Frequency Offset) estimating and compensation technique that considers

the impact of the Doppler shift. Also, we proposed a mobility-aware subcarrier assignment to

circumvent the impact on the geospatial variation of white space within the same SNOW. Finally,

we propose an energy-efficient and fast base station (BS) discovery approach which utilizes the

signal features to distinguish between the TV station and SNOW BS and a lightweight cross-

layer technique to associate the mobile nodes with the BS. Finally, To demonstrate the feasibility

of our inter-SNOW mobility, we implement and evaluate our approach using USRP and Texas
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Instruments (TI) CC1310 devices in different environments.

Finally, we present RnR (Reverse & Replace Decoding), a novel PHY-link layer collision de-

tection and recovery technique designed for Wireless Sensor Network (WSN). RnR can recover

packets from a single collision and can be easily adapted in LPWAN.

The rest of the dissertation is organized as follows. Chapter 2 presents the opportunities and

challenges in LPWANs. Chapter 3 describes handling mobility in LPWAN. Chapter 4 presents the

design of RnR. Chapter 5 discusses future work. Chapter 6 concludes the dissertation.
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CHAPTER 2 LOW-POWER WIDE-AREA NETWORKS: OPPORTUNITIES,

CHALLENGES, AND DIRECTIONS

LPWAN is an emerging network technology for IoT which offers long-range and wide-area

communication at low-power. It thus overcomes the range limits and scalability challenges asso-

ciated with traditional short range wireless sensor networks. Due to their escalating demand, LP-

WANs are gaining momentum, with multiple competing technologies currently being developed.

Despite their promise, existing LPWAN technologies raise a number of challenges in terms of

spectrum limitation, coexistence, mobility, scalability, coverage, security, and application-specific

requirements which make their adoption challenging. In this chapter, we identify the key opportu-

nities of LPWAN, highlight the challenges, and show potential directions of the future research on

LPWAN.

2.1 Introduction

To support IoT, recent developments in communication technologies have given rise to LP-

WAN. Complementary to cellular (e.g. 2G, 3G, LTE [121]) and existing wireless technologies (e.g.

WiFi [53], Bluetooth [16], IEEE 802.15.4 [1], WiMax [138]), the LPWAN technologies promise

to support long-range, low-power consumption, low cost for both the devices and infrastructure,

and connect a massive number of devices [40]. Due to their increasing demand, several com-

peting technologies are being developed including LoRa [77], SigFox [115], IQRF [58], RPMA

(Ingenu) [57], DASH7 [32], Weightless-N (nWave) [135], Weightless-P [135], SNOW (Sensor

Network Over White Spaces) [106, 107], LTE Cat M1 [79], EC-GSM-IoT [49], NB-IoT [88], and

5G [90]. Cellular based LPWANs (LTE Cat M1, EC-GSM-IoT, NB-IoT, 5G) operate in licensed
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band. The unlicensed sub-GHz ISM band is the operation band for most non-cellular LPWANs

except SNOW that operates in the TV white spaces.

The LPWAN technologies are still in their infancy with some still being developed (e.g, 5G,

NB-IoT, LTE Cat M1, Weightless-P), some having only uplink capability (e.g, SigFox, Weightless-

N), while, for some, there is still no publicly available documentation (e.g., SigFox). Despite their

promise, existing LPWAN technologies raise a number of challenges in terms of spectrum limi-

tation, coexistence, mobility, scalability, coverage, security, and application-specific requirements

such as data rates and real-time communication which make their adoption challenging. As LP-

WAN is considered to be one of the key technologies of today to drive the IoT of tomorrow, it is

critical to address these challenges. In this chapter, we identify the key opportunities of LPWAN,

highlight the challenges, and show potential directions of the future research on LPWAN.

In the rest of the chapter, Section 2.2 presents the characteristics of LPWANs. Section 2.3

overviews the state-of-the-art LPWAN technologies. Section 2.4 describes the opportunities of

LPWAN. Section 2.5 presents the research challenges and future directions in LPWANs. Sec-

tion 2.6 concludes the chapter.

2.2 Characteristics of LPWANs

2.2.1 Long-Range Connectivity

In contrast to traditional short-range wireless sensor networks, the design goal of LPWANs is

to offer wide-area coverage at low-power, and low cost. Most LPWANs [77, 115, 106, 135, 49]

achieve long communication range and thus form a star topology where the devices directly com-

municate with the base station (BS). Excluding Ingenu RPMA (2.4GHz) [57], most non-cellular
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LPWANs operate on low frequencies (sub-GHz band) that provide long communication range

(from few kilometers in urban areas to tens of kilometers in rural areas). Lower frequencies have

better propagation characteristic through obstacles. These properties made sub-GHz band attrac-

tive for LPWANs technologies.

2.2.2 Low-Power

IoT devices are expected to operate for a very long time (several years) without the need to

replace the battery. LPWANs achieve low-power operation using several approaches. First, they

usually form a star topology, which eliminates the energy consumed through packet routing in

multihop networks. Second, they keep the node design simple by offloading the complexities to

the BS/gateway. Third, they use narrowband channels, decreasing the noise-level and extending

the transmission range [106, 88].

2.2.3 Low Deployment and Operational Cost

A major factor contributed to the rise of LPWANs is its low cost. Non-cellular LPWANs require

no (or limited) infrastructure and operate on unlicensed spectrum, providing an excellent alterna-

tive to the cellular network. In addition, the advances in the hardware design and the simplicity of

LPWAN end-devices makes LPWANs economically viable [3].

2.2.4 Reliability and Robustness

LPWANs are designed to provide reliable and robust communications. Most LPWANs adopt

robust modulation techniques and spread-spectrum techniques to increase the signal resistance to

interference and provide a level of security. In spread-spectrum, narrowband signal is spread in the

frequency domain with the same power density resulting in a wider bandwidth signal [133].
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2.2.5 Potential to Scale

Avoidance of multihop topology gives high potential to scale the LPWANs. In addition, LP-

WANs use narrowband to support a massive number of devices to efficiently utilize the limited

spectrum. Besides some LPWANs (e.g., LoRa) use multiple antenna systems to enable the BS to

support large number of nodes. Some adopts massively parallel communications in both direc-

tions using single antenna system (e.g., SNOW), thus providing opportunities to scale. Scalability

of LPWAN is also affected by a number of factors such as the underlying MAC (media access

control) protocol, duty-cycle, and reliability requirement.

2.3 Overview of Existing LPWANs

Here we overview the current LPWAN technologies. Figure 2.1 classifies them. A summary

of these technologies is shown in Table 2.1.

Figure 2.1: LPWAN technologies classification

2.3.1 Infrastructure Based LPWAN Technologies

NB-IoT. NB-IoT (Narrowband IoT ) [88, 127] is a 3rd Generation Partnership Project (3GPP)

LPWAN technology offering flexibility of deployment by allowing the use of a small portion of

the available spectrum. It supports up to 50k devices per cell, and requires minimum 180 kHz of

bandwidth to establish communication. It can be deployed as a stand-alone carrier with available



8

N
B

-I
oT

E
C

-G
SM

-I
oT

LT
E

C
at

M
1

L
oR

a
Si

gF
ox

IQ
R

F
R

PM
A

Te
le

ns
a

D
A

SH
7

W
ei

gh
tle

ss
-N

W
ei

gh
tle

ss
-P

SN
O

W

M
od

ul
at

io
n

Q
PS

K
,

O
FD

M
A

(U
L

),
SC

-F
D

M
A

(D
L

)

G
M

SK
,

8P
SK

Q
PS

K
C

SS
D

B
PS

K
,

G
FS

K
G

FS
K

D
SS

S,
C

D
M

A
FS

K
G

FS
K

D
B

PS
K

G
M

SK
,

O
Q

PS
K

B
PS

K

B
an

d
L

ic
en

se
d,

Su
b-

G
H

z
L

ic
en

se
d,

Su
b-

G
H

z
L

ic
en

se
d,

Su
b-

G
H

z
U

nl
ic

en
se

d,
Su

b-
G

H
z

U
nl

ic
en

se
d,

Su
b-

G
H

z
U

nl
ic

en
se

d,
Su

b-
G

H
z

U
nl

ic
en

se
d,

2.
4

G
H

z
U

nl
ic

en
se

d,
Su

b-
G

H
z

U
nl

ic
en

se
d,

Su
b-

G
H

z
U

nl
ic

en
se

d,
Su

b-
G

H
z

U
nl

ic
en

se
d,

L
ic

en
se

d,
Su

b-
G

H
z

U
nl

ic
en

se
d,

T
V

w
hi

te
sp

ac
es

M
ax

R
an

ge
(K

m
)

15
15

15
15

10
0

-5
15

1
-1

0
0

-5
0

-3
0

-2
5

Pe
ak

da
ta

ra
te

(k
bp

s)
25

0
kb

ps
(U

L
),

17
0

kb
ps

(D
L

)
10

37
5

27
1

20
80

65
9.

6,
55

.6
66

,1
66

.7
66

10
0

10
0

50
kb

ps
pe

rn
od

e

Se
cu

ri
ty

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

Y
es

N
/A

In
do

or
Y

es
Y

es
Y

es
Y

es
N

o
Y

es
Y

es
N

o
N

o
N

o
Y

es
Y

es
L

in
k

bu
dg

et
(d

B
)

16
4

16
4

16
4

16
4

N
/A

N
/A

17
7

N
/A

N
/A

N
/A

N
/A

N
/A

M
ob

ili
ty

N
o

Y
es

Y
es

Y
es

N
o

Y
es

L
im

ite
d

N
o

N
/A

N
o

N
o

N
/A

B
at

te
ry

lif
et

im
e

(Y
ea

rs
)

10
10

10
10

5
N

/A
15

10
N

/A
N

/A
N

/A
N

/A

Ta
bl

e
2.

1:
Su

m
m

ar
y

of
L

PW
A

N
Te

ch
no

lo
gi

es
.



9

spectrum exceeding 180 kHz, in-band within an LTE physical resource block, or in the guard-band

inside an LTE carrier. NB-IoT uses resource mapping to preserve the orthogonality of LTE signals

by avoiding mapping signals to resources currently used by LTE signals [88].

EC-GSM-IoT. Extended Coverage-GSM-IoT [49] is 3GPP standard-based LPWAN technol-

ogy. EC-GSM-IoT is based on enhanced GPRS (eGPRS), designed to support long-range, low-

power, and high capacity communication. EC-GSM-IoT is backward compatible with existing

GSM technologies. Hence, it can be added to the existing cellular network as a software upgrade,

reducing the cost of infrastructure and deployment. EC-GSM-IoT extends the coverage of GPRS

by 20 dB [40]. To support various application requirements, EC-GSM-IoT provides two modu-

lation options, Gaussian Minimum Shift Keying (GMSK) and 8-ary Phase Shift Keying (8PSK).

Using these two modulations, it achieves peak data rate of 10 kbps and 240 kbps receptively.

Additionally, EC-GSM-IoT improves battery lifetime by using extended Discontinued Reception

(eDRX) technique, which allows the device to choose the number of inactivity periods depending

on the application requirements. EC-GSM-IoT can support up to 50k devices using a single BS.

LTE Cat M1. LTE Cat M1 is an LPWAN technology introduced as a part of 3GPP Release 13

offering long-range connectivity at low-power [79]. It is specifically designed to support IoT appli-

cations requiring low to medium data rate. In addition, it offers Voice over LTE (VoLTE) function-

ality, enabling new use cases for IoT. LTE Cat M1 make use of the existing cellular infrastructure

to support mobility and seamless communication handover at similar speeds to LTE. Finally, LTE

Cat M1 supports firmware updates over the air to ensure security over long distances [79].

5G. The 5th generation of mobile technology (5G) is expected to be commercially ready by the
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year 2020 [90]. 5G is expected to support a wide range of existing and future use cases in addition

to the legacy mobile broadband. Specifically, for massive IoT applications, 5G will provide long-

range, low-power, and low cost connectivity. In this case, several improvements over the 4G

system are needed in terms of end-to-end delay, spectral efficiency, network capacity, cost-efficient

deployment, and interference cancellation.

2.3.2 Infrastructure-less LPWAN Technologies

Long Range (LoRa). LoRa is a proprietary physical layer (PHY) design used in Long Range

Wide Area Network (LoRaWAN) specification [77]. LoRaWAN is the specification defining the

protocol and network architecture. LoRa network is organized in a special star topology, called

star-of-stars, where the gateway nodes relay messages between end-devices and a central network

server. LoRa defines three different classes for the end-devices to serve different application with

different requirements. These classes offer a trade-off between downlink communication, latency,

and energy efficiency (battery lifetime). Class A: End-devices of Class A support bi-directional

communications where each uplink transmission is followed by two short downlink receive slots

depending on the application need. The end-device randomly schedule the downlink slots based

on ALOHA-like protocol [2]. Class B: Extend Class A random receive window by allowing extra

receive window at scheduled times. The gateway node transmits a time-synchronization beacon to

end-devices allowing the server to know when they are listening. Class C: In Class C, the receive

window is continuously open unless the end-device is transmitting.

SigFox. SigFox [115] is a proprietary LPWAN technology based on Ultra-Narrowband (UNB)

modulation technique [141]. UNB offers efficient spectrum utilization resulting in increased net-
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work capacity and low-power consumption. SigFox adopts duty-cycled transmission of %1 in

Europe. SigFox supports very low data rate compared to other LPWA technologies. SigFox allows

only 140 12-bytes message per day, each transmission taking 3 seconds. To provide reliability,

SigFox transmits the message multiple times, resulting in high energy consumption.

IQRF. IQRF [58] is an LPWAN technology designed to support ultra-low-power operations,

and low-rate, low traffic wireless connectivity. Unlike other LPWANs, it uses mesh network topol-

ogy and can support up to 239 nodes using a single coordinator. It achieves hundreds of meters

range per hop in the outdoors, and tens of meters in indoors. However, with a special arrangement,

IQRF can achieve several kilometers per hop [58]. IQRF implements two transmission modes –

networking and non-networking. The networking mode is implemented for communication with

multiple nodes and non-networking mode is for single or multiple peer-to-peer communication.

RPMA (Ingenu). Ingenu [57] proposed an LPWAN technology based on Random Phase Mul-

tiple Access (RPMA) technology. It offers low-power, low cost, robust, and bi-directional com-

munication. Operating on the globally available 2.4 GHz band, RPMA exploits the rules and

regulation imposed on 2.4 GHz band, such as minimum duty-cycle, to provide long-range commu-

nications at low-power. It allows nodes to share the same transmission slot. The nodes acquire the

time and frequency from the downlink frame. Then each node randomly transmits by adding ran-

dom delay selected by the node itself [57]. Furthermore, it provides acknowledged transmission,

adding reliability to the communication.

Telensa. Telensa is a proprietary LPWAN technology that pioneered the use of UNB operating

is the unlicensed sub-GHz ISM band [123]. It provides low data rates and does not support indoor
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communications. Telensa focuses on smart city application, in particular, smart lighting and smart

parking. In addition, it supports integration with third-party application by providing smart city

API [123]. Although there is no publicly available information regarding the implementation of

Telensa, there is an ongoing effort to standardize it through the European Technical Standards

Institute.

DASH7 Alliance. DASH 7 Alliance proposed an open standard for LPWAN, DASH7 Alliance

protocol (D7AP) [32], developed for wireless sensor and actuator networks communication [136].

D7AP use the acronym BLAST to describe its features – Bursty (describes the data traffic pattern

supported by D7AP), Light (has maximum packet size of 256 bytes), Asynchronous (indicates that

the communication does not require synchronization), Stealth (meaning that D7AP device only

replies to approved devices), Transitional (meaning D7AP devices are designed for mobility).

Weightless-N. Weightless Special Interest Group (Weightless-SIG) [135] proposed Weightless,

an open standard offering LPWAN connectivity. Weightless-N (nWave) is similar to SigFox. Only

supporting unidirectional communication for end-devices to the BS [74]. It achieves communica-

tion range of up to 3 km with maximum data rate of 100 kbps. The MAC protocol of Weightless-N

is based on slotted ALOHA.

Weightless-P. Weightless-P is the latest standard introduced by Weightless-SIG. Unlike Weightless-

N, it offers bi-directional communication with support for acknowledgments. It achieves data rate

around 100kbps. Compared to Weightless-N, Weightless-P has shorter communication range (2

km) and shorter battery lifetime.

SNOW. SNOW is a new emerging asynchronous LPWAN technology with potentials to over-
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come the scalability limitation of existing LPWAN technologies. SNOW has a star network topol-

ogy [106, 107]. Each sensor node is equipped with a single half-duplex narrow-band white space

radio. The nodes are directly connected to the BS and vice versa. The BS uses a wide channel split

into orthogonal subcarriers, each of equal spectrum width (bandwidth). The BS determines white

spaces for nodes by accessing a cloud-hosted database through the Internet.

The PHY layer of SNOW uses Distributed implementation of OFDM (Orthogonal Frequency

Division Multiplexing) for multi-user access, called D-OFDM. If the BS spectrum is split into n

subcarriers, then it can receive from n nodes simultaneously. Similarly, it can transmit n differ-

ent data at a time. The BS can exploit fragmented spectrum as well. SNOW represents a novel

PHY-layer design, eliminating the scalability limitations in existing LPWAN technologies. The

scalability of SNOW increases with the availability of the TV spectrum.

2.4 Opportunities in LPWANs

LPWAN provides opportunities to enable a large class of IoT applications. We discuss several

use cases in different domains (Figure 2.2).

Figure 2.2: LPWAN enabled IoT applications
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2.4.1 Smart City

The goal of smart city is to efficiently utilize the public resources, improve the quality of liv-

ing, and reduce the cost of management and administrations of the public resources [147]. Multiple

cities around the world have already started transitioning to smart cities [99, 6]. One example of

smart city applications is waste management. In most cities around the world, waste manage-

ment is extremely difficult and costly due to the operational service costs (e.g. trucks, fuel, and

operators) and the limited storage areas [91]. Smart cities use smart waste containers, which de-

tects the level of trash inside and send the information to a control center which then optimizes the

collector truck route, eventually reducing the operational cost. Using LPWANs to provide afford-

able communication is beneficial to both taxpayers and city officials. Another application is smart

lighting. Smart lighting significantly reduces the cost of street lighting by changing the light in-

tensity according to the environment [147]. It also reduces the cost of maintenance by providing

real-time fault monitoring [123]. Telensa is developed specifically for smart lighting and smart

parking applications.

2.4.2 Transportation and Logistics

Today, millions of sensors and RFID tags are already deployed in vehicles, trucks, and airplanes

that enable owners to track the movements of objects from the source to the destination across the

supply chain in real-time [31]. One specific application is connected vehicles. Most of the newer

vehicles include sensors, networking capability, and processor. IoT can utilize these to improve the

driving experience in several ways such as enhance road sharing, accidents reporting, and parking

detection. Long-range communication, low-power, low cost, and support for mobility are required
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to support transportation and logistics applications.

2.4.3 Agriculture and Smart Farming

The agricultural sector is one of the earlier adopters of IoT. To enable this, a network con-

necting the farm devices is needed. Precision agriculture powered by IoT can help farmers bet-

ter measure things like soil nutrients, fertilizer used, seeds planted, soil water, and temperature of

stored produce through a dense sensor deployment, thereby almost doubling the productivity [129].

Companies like Microsoft (FarmBeats project [129, 42]), Climate Corp [27], AT&T [8], and Mon-

santo [84] are promoting agricultural IoT.

2.4.4 Healthcare Applications

The healthcare sector is a great market for IoT applications. Examples of IoT applications

for healthcare include remote health monitoring, elderly care, chronic disease [60], etc. The

key requirements for IoT in most health-related applications are noninvasive sensing and secure

and reliable communication. Currently, short range wireless technologies, such as ZigBee [151],

WiFi [53], 6LowPAN [113] and cellular technologies such as LTE are widely adopted in the health-

care sector. However, with the increase in the number of sensors, these technologies will not scale

due to interference. The limitations in short-range wireless technologies and the high cost of cel-

lular technologies drove the attention to LPWANs as an alternative communication solution for

healthcare applications.

2.5 Challenges and future research directions

In this section, we discuss the challenges and limitations of existing LPWANs, and research

directions to address the challenges.
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2.5.1 Future Scalability and Coverage

Scalability in dense networks will be a big challenge for LPWANs [34]. Specifically, the

performance of LoRa, widely considered as an LPWAN leader [12, 59, 21, 83, 74, 110], drops

exponentially as the number of end-devices grows [17, 34, 134, 45, 9, 4]. A typical smart city

deployment can support only 120 LoRa nodes per 3.8 hectares [17], which is not sufficient for

future IoT applications. Without line of sight its communication range is quite low [21], specially

in indoor (<100m compared to its specified 2-5km urban range [132]). SNOW has been shown

to be superior to LoRa in scalability. But SNOW implementation is still on USRP devices and

its hardware realization is not done yet. Scalability can also be considered in terms of coverage

area. Most LPWANs are limited to star topology while the cellular based ones (EC-GSM-IoT,

NB-IoT, LTE Cat M1, 5G) rely on wired infrastructure for integrating multiple networks to cover

larger areas. Lack of proper infrastructure and connectivity hinders their rural applications such as

agricultural IoT [129, 42], oil-field monitoring [92], smart and connected rural communities [28,

89, 76, 117] that need extended coverage.

Existing research focuses on scalability in cellular and short-range wireless networks. For LP-

WANs operating in unlicensed spectrum, approaches such as offloading (from licensed spectrum

to unlicensed spectrum) typically adopted in cellular-based technologies are not affordable. Cur-

rently, the use of narrowband channels is common among several LPWAN technologies. While

narrowband channels provide an efficient spectrum utilization and support for a larger number of

devices, in the future, the increase in the number of devices and LPWAN technologies will re-

sult in a very dense spectrum limiting spectrum availability. To address the scalability problem
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in LPWANs, future research would need to consider opportunistic spectrum sensing, adaption of

spectral efficient modulation schemes, adaptive data rate MAC protocols, and exploring channel

diversity for LPWANs. In addition, several research directions suggest the use of adaptive power

control as a factor to increase the scalability [33]. Another approach is to use Non-orthogonal

Multiple Access schemes (NOMA). NOMA supports multiple connections with different desired

power rates by exploiting the path loss difference between multiple users, thereby increasing the

spectrum utilization. For applications and deployments over very wide areas, future research needs

to address wireless integration of LPWANs for extended coverage.

2.5.2 Technology Coexistence

High popularity of LPWANs brings forth a new challenge, called coexistence. Many inde-

pendent networks will be deployed in close proximity, and interference between them must be

handled to keep them operational. Today, LPWANs are not equipped to handle this imminent

challenge that will make the spectrum overly crowded [102]. Studies on LoRa, SigFox, and IQRF

show that coexistence severely degrades their performance [70, 45]. When four LoRa networks

coexist, throughput of each reduces almost to one fourth [134]. Coexistence handling for WiFi,

existing WSN, Bluetooth [143, 144, 116] will not work well for LPWANs. Due to their large cov-

erage domains, LPWAN devices can be subject to an unprecedented number of hidden terminals.

Enabling different technologies to coexist on the same spectrum is very challenging mainly due to

different entities owning different technologies. One research direction is to utilize the spectrum

information to detect and identify the presence of other technologies. This can be achieved using

an efficient spectrum sensing method or a dedicated hardware combined with machine learning
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techniques to identify interfering technologies [33].

2.5.3 Inter-Technology Communication

With the rapid growth of LPWAN technologies, there will be many coexisting LPWANs in

the same geographical area and their coordination may be needed. Specifically, LPWANs from

different vendors may need to communicate which would be another big challenge. Recently,

cross-technology-communication (CTC) [68] without the assistance of additional hardware has

been studied for communication across WiFi, ZigBee, and Bluetooth devices. Such CTC is specific

to technology. Future research is needed to enable CTC in LPWANs.

2.5.4 Real-Time Communication

Many IoT applications will require real-time communication (e.g. smart grid, manufacturing,

healthcare, data center energy management [109]). Such applications require very low latency and

very high reliability. Most LPWANs are designed to support applications with flexible require-

ments. In addition, the LPWANs operating in the sub-GHz band are required to duty cycle at 0.1

or 1% which make real-time communication extremely challenging. SNOW operates on dynamic

spectrum which also raises challenge for real-time communication. Future research needs to focus

on finding ways to enabling real-time communication in LPWAN.

2.5.5 Support for Control Applications

LPWAN will be a major communication infrastructure for a broad range of control applications

in the future. Control applications rely on reliable bi-directional communications along with their

real-time requirements. Most non-cellular LPWANs (e.g., LoRa, SigFox, Weightless-N) support

uplink only communication at this time. LoRa can enable bidirectional communication, but it has
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to rely on time synchronized beacons and schedules, which is an overhead. DASH7 is specially

designed for bidirectional communication but has only few hundred meters of communication

range and has to rely on multihop. SNOW supports downlink communication but relies on dy-

namic spectrum availability which makes support for control extremely challenging. Investigating

new techniques to enable reliable and efficient bi-directional communication represents a major

direction of the future LPWAN research.

2.5.6 Support for Mobility

As the number of mobile devices grows, many devices in an LPWAN can be mobile. The

usage of drones, tractors, vehicles, and human make mobility an immediate concern in agricultural

IoT [129, 42, 84, 43]. Existing LPWAN technologies are not designed for handling mobility well

except the cellular based ones that rely on wired infrastructure to handle mobility [39]. Such

wired infrastructure does not exist in rural environments. Specifically, in remote areas (e.g. farms,

oil fields etc.) often there is weak or no cellular signal/coverage. The high cost of subscribing to

cellular service is also hindering the adoption of cellular technologies. In other LPWANs, handling

mobility is quite challenging and not well-addressed yet. Their performance is susceptible even

to minor human mobility [95]. Technology-specific features of each LPWAN also makes mobility

issues such as base station discovery, handoff, and seamless communication quite different. The

mobility feature of RPMA [104] is its transmitter’s robustness to the Doppler effect, and does not

mean the aforementioned mobility issues. Mobility imposes challenges for LPWAN in terms of

energy consumption. The support for mobility has a direct impact on the battery lifetime of the

node. Thus, the design of an energy-efficient, low cost mobility approach for LPWANs is needed.
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2.5.7 Support for High Data Rate

The typical data rate supported by LPWAN technologies is ranging from 1 – 100 kbps. Nar-

rowband offers long transmission range at the cost of low data rates. The advent of aerial imagery

systems that involve drones and cameras for richer sensor data from the farms need high bandwidth

in agricultural IoT [129, 42, 84, 43]. In the future, many IoT applications will evolve to include

several use cases, such as video streaming, requiring very high data rate. LPWANs must inves-

tigate different approaches to support high data rate. Future research directions to enabling high

data rates include enabling different modulation techniques, borrowing approaches used in tech-

nologies like WiFi, and designing new hardware to support multiple PHY layers offering different

data rates.

2.5.8 Security

Transmitting a signal over the air is subject to jamming attacks, packets sniffing, eavesdropping,

and variety of attacks. Most LPWAN technologies support a simple cryptography method where

the device and the network share a secret key. On the other hand, cellular technologies have support

for end-to-end authentication and privacy using Subscriber Identification Module (SIM). However,

this comes with the high cost of cellular devices and more complex device design. The need

for secure communication is essential for LPWANs. For example, enabling over the air software

updates is important to ensure security for LPWAN devices. As LPWAN is a key technology

driving the IoT, extensive future research is needed for the study of LPWAN security.
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2.6 Summary

In this chapter, we have discussed the opportunities and challenges in LPWANs as an enabling

technology for IoT applications. We have presented the state-of-the-art LPWAN technologies and

discussed their characteristics which allow them to achieve long-range connectivity, low-power

communication, and low deployment cost for a large number of devices. Finally, we have outlined

the opportunities and challenges in realizing the LPWANs for the future IoT applications. We have

provided insights and directions for the future research in LPWAN.
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CHAPTER 3 MOBILITY IN LOW-POWER WIDE-AREA NETWORK OVER WHITE

SPACES

Despite the proliferation of mobile devices in various wide-area Internet of Things applications

(e.g., smart city, smart farming), current LPWANs are not designed to effectively support mobile

nodes. In this chapter, we propose to handle mobility in SNOW, an LPWAN that operates in the TV

white spaces. SNOW supports massive concurrent communication between a BS and numerous

low-power nodes through a distributed implementation of OFDM. In SNOW, inter-carrier interfer-

ence (ICI) is more pronounced under mobility due to its OFDM based design. Geospatial variation

of white spaces also raises challenges in both intra- and inter-network mobility as the low-power

nodes are not equipped to determine white spaces. To handle mobility impacts on ICI, we propose a

dynamic carrier frequency offset estimation and compensation technique which takes into account

Doppler shifts without requiring to know the speed of the nodes. We also propose to circumvent

the mobility impacts on geospatial variation of white space through a mobility-aware spectrum

assignment to nodes. To enable mobility of the nodes across different SNOWs, we propose an

efficient handoff management through a fast and energy-efficient BS discovery and quick associa-

tion with the BS by combining time and frequency domain energy-sensing. Experiments through

SNOW deployments in a large metropolitan city and indoors show that our proposed approaches

enable mobility across multiple different SNOWs and provide robustness in terms of reliability,

latency, and energy consumption under mobility.



23

3.1 Introduction

LPWAN is an enabling technology for wide-area IoT applications such as smart city, agricul-

tural IoT, and industrial IoT offering long-range (several miles), low-power, and low-cost commu-

nication. With the fast growth of IoT, multiple LPWAN technologies have emerged recently such

as LoRa [77], SigFox [115], IQRF [58], RPMA [57], DASH7 [32], Weightless-N/P [135], Te-

lensa [123] in the ISM band, and EC-GSM-IoT [49], NB-IoT [88], and LTE Cat M1 [79, 78] in the

licensed cellular band. To avoid the crowd in the limited ISM band and the cost of licensed band,

SNOW is an LPWAN architecture to support scalable wide-area IoT over the TV white spaces

[108, 106, 107]. White spaces are the allocated but locally unused TV spectrum (54 - 698 MHz in

the US) [93, 94]. Compared to ISM band, they have much wider, less crowded spectrum in rural

and most urban areas, with an abundance in rural areas [10].

With a wide range of supported applications, IoT is integrating more mobile nodes/devices

in different domains (e.g. agriculture [128, 130], connected vehicle [81], healthcare [60], smart

city [148]). For example, in agricultural IoT, the use of drones and tractors is rapidly increasing [84,

42, 43, 130]. It is expected that by the year 2050, there will be more than 3 billion wearable

sensors [95]. The cellular-based LPWANs rely on wired infrastructure to handle mobility. Such

infrastructure is often not available in rural and remote areas (e.g., farms, oil fields, etc.). In others,

mobility introduces challenges that are not well-addressed yet. Study on LoRa shows that its

performance is susceptible even to minor human mobility [95, 97].

In this chapter, we propose to handle mobility in LPWAN in the white spaces considering

SNOW. With the rapid growth of IoT, LPWANs will suffer from crowded spectrum due to long
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range, making it critical to exploit white spaces. SNOW is a highly scalable LPWAN over the

white spaces which enables massive concurrent communication between a BS and numerous low-

power nodes. It is available as an open-course implementation [118]. Its physical layer is designed

based on a Distributed implementation of OFDM (orthogonal frequency division multiplexing) for

multi-user access, called D-OFDM. The BS operates on a wide band spectrum which is split into

many orthogonal narrowband subcarriers. A node (non-BS) transmits and receives on a subcarrier.

In SNOW, ICI is more pronounced under mobility due to its OFDM based design. Geospatial

variation of white spaces also raises challenges in both intra- and inter-network mobility as the

low-power nodes are not equipped to determine white space. For example, to enable mobility

across different SNOWs, it is challenging for a node to scan the wide spectrum of the TV band to

discover a new BS. Besides, different BSs may be using different subcarrier widths, which may

result in subcarrier misalignment between the mobile node and the new BS.

In this chapter, we address the challenges mentioned above to handle mobility in SNOW.

Specifically, we make the following new contributions.

• To handle mobility impacts on ICI, we propose a dynamic CFO (Carrier Frequency Offset )

estimation and compensation technique for SNOW which takes into account Doppler shifts

under non-uniform speeds without requiring to know the speed of the nodes. To circumvent

the mobility impacts on geospatial variation of white space within the same SNOW, we

propose a mobility-aware subcarrier assignment to the nodes.

• To handle inter-SNOW (inter-network) mobility, we propose an energy-efficient and fast

BS discovery technique that considers the trade-off between discovery latency and energy
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consumption to allow efficient handoff management. Our approach utilizes the spectrum

information by combining the received signal features to distinguish between primary users

(TV stations) and a SNOW BS. We also propose a lightweight cross-layer technique feasible

at the energy-constrained SNOW nodes to handle subcarrier alignment by combining time

and frequency domain energy-sensing.

• We implement our proposed mobility handling techniques on SNOW devices and perform

experiments by deploying SNOW in two environments - a large metropolitan city and an

indoor testbed. The experimental results show that our approaches enable mobility across

multiple different SNOWs. The results also show an improvement of reliability from 80% to

96.6% when our dynamic CFO estimation and compensation is incorporated.

The rest of the chapter is organized as follows. Section 3.2 overviews related work. Section 3.3

presents an overview of SNOW. Section 3.4 describes the system model. Section 3.5 presents our

mobility approach. Section 3.6 presents the experiments. Section 3.7 concludes the chapter.

3.2 Related Work

Many studies focused on handling mobility in Wireless Sensor Networks (WSNs) [98, 5, 62,

145, 87, 37] (more can be found in survey [36, 38]) and ad hoc network [19, 52]. In WSN or

WiFi networks, a client has to scan only a limited/fixed number of channels to discover a new

BS. However, those approaches are not directly applicable to LPWAN. To handle mobility across

networks, cellular LPWANs rely on wired infrastructure. Non-cellular LPWANs are not yet han-

dling it well. Real experiments show that their performance is susceptible even to minor human

mobility [95]. Spectrum mobility studied in [149, 119] for cognitive networks enables secondary
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users to change the operating frequencies, and is different from device mobility. Device mobility

was studied in [85] for white space network, where every device primarily relies on the database

to determine the white spaces. A mobile device adds a protection range of δd so that any chan-

nel blocked within distance δd of current location is not used. Note that this approach does not

work for SNOW as the nodes have no direct access to the Internet (and database). It first has to

discover a BS, associate with it, and rely on it for spectrum access. Additionally, there has been

much work on channel rendezvous in cognitive radio [150, 114, 14, 30, 25] (more can be found in

survey [35, 29]). Due to technology-specific nature of SNOW, these techniques cannot be applied

to a SNOW.

Senseless [86] is an infrastructure based white space network system where the devices do

not rely on sensing to determine the availability of white space. They use geo-location service

to calculate white space availability at any location. Senseless then disseminates the availability

information to each device in the network. To address the mobility challenges in white space,

Senseless suggests that every device adds a protection range to determine the availability of white

spaces while mobile. This could lead to a huge spectrum waste depending on the size of the

protection area. SNOW differ from Senseless in that it considers infrastructure-less network system

where BSs are not connected. Besides, the D-OFDM based design requires a different approach

for mobility in SNOW. Also, we incorporate an energy-efficient sensing approach along with the

geo-location service to efficiently handle nodes mobility. To date, inter-network mobility for non-

cellular LPWAN remains mostly unexplored and it was never studied for SNOW.
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Figure 3.1: The SNOW architecture.

Figure 3.2: SNOW Hardware.

3.3 A Brief Overview of SNOW

Here we provide a brief overview of the SNOW architecture [106, 107, 108]. Due to long

transmission (Tx) range (several miles at 0dBm), the nodes in SNOW are directly connected to

the BS, forming a star topology as shown in Fig. 3.1. We use ‘node’ to indicate a sensor node.

The BS periodically determines white spaces by providing locations of its own and of all other

nodes in a cloud-hosted database through the Internet. It uses wide white space spectrum as a

single wide channel that is split into narrowband orthogonal subcarriers, each of equal spectrum

width (bandwidth). Each node has a single half-duplex narrowband radio. It sends/receives on

a subcarrier. The nodes are power-constrained, and do not do spectrum sensing or cloud access.

As shown in Fig. 3.1, the BS uses two radios operating on the same spectrum – one for only

transmission (called Tx radio) and the other for only reception (called Rx radio) – to facilitate
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concurrent bidirectional communication.

The physical layer (PHY) of SNOW is designed based on a Distributed implementation of

OFDM for multi-user access, called D-OFDM. D-OFDM splits a wide spectrum into numerous

narrowband orthogonal subcarriers enabling parallel data streams to/from numerous distributed

nodes from/to the BS. A subcarrier bandwidth is in kHz (e.g., 50kHz, 100kHz, 200kHz, or so de-

pending on packet size and needed bit rate). The nodes transmit/receive on orthogonal subcarriers,

each using one. A subcarrier is modulated using Binary Phase Shift Keying (BPSK) or Ampli-

tude Shift Keying (ASK). If the BS spectrum is split into m subcarriers, it can receive from m

nodes simultaneously using a single antenna. Similarly, it can transmit different data on different

subcarriers through a single transmission. Currently, the sensor nodes in SNOW use a very sim-

ple and lightweight CSMA/CA based MAC (media access control) protocol like the one used in

TinyOS [124].

SNOW was implemented on two hardware platforms [101] – USRP (universal software radio

peripheral) [103] using GNU radio [46] and TI CC1310 [22] (Figure 3.2). A dual-radio USRP

connected to Raspberry PI or Laptop is used as the BS. A CC1310 device or a single-radio USRP

can be used as a SNOW node. CC1310 is a tiny, cheap (<$30), and commercially off-the-shelf

(COTS) device with a programmable PHY. We have adopted the open-source implementation of

SNOW that is available at [118].

3.4 System Model

We consider multiple independent and uncoordinated SNOWs. Each SNOW is having its own

BS and associated nodes. The nodes are battery-powered and thus have energy constraints. We
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assume the existence of both mobile and stationary nodes in SNOW. A mobile node can move from

one SNOW to any SNOW, as depicted in Figure 3.3. Since the BS has a long-range, it can cover

a wide area. Hence, we assume the BSs are stationary. Each node is equipped with a half-duplex

white space radio. The BS and its associated nodes form a star topology where nodes can directly

communicate with the BS.

Figure 3.3: Inter-SNOW mobility: the figure shows multiple SNOWs where a mobile node is
moving from one SNOW to another.

The BSs are independent, connected to the Internet, and directly connected to a power source.

Each BS uses a wide channel. This channel is split into narrowband channels/subcarriers of equal

width. Each node is assigned a single subcarrier for transmission and reception to/from the BS. The

nodes are kept simple by offloading the complexities to the BS. The BS determines the availability

of white space at its location by querying a cloud-hosted database through the Internet. We assume

each BS knows the location of its associated nodes either manually or through existing localization

techniques [82]. However, we are not considering localization in this work.
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3.5 Handling Mobility

In this section, we present our techniques to address mobility challenges in both intra- and

inter-SNOW mobility. We propose to address those through lightweight cross-layer approaches

(MAC-PHY design) feasible at energy-constrained nodes. First, we present our mobility handling

within the same SNOW (intra-SNOW mobility), and then we will present mobility handling across

SNOWs (inter-SNOW mobility).

3.5.1 Handling Mobility within the Same SNOW

Mobility affects communication reliability even when a node moves within the same network

due to ICI occurred in OFDM subcarriers and also due to geospatial variation of spectrum within

the same network. We address both scenarios as described below.

Handling Mobility Impacts on ICI. ICI is introduced mainly due to the CFO, which stems

from the frequency mismatch between the transmitter and receiver oscillators due to hardware

imperfections and the Doppler shift which is a function of their relative speed. In SNOW, the

subcarriers loose their orthogonality due to such CFO as shown Figure 3.4. Hence, to improve an

OFDM system’s performance, CFO needs to be estimated and compensated. Currently, in SNOW,

CFO estimation and compensation is done considering stationary nodes or assuming node speeds

are known [101]. However, SNOW nodes are energy-constrained and low-cost and may not be

equipped to determine speeds. We first give an overview of the adopted CFO estimation technique

and then describe our Doppler shift handling approach without the need to know the speed of the

nodes or under non-uniform speed.

SNOW uses training symbols (preamble) for CFO estimation. Due to its distributed and asyn-
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Orthogonally Spaced Overlapping Subcarriers

With Frequency Offset

Figure 3.4: The impact of CFO on subcarriers orthogonality.

chronous nature, CFO estimation in D-OFDM is done slightly differently than traditional OFDM.

CFO estimation in D-OFDM is done when a node joins the network. SNOW uses one (or more)

subcarrier for a node joining the network, called join subcarrier, that does not overlap with any

other subcarrier. Each node joins the network by first communicating with the BS on a join sub-

carrier. Each way, communication (BS to node and node to BS) follows a preamble used to estimate

CFO on join subcarrier. Specifically, preamble from a node to BS allows to estimate CFO at the BS,

and that from BS to a node allows to estimate CFO at the node on the join subcarrier. Later, based

on the CFO on a join subcarrier, the CFO on a node’s assigned subcarrier is determined. CFO

estimation technique for both upward and downward communication is similar. However, CFO

compensation approaches in upward and downward communication are different (refer to [101]

for detailed explanation).

First, we explain how CFO is estimated on a join subcarrier f . Since it does not overlap with

other subcarriers, it is ICI-free. If fT x and fRx are the frequencies at the transmitter and at the
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receiver, respectively, then their frequency offset ∆ f = fT x − fRx. For transmitted signal x(t), the

received signal y(t) that experiences a CFO of ∆ f is given by

y(t) = x(t)e j2π∆ f t (3.1)

∆ f is estimated based on short and long preamble approach using time-domain samples. A

32-bit preamble is divided into two equal parts, each of 16 bits. First part is for coarse estimation

and the second part is for finer estimation of CFO [120]. Considering δt as the short preamble

duration,

y(t − δt) = x(t)e j2π∆ f (t−δt).

Since y(t) and y(t − δt) are known at the receiver,

y(t − δt)y∗(t) = x(t)e j2π∆ f (t−δt)x∗(t)e− j2π∆ f t

= |x(t)|2e j2π∆ f−δt

Taking angle of both sides,

^y(t − δt)y∗(t) = ^|x(t)|2e j2π∆ f−δt = −2π∆ f δt.

Thus, ∆ f = −
^y(t − δt)y∗(t)

2πδt

A SNOW node calculates the CFO on join subcarrier f using the preambles from the BS to
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the node using the above approach. In upward communication, the time-domain samples are used

for CFO estimation on the join subcarrier f at the BS based on the above approach. Then the ppm

(parts per million) on the receiver’s (BS or SNOW node) crystal is given by ppm = 106 ∆ f
f . Thus,

the receiver (BS or a node) calculates ∆ fi on subcarrier fi as

∆ fi =
fi ∗ ppm

106 .

Thus the BS and a SNOW node that is assigned subcarrier fi calculates CFO on fi on its respective

side. As the nodes asynchronously transmit to the BS, doing the CFO compensation for each sub-

carrier at the BS is quite tricky. Hence, a simple feedback approach for proactive CFO correction

in upward communication is adopted. In this approach, a transmitting node adjusts its frequency

based on ∆ fi when transmitting on subcarrier fi so that the BS does not have to compensate for

∆ fi.

Since mobility causes Doppler shift in frequency contributing further to CFO, CFO has to be

estimated using the above approach while a node moves. If a node moves at speed v, such Doppler

Frequency Offset (DFO), denoted by δ f (v), is upper-bounded by

δ f (v) =
v
c

fc (3.2)

where, c is the speed of light, and fc is the carrier frequency. Therefore, considering ∆ fi as the

CFO when a node is stationary, it experiences a total CFO of ∆ fi + δ fi(v) when it moves at speed v.

Therefore, to account for this total CFO, the node needs to know its speed. Besides, when the speed
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changes, δ fi has to be recalculated. But, being energy-constrained and low-cost, SNOW nodes are

not equipped to determine their speeds. Hence, we rely on the observation that when CFO is

estimated for a moving node using the above CFO estimation technique, its estimation includes

both ∆ fi and δ fi , resulting in a CFO of ∆ fi + δ fi . Thus, the node does not need to know its speed. If

the node’s speed changes, then the total CFO changes and we need re-estimate. However, the node

has no way to determine if its speed increases or decreases. To handle this challenge, we enable

each node to periodically estimate the CFO. This period can be set as a tunable system parameter.

Estimating CFO periodically will ensure that if the speed changes, the new CFO calculation takes

the new speed into account.

BS subcarrier 

bandwidth

BS Spectrum

 Node subcarrier bandwidth equal 

to new BS subcarrier bandwidth 

   Node subcarrier bandwidth narrower 
than new BS subcarrier bandwidth 

        Node subcarrier bandwidth 

wider than new BS 

         subcarrier bandwidth 

(a) Subcarrier aligned with BS (b) Scenarios showing misalignment

Figure 3.5: Alignment between the node subcarrier and BS subcarrier.

Handling Mobility Impacts on Geospatial Variation of White Spaces. Due to long range,

a node’s mobility even within the same network affects the spectrum availability. For example, a

subcarrier that is assigned to a node at a particular place may not be available if the node moves to

another location within the range of the same BS (i.e., within the same SNOW). Currently, the BS

assigns subcarriers to the nodes without considering their mobility. This may affect the communi-
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cations of the mobile nodes. Namely, if a node is highly mobile and may move anywhere inside

the network but is assigned a subcarrier which is available only in a few locations, its subcarrier

assignment is not much useful. To handle this problem due to geospatial variation of white spaces,

we propose a mobility-aware subcarrier assignment policy as follows.

Note that the BS is already assumed to know the location information of its coverage area. We

also assume that the BS knows the degree or rate of mobility of each node (i.e, how much mobile

the node is). A node can provide a rough estimate of its mobility when it joins the network. The

BS orders the nodes based on their mobility, where the stationary nodes come first and the most

mobile node is the last. The BS then orders the subcarriers based on their availability, from the

least widely available (inside its communication range) subcarrier to the most widely available

one. That is, the subcarrier that is available in the minimum number of locations comes first and

that available in the maximum number of locations (inside the network) comes at the last of this

order. If there are m subcarriers and n nodes, each subcarrier is roughly shared by d n
me nodes.

Starting from the beginning of the ordered subcarriers, each subcarrier is then assigned roughly to

d n
me nodes that are not yet assigned a subcarrier starting from the beginning of the ordered nodes.

In this way, we ensure that the widely available subcarriers are assigned to highly mobile nodes

and the least widely available subcarriers are assigned to stationary or less mobile nodes.

3.5.2 Handling Mobility across SNOWs

In this section, we present our approach to addressing the mobility across different SNOWs.

Specifically, we handle mobility problem that arises when a node goes out of the range of a BS.

When a node goes out of the range of a BS, it needs to discover a new BS and get associated with
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it. Handoff becomes an issue when a node moves to an uncoordinated SNOW whose operating

spectrum is unknown.

For SNOW, the white space range is very wide, and the SNOW BS may be using a channel

anywhere in that spectrum. A node operates on a narrowband subcarrier. Two subcarriers at center

frequencies fi and f j, fi , f j, are orthogonal when over time T ′ [24]:

∫ T ′

0
cos(2π fit) cos(2π f jt)dt = 0. (3.3)

For example, when the overlap between subcarriers is 50%, the BS bandwidth is 6 MHz, and

the subcarrier width is 200 kHz, we can have 59 orthogonal subcarriers. Thus, to discover a new

BS, it is very energy and time consuming for a low-power node as the node may need to scan thou-

sands of subcarriers. Our approach has to deal with the following challenges as well. (1) Spectrum

dynamics due to primary user activity is handled using backup subcarriers in SNOW. However,

such an approach does not work under mobility as the backup channels may be unavailable in

a new location. A SNOW node has no access to the database and thus does not know the white

space spectrum availability in its location. Spectrum sensing is highly energy consuming and is not

feasible for it. (2) It cannot transmit any probing message to explore a BS as it can interfere with

primary users. The node hence needs to depend only on listening to SNOW’s communication. (3)

The nearby BS may be using subcarriers of different bandwidth, and thus the node subcarrier may

be unaligned (as depicted in Figure 3.5) and listening to nothing. Aligning with a BS channel is

quite difficult as the BS subcarrier bandwidth is unknown to the moving node. (4) The node should
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be able to distinguish between a primary user and a secondary user (BS). Our steps to address these

challenges are as follows.

BS Discovery. A direct approach to minimizing BS discovery overhead is that the current

BS can provide a node, before it moves, the channels that the BS would find at 8 locations

(0,±r), (±r, 0), (±r,±r), considering its (estimated) communication range r and location at (0, 0)

assuming a Cartesian plane as shown in Fig. 3.6. After a node moves out of the current BS range,

it can scan only those channels to find a neighboring BS. However, this approach would only work

if it can inform the BS of its intention to move before it starts to move. Second, the node needs to

know the direction of its movement and inform the BS. Hence, we also propose another energy-

efficient and fast BS discovery technique that does not depend on these requirements. It utilizes

the spectrum information by combining the received signal features to distinguish between primary

users (TV stations) and a SNOW BS, and considers the trade-off between discovery latency and

energy consumption to allow efficient handoff management.
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Figure 3.6: Channel availability information in 8 locations.
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After a node goes out of range of its BS, it will scan one or more of its subcarriers. In either

case, if it senses signal strength on a subcarrier, then it has to determine whether it is a BS or

a primary user. If its subcarrier is not aligned with that subcarrier (in case of BS), it may not

decode the received packets. To distinguish between the TV signal and the BS signal, we first need

to detect the presence of primary users. The FCC regulation for protecting primary incumbents

define a protection contour for TV station as the area where the received signal strength (RSS) is

> −84dBm [93]. We follow an approach similar to the one presented in Waldo [105]. Waldo’s

results show that low-cost sensors can efficiently detect white spaces ignored in the databases and

existing approaches. Furthermore, depending on the white space device’s antenna height, further

separation (6 km for portable devices) is required to protect the primary incumbent. To detect

white spaces, FCC recommends a typical antenna height of 10 meters. We consider an antenna

height of 2 meters and compensate for the difference (8 meters) using the antenna correction factor

using Hatas’ urban area propagation model [105] considering hm as the antenna height in meters

as follows.

a(hm) = 3.2(log 11.5hm)2 − 4.97 (3.4)

Using Hata’s model, the calculations result in a(hm) = 7.5dB, which will be added uniformly

to the RSS measurements. The addition of the antenna correction factor directly impacts the noisy

measurements by making it closer to the threshold. Hence, improving the probability of false TV

channel detection. We also follow Waldo’s approach by considering the location safe for white

space operation if the RSS ≥ −84dBm, and the nearest measurement is 6 km away [105]. We

record the measurements in a large metropolitan city for five different TV channels (14, 22, 33 are
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occupied by TV stations, 16 and 25 are white spaces). Additionally, we use the spectrum analyzer

measurements and Google spectrum database as the ground truth to evaluate the SNOW nodes’

TV channel detection performance. We collect 1500 spectrum measurements using four low-cost

SNOW nodes (TI CC1310 [22]) over a period of 48 hours. Figure 3.7 shows the results for TV

station detection. It is clear from Figure 3.7(a) that without considering the antenna correction

factor, CC1310 fails to detect TV transmission in all occupied channels.
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Figure 3.7: Performance of TV detection

We utilize a number of features of the received signals to distinguish between primary users

(TV stations) and a SNOW BS. In addition to the common observation that RSS of the TV trans-

mission is high and the signal amplitude is constant, primary user communication is observed to

be continuous over a long duration (see Figure 3.8(a)). In contrast, SNOW BS signal amplitude

is fluctuating during transmission and the BS may not have continuous communication for long

periods as shown in Figure 3.8(b). In addition, if multiple consecutive channels have similar RSS,

it is likely to be a BS because a BS typically uses more than one TV channel. For primary users,
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two consecutive channels should belong to two different primary users, and their signal strengths

on two consecutive channels should be a lot different. To enable faster discovery, we also consider

using a wider band for sensing, which will enhance the BS detection probability but will consume

more energy. Since using a narrow subcarrier for searching can take a longer time, thus consuming

much energy, such tradeoff is left as a design choice.

(a) TV transmission (b) SNOW transmission

Figure 3.8: TV and SNOW signal transmission recorded using a spectrum analyzer.

Subcarrier Alignment. Different SNOWs can have different subcarrier bandwidth, e.g., cam-

era or audio may use a wider subcarrier. Thus upon discovery of a new BS, as shown in Figure 3.5,

a node’s subcarrier may not be aligned with a BS subcarrier. Alignment is needed to start commu-

nication. Existing channel rendezvous techniques are not applicable as they consider the channels

of equal bandwidth. Thus, this problem is specific to SNOW. By Equation (3.3), an overlap can

start from many points of a nearby subcarrier. Such an overlap makes the problem highly chal-

lenging. To solve the problem, we exploit several characteristics of SNOW design. Even though

SNOW can use any subcarrier bandwidth, we consider that subcarrier bandwidth does not vary

arbitrarily, and we assume each BS uses a subcarrier bandwidth from the values 100kHz, 200kHz,

400kH, or 600kHz. Upon discovering the presence of a BS, this assumption helps us simplify the
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synchronization with its subcarrier. This will be done using a wider bandwidth at the node and

combining time and frequency domain energy-sensing.

The time-domain sensing is the typical carrier sensing that calculates the energy level using

a moving average of the digital signals, i.e., the sequence of discretized, complex samples from

the analog-to-digital converter, within a short period. A channel is considered busy if the output

exceeds the predefined threshold. The moving average’s window size is set to half of the length of

the preamble to ensure prompt sensing of a packet. Although time-domain sensing alone can sense

a busy channel, it does not distinguish between different subcarriers. A node needs to analyze

the frequency domain of the signals further. Specifically, it calculates the power spectrum density

(PSD) of the recent M samples using Fast Fourier Transformation (FFT). The node analyzes the

power distribution and compares it with all possible channel-overlapping patterns based on the

PSD. Intuitively, if the power is uniformly distributed over the entire spectrum, then the signals

on the air come from a fully-overlapped subcarrier; otherwise, only a fraction of the channel is

occupied. The exact fraction of channel in use is hard to calculate because different subcarriers

may exhibit different power levels due to frequency-selective fading, and the imperfect hardware

filter (used to confine the radio’s bandwidth) spreads over the boundary of the PSD curve. But

considering a limited number of bandwidths, the node can explore possible overlapping patterns

and select the one with maximum matching with the PSD. The number of such patterns will also

be limited as it is done after determining the presence of a BS.

In SNOW, a node is less powerful and energy-constrained. The complexity of time-domain

sensing is the same as the RSSI calculation in typical communications systems, which is linear
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with respect to the number of incoming samples. Since frequency sensing is performed only after a

sequence of signals pass the time domain sensing, it takes constant time irrespective of the number

of samples. The constant depends on the number of packets that cause the time-domain sensing to

return busy. Note that such an approach is needed only when a node moves to an uncoordinated

SNOW. Once the node is aligned with any subcarrier of the new BS, it can use CSMA/CA approach

to transmit to the BS and ultimately join the network. Figure 3.9 shows the subcarrier alignment

latency for different subcarrier bandwidths.
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Figure 3.9: Subcarrier alignment latency

3.6 Experiments

We have first implemented our mobility approaches using TI CC1310 devices as SNOW nodes.

TI CC1310 is a tiny, low-cost, and low-power COTS device with a programmable PHY which was

recently adopted as SNOW node [101]. To perform experiments at much longer communication

ranges, we have also implemented our mobility approaches using USRP devices as SNOW nodes

based on its current open-source implementation in GNU Radio [118]. GNU Radio is an open-

source development toolkit that provides signal processing blocks to develop software-defined

radio [46]. USRP is a hardware platform designed for RF application [103]. We have used two
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USRP 210 devices, each having a dual radio, as two BSs in each experiment for inter-SNOW mo-

bility experiments. In the first set of experiments, we have used 10 TI CC1310 devices as SNOW

nodes. In the other set of experiments, we have used 7 USRP 200 devices, each with a single radio,

as SNOW nodes. The USRP devices operate in the band 70MHz – 6GHz. Packets generation,

decoder, and other implementation are adopted from SNOW open source implementation [118].

Note that our experiments are performed mainly considering inter-SNOW mobility to show

that our approach can enable such mobility. We cannot compare the results against the scenario

when our approaches are not adopted because inter-SNOW mobility cannot be enabled without

our approaches. However, we compare the performance against the stationary scenario to observe

the performance degradation under mobility. In our experiments we shall demonstrate that such

degradations are not high and our approaches show robustness in terms of reliability, latency, and

energy consumption under various mobility scenarios.

3.6.1 Default parameters

Parameters of interests are calibrated in different experiments based on requirements and the

rest are left as defaults. The default experimental parameter settings are as follows.

• Frequency band: varying (470 MHz - 599 MHz)

• Modulation: ASK/OOK

• Packet size: 40 bytes

• BS bandwidth: 6 MHz

• Node bandwidth: TI CC1310: 200 kHz, USRP: 400 kHz
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• TX power: TI CC1310: 15 dBm, USRP: 0 dBm

• Receiver sensitivity: -110 dBm

• Signal-to-noise ratio (SNR): 6 dB

• Distance: Indoor: 10 - 50 m, Outdoor: 900 m

3.6.2 Experiments with TI CC1310: Indoor and Outdoor Deployment

Indoor Deployment. The experiments with CC1310 were carried out in a hallway on the

third floor inside a building in our location. We fixed the position of the BSs while a person is

continuously moving at average walking speed from one end of the hallway to the other for 30

minutes. We kept the antenna height at 2 meters above the ground for all experiments. In all the

experiments, the CFO and CSI are estimated and compensated based on SNOW implementation

in [101]. We used the default setting for all the experiments.

Reliability under Mobility. We kept the distance between the node and BSs at approximately

10 meters to observe our proposed mobility approach’s reliability. One node is stationary at this

distance, and another node is continuously moving from one BS towards the other. The stationary

node transmits 5000 packets to the BS while the mobile node transmits 2500 packets to the first BS

and 2500 to the second BS after the joining process. The results in Figure 3.10(a) demonstrate that

with minor human mobility, the Packet Error Rate (PER) slightly increases under our approach. For

the stationary node, the PER is around 0.02%, while the mobile node is 0.72%. Also, we observe

reliability with varying packet sizes. Figure 3.10(b) demonstrates the impact of packet size on our

mobility approach. With 20-byte packet, the stationary node PER is 0% (no packet loss). For the
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same packet size, the mobile node PER is around 4.5%. Furthermore, for the 40-byte packet, the

PER is 0.1% and 5.2% for the stationary and mobile node. With a 100-byte packet, the mobile

node achieves 5.4% PER, while the PER for the stationary node is 0.39%. This result shows that

packet size has an impact on reliability. Larger packets require more air time to receive, resulting in

more interference leading to increased PER. For the mobile node, moving from one BS to another

might increase the PER due to the channel condition at the new location, which might increase the

PER. However, the results prove that our approach offers reliable communication under mobility.
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Figure 3.10: Reliability under mobility and varying packet size.

Maximum Achievable Throughput. The maximum achievable throughput is the total maxi-

mum number of bits the BS can receive per second. In this experiment, we calculate the maximum

achievable throughput using our approach compared to the stationary nodes. In both scenarios,

each node transmits 1000 40-byte packets. Figure 4.12 shows that in a stationary scenario, the

maximum achievable throughput is 240 kbps compared to 174 kbps during mobility when ten

nodes transmit simultaneously. This result is not surprising since mobility increases the packet

loss rate, which affects the throughput.
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Figure 3.11: Throughput with varying # of nodes.

Energy Consumption and Latency. To estimate the energy consumption and latency of

CC1310 during mobility, we measure the average energy consumed at the nodes and the time

it takes to transmit 1000 packets per node successfully. We placed ten nodes, each 50 m away

from BS1. We performed two sets of experiments (stationary nodes and mobile nodes). In the

mobility experiment, the nodes are placed 10 m away from BS1 and 50 m away from BS2. And

the nodes move from BS1 to BS2. Also, we measure the overhead of the BS discovery and sub-

carrier alignment offline and add the results accordingly. To calculate the energy consumption,

we use the energy model of CC1310 (Voltage is 3.8v, RX 5.4mA, and TX 13.4mA). We measure

the time required to collect 10.000 packets at BS1 for the stationary nodes and 2500 packets and

7500 packets at BS1 and BS2, respectively, in the mobile scenario. Figure 3.12 shows that in a

stationary scenario, the average energy consumed by the node is 81.4mJ compared to 87.1mJ in

during mobility. We observe similar behavior for the latency. As shown in Figure 3.13, the average

latency for stationary nodes is 1.6s compared to 1.712s in mobile nodes. This result indicates that

the number of nodes has an insignificant impact on the energy and latency regardless of mobility.

This is due to the capability of SNOW BS, which allows multiple nodes to transmit in parallel.
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Figure 3.12: CC1310 Energy consumption
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Figure 3.13: CC1310 Latency

Outdoor Deployment. In this experiment, we evaluate the performance of our mobility

approach in terms of maximum achievable throughput, energy consumption, and latency using

CC1310 devices in outdoor deployments. We fix the location of the BSs and place the node in-

side a moving vehicle. The distance between the node and the BSs is approximately 900 meters.

The vehicle speed varies between 5 mph and 40 mph. The data is collected at the BSs for further

analysis.

Maximum Achievable Throughput. In this experiment, we compare the maximum achiev-

able throughput at different speeds (5 mph, 20 mph, 40 mph). Each node transmits 1000 40-byte
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packets, and we calculate the combined throughput at the BSs. Figure 3.14 shows that the max-

imum achievable throughput is approximately 12.5 kbps at 5 mph speed compared to 11.89 kbps

and 11.83 kbps At 20 mph and 40 mph, respectively. This shows that the speed (up to 40 mph) has

an insignificant impact on the nodes’ maximum achievable throughput.
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Figure 3.14: Throughput vs. node speed

Energy Consumption and Latency. To estimate the energy consumption and latency in out-

door deployment, we place the BSs at varying distances from the nodes (up to 900 meters). We

set the nodes inside a moving vehicle. We measure the average energy consumed at each node

and the time it takes to transmit 1000 packets per node successfully. Figure 3.15 shows that the

average energy consumed by the node moving 5 mph is to 87.1mJ and 87.3 mJ at 100 m and 900

m, respectively. At 20 mph, the energy consumption is 87.1 mJ and 87.4 mJ at 100 m and 900 m,

respectively. The average energy consumption is 87.8 mJ and 87.9 mJ at 100 m and 900 m for 40

mph. These results are similar to the indoor scenario where the node is moving at walking speed.

In Figure 3.16, the average latency for all nodes, regardless of the distance, is 1.735s. This result

shows that the energy and latency for all nodes are similar except for the energy consumption at a

40 mph speed and a distance of 900 m where the results slightly vary due to higher PER.



49

100 200 300 400 500 600 700 800 900

Distance (meter)

80

81

82

83

84

85

86

87

88

89

90

E
n

e
rg

y
 C

o
n

s
u

m
p

ti
o

n
 (

m
J
/n

o
d

e
)

5 mph

20 mph

40 mph

Figure 3.15: CC1310 Outdoor energy consumption
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Figure 3.16: CC1310 Outdoor latency

3.6.3 Experiments with USRP: Deployment in a Metropolitan City

Figure 3.17 shows the distances in a metropolitan city where the mobility data were collected

from nodes placed inside a moving car. Streets names and the locations in the map are blurred to

hide the identity of the authors. The BSs are kept stationary. The vehicle is continuously moving

at varying speeds (up to 40 mph) from one BS to the other in the mobile scenario. The antenna

height was kept at 2 meters above the ground in all the experiments. We used the default setting in

all the experiments.

Reliability over Distance. To observe the effect of distance on the reliability of SNOW in



50

Figure 3.17: USRP experimental setup

mobile scenarios, we collect the data at 300m, 500m, 700m, and 900m from the BS, respectively.

Each node transmits 5000 packets. To measure the reliability, we chose Correctly Decoding Rate

(CDR), which is the ratio of the number of correctly decoded packets at the BS to the total number

of transmitted packets [107]. Figure 3.18 shows the reliability over various distances from the BS

when the node is moving from one BS to the other. At 300 meters, the BSs can decode on average

96.6% of the packets from the mobile node compared to 100% for the stationary node. Further-

more, at 500 meters away, the mobile node’s reliability reduces to 96%, while the stationary node

achieves 99.99% reliability. At 900 meters, the reliability is 80% for the mobile node compared to

99.95% at the stationary node. These results show that the distance between the mobile node and

BS has a significant impact on decoding reliability. However, Even for the stationary node, its’

performance is slightly impacted by the distance from the BS.

Performance of SNOW with CFO. In this experiment, we observe the performance of SNOW

to demonstrate the effect of CFO estimation and compensation in mobile environments. We com-

pare the CDR of a mobile SNOW node in two cases, with CFO estimation and compensation and
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Figure 3.18: Reliability over distances

without CFO compensation. Also, we compare the performance of each case to the performance

of a stationary SNOW node. All the nodes were 500m away from the BS. The mobile nodes were

placed in a car moving at varying speeds. Each node transmits 5000 packets asynchronously to

the BSs. For mobile nodes, each node transmits 2500 packets to BS1 and 2500 to BS2. Fig-

ure 3.19 demonstrates the effect of CFO under mobility. For stationary nodes, the average CDR

is around 99.97% for all the transmitted packets. Without compensation for CFO, the average

CDR is around 80% for all the nodes. However, we compensate for CFO; the average CDR in-

creases to 96%, which is significant. This result demonstrates that in mobile environments, CFO

could severely impact the transmission reliability. Thus, CFO estimation and compensation could

significantly increase the reliability of the transmission in inter-SNOW communication.

Maximum Achievable Throughput. In this experiment, we compare the maximum achiev-

able throughput in mobile inter-SNOW with the stationarySNOW. For both scenarios, each node

transmits 100 40-byte packets. We calculate the combined throughput at the BSs. Figure 4.12

shows that when 8 nodes are transmitting, the maximum achievable throughput is 298 kbps and

393 kbps for mobile and stationary SNOWs, respectively. During mobility when 10 nodes transmit
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Figure 3.19: Performance under mobility with CFO

simultaneously. Due to the increased packet loss rate during mobility, stationary SNOW achieves

better throughput.
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Figure 3.20: Throughput vs # of node

Energy Consumption and Latency. In this experiment, we demonstrate the efficiency of our

mobility approach for USRP in terms of energy consumption and latency. Specifically, we com-

pare the efficiency of mobile SNOW with stationary SNOW. We observed that the performance of

SNOW under mobility is affected by the distance from the BS. Hence, for a fair comparison with

stationary SNOW, we place 7 mobile node 900m away from the BS2 while continuously moving

at approximately 20mph towards BS1. Furthermore, since USRP devices allow for bidirectional
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communication, each node transmits 100 packets (50 to BS1 and 50 to BS2 during mobility) during

the upward duration (1s) and waits until the end of the upward duration to receive an acknowledg-

ment (ACK) from the BSs. We then calculate the average energy consumption per node and the

time needed to collect all the packets at the BS.

Figure 3.21 shows that the average energy consumed at the mobile nodes is around 47.4mJ

compared to 47.32% in stationary nodes when 7 nodes transmit. This shows that mobility has a

minimal impact on the energy efficiency of the node. Similar to the average energy consumption,

Figure 3.22 shows that the latency of collecting all packets in mobile SNOW is comparable to

the stationary SNOW. These results demonstrate that the efficiency of SNOW is not affected by

mobility.
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Figure 3.21: Energy consumption

3.7 Summary

In this chapter, we propose to handle mobility in SNOW (Sensor Network Over White spaces),

an LPWAN that is designed based on D-OFDM and that operates in the TV white spaces. SNOW

supports massive concurrent communication between a base station (BS) and numerous nodes. We
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Figure 3.22: Latency

have proposed a dynamic CFO estimation and compensation technique to handle mobility impacts

on ICI. We have also proposed to circumvent the mobility impacts on geospatial variation of white

space through a mobility-aware spectrum assignment to nodes. To enable mobility of the nodes

across different SNOWs, we have proposed an efficient handoff management through a fast and

energy-efficient BS discovery and quick association with the BS by combining time and frequency

domain energy-sensing. Experiments through SNOW deployments in a large metropolitan city

and indoors have shown that our proposed approaches enable mobility across multiple different

SNOWs and provide robustness in terms of reliability, latency, and energy consumption under

mobility.
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CHAPTER 4 RNR: REVERSE & REPLACE DECODING FOR COLLISION

RECOVERY IN WIRELESS SENSOR NETWORKS

Interference between concurrent transmissions causes severe performance degradation in a

wireless network. This work addresses interference cancellation to enable simultaneous packet

receptions at a node with a single radio in WSN. Interference cancellation is particularly important

for WSN as most of its applications rely on convergecast where all the traffic in the network is de-

livered to a base station leading to a lot of packet collisions. Existing solutions for collision recov-

ery make simplified assumptions such as the availability of one of the collided packets, repeated

collisions of the same packets, and the ability to identify the collided packets before recovering

them which do not hold for WSNs and most wireless networks. In this chapter, we propose a novel

collision recovery method called Reverse and Replace Decoding (RnR) for WSNs. RnR entails

a physical-link layer design to exploit the raw samples of the colliding signals. It does not rely

on the assumptions made in existing work, and can recover all packets from a single collision. To

demonstrate its feasibility, we have implemented RnR using GNU Radio on USRP devices based

on IEEE 802.15.4 network. Our experiments on a 6-node testbed demonstrate that RnR can suc-

cessfully decode packets in 95% cases of collisions, and improves the correctly packet decoding

rate up to 97.5% compared to standard decoders in the case of collisions. Also, our simulation

based on GNU Radio simulator using 25 nodes shows that RnR achieves 4x higher throughput

compared to the state-of-the-art collision recovery mechanisms.



56

4.1 Introduction

In a wireless network, concurrent transmissions from different devices sharing the same chan-

nel collide at the receiver, causing no successful packet reception. Such interference between

concurrent transmissions is a well-known problem that causes severe performance degradation in

a wireless network. Many networks (e.g., IEEE 802.11 [54], IEEE 802.1.5.4 [55]) adopt Carrier

Sense Multiple Access (CSMA) to avoid collisions [15, 44, 111]. CSMA senses the channel be-

fore transmitting, and backs-off for some amount of time if it detects any traffic on the channel,

and attempts to retransmit thereafter. However, in many cases, CSMA cannot avoid collisions,

for example, in the presence of hidden terminals [66] which is quite common in most wireless

networks. Such collisions in CSMA protocols severely reduce the throughput. While networks

such as IEEE 802.11 have the option of adopting RTS/CTS [142] to reduce collisions, it intro-

duces significant overhead to the network and reduces the effective throughput. In most 802.11

nodes, RTS/CTS is disabled by default. In low-power wireless networks such as IEEE 802.1.5.4

and WirelessHART [139], this method is impractical and is never adopted.

We address interference cancellation in WSNs such as those based on IEEE 802.15.4 and Wire-

lessHART. Interference cancellation is particularly important for WSN as most of its applications

rely on convergecast [109] where all the traffic in the network is delivered to a base station leading

to a lot of packet collisions. Collision recovery has been studied in many early works. Capture

effect [80] can recover at most one packet and only if its Received Signal Strength (RSS) is sig-

nificantly higher (by 1-3dB) than that of the other colliding signal/s, and in cases (based on radio

design) if it arrives before the others. A link layer solution cannot recover all collided packets as it
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requires the raw signal sampled at the physical layer, thus making collision recovery challenging

for network engineers. Existing physical layer solutions for collision recovery in wireless networks

make simplified assumptions such as the availability of one of the collided packets [48, 61, 64, 65],

and repeated collisions of the same packets and the ability to identify the collided packets before

recovering them [47] that do not hold in WSN as well as in most wireless networks. The broadcast

scheme proposed in [18] adopted a collision recovery technique for identical broadcast transmis-

sion only, thus limiting its applicability for packet collisions in WSNs. A recently proposed recov-

ery technique [69] from a single collision for ZigBee [151] radio only leverages on discerning an

exponential (in number of packets that collide) number of amplitude levels, thus being subject to

high bit error that makes it less effective in practice even when just two packets collide. It cannot

be used if more than four packets collide. In WSN convergecast, a large number of packets may

collide, thus requiring a new collision recovery mechanism.

In this chapter, we propose a new collision recovery method called RnR for WSNs. RnR entails

a physical-link layer design to exploit the raw samples of the colliding signals. It does not rely on

the assumptions made in existing work, and can recover all packets from a single collision. It is

bootstrapped only after a collision is detected, and starts by first extracting a collision-free chunk

from the collided signal. This chunk is then subtracted from the collision to retrieve the collided

ones. This iterative process continues until the collided packets are recovered. To decode all

packets from a single collision, the key idea in the proposed physical-link layer design is to replace

the CRC (Cyclic Redundancy Check) of a packet by a longer error correction code, thus requiring

packet augmentation. Since WSN packets, in practice, are much shorter than their maximum
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carriable size [18], augmenting a packet length is easily affordable in WSN without exceeding

channel capacity. Hence, our RnR design is specifically focused on WSN. However, any network

based on digital modulation that can afford such packet augmentation can adopt RnR for collision

recovery.

To demonstrate the feasibility of recovering from collisions, we have implemented RnR in

GNU Radio [46] on USRP [103] devices for IEEE 802.15.4 networks. We have experimented on

a 6-node testbed and also through GNU Radio simulator for larger scale tests. The experiments

demonstrate that RnR can successfully decode packets in ≥ 95% cases. RnR also achieves 4x

higher throughput over the state-of-the-art collision recovery mechanisms [69, 47]. Our extensive

experiments also demonstrate that, in the case of collisions, RnR improves the correctly packet

decoding rate up to 97.5% over standard decoders.

The rest of the chapter is organized as follows. Section 4.2 reviews related work. Section 4.3

provides a detailed description of the proposed RnR decoder. Section 4.4 describes our implemen-

tation of the RnR decoder. Section 4.5 describes the experimental results. Section 4.6 describes

the simulation results. Section 4.7 concludes the chapter.

4.2 Related Work

Collision recovery was studied in various wireless domains under various simplified assump-

tions that do not hold for most wireless networks [48, 61, 64, 65, 47, 51, 96, 112]. Successive

interference cancellation [51, 96, 112] works only if the radio’s bit rate is significantly reduced

from what its SNR (signal to noise ratio) allows and if the interfering senders have significantly

different powers or pre-coded signatures. It also demands prior scheduling and known users, and
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is basically designed for cellular networks. Analog network coding [64], XORs [65], interference

alignment [48], and full duplex [61] require a receiver to have one of the two colliding packets.

Hence, they are not applicable for WSNs where packets from different senders are unknown a

priori. SNOW [106] base station receives multiple packets using an OFDM based physical layer

design that is different from the traditional WSN devices and not yet adopted in the commercially

available WSN devices.

!1 !2

1 1

22

3 3

44

Pa
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Figure 4.1: ZigZag decoding: first decodes interference free chunk 1 in first collision. It subtracts
chunk 1 from second collision to decode chunk 2, which it then subtracts from first collision to
decode chunk 3, so on [47].

Obviating most of the above assumptions, ZigZag [47] was designed as a modulation indepen-

dent decoding for 802.11 networks. As shown in Fig. 4.1 for 2 packets Pa and Pb, ZigZag first

decodes all interference-free samples using a standard decoder and then re-encodes those symbols

and subtracts them from the collision that overlaps with those. It iteratively applies this technique

to decode entire frames. However, to resolve one collision of m packets, it needs at least m rep-

etitions of the collision, every time with different arrival time offsets between the packets (i.e.

∆1 , ∆2 must hold in Fig. 4.1). Depending on at least m collisions reduces throughput, consumes

huge energy, and is not worth adopting in WSN where nodes are resource constrained. Even if it is

adopted at the cost of energy, to merge the chunks of a packet from different collisions, the receiver
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should correctly identify which packets the chunks across collisions belong to before recovering

them. This assumption does not hold in WSN and most wireless networks. In fact, ZigZag would

require to explore all possible combinations of the chunks which is exponential (in terms of the

number of chunks as well as m) to recover a packet as its chunks cannot be identified from multiple

collisions. In contrast, RnR is capable of recovering all packets from a single collision, and hence

does not suffer from this problem.

While mZig [69] is designed to recover packets from a single collision in ZigBee networks,

it depends on discerning 2m amplitude levels if m packets collide, thereby being subject to high

bit errors. Since amplitude of a signal is highly susceptible to noise and obstacle, it is difficult

to distinguish many amplitude levels in practice even if the signals are received correctly. Thus,

mZig is less effective in recovering even when just two packets collide. Also, mZig will not work

when the two bits to be separated from the different packets have an equal amplitude as explained

below. It exploits the half-sine pulse shape of baseband signal in ZigBee devices. Thus, when

2 packets collide, it has to discern 4 amplitude levels of the bits. Considering α and β as the

amplitudes from the two packets, the 4 signal levels are α + β, α − β,−α + β,−α − β. Assuming

α > β, if the level α − β > 0, then α is decoded as ‘1’ and β is decoded as ‘0’, and if the level

−α + β < 0, then α is decoded as ‘0’ and β is decoded as ‘1’. Hence, when the bits from 2 packets

have an equal amplitude, the signal levels α − β and −α + β will not allow us to determine which

packet’s bit is ‘0’ and which packet’s bit is ‘1’. Thus the decoding will fail. Most importantly,

mZig does not work when m > 4. In WSN convergecast, a large number of packets may collide,

thus requiring a new collision recovery mechanism. Finally, mZig is not applicable to any network
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other than ZigBee [151]. In contrast, RnR does not suffer from the above limitations as it does

not depend on discerning amplitude levels. Specifically, RnR is capable of recovering all packets

successfully from a collision of any number of packets (with no limitation on m). Additionally,

RnR is applicable to any physical layer of WSN.

4.3 Reverse & Replace Decoding

This section presents our proposed Reverse & Replace decoding for recovering collided pack-

ets in WSNs. We first present the underlying challenges in collision recovery and the key principle

in RnR design. This is followed by a detailed technical description of RnR and the design consid-

erations.

4.3.1 Key Design Principle

When two or more packets collide at a receiver’s radio, the radio cannot recover any of those

packets. Recovering the collided packets requires further decoding of the composite signal of the

collision and is challenging. Also, for different modulation techniques, the decoding for collision

resolution may be different. It is also impacted by the underlying radio design. As an exam-

ple, we provide an overview of the off-the-shelf radios based on IEEE 802.15.4 [23] and Wire-

lessHART [139]. During the synchronization header decoding mode while receiving a packet, its

radio searches for preambles and start frame delimiter with the strongest RSS [7, 23, 139]. After

this, the radio generates an interrupt and locks to payload reception mode, and no more searches

for preambles. Therefore, capture effect [67, 80] can recover the stronger packet if it comes be-

fore the radio locks to a weaker packet’s payload reception mode. If the stronger packet comes

later, it may be possible to make the radio search for new preambles and resynchronize to it [137].
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However, in either case, only the strongest packet can be recovered and only if its RSS is signifi-

cantly higher (by 1–3dB based on modulation) than the other signal/s. A link layer solution cannot

recover all collided packets, as it requires the raw signal sampled at the physical layer. Hence, the

proposed RnR decoder involves a physical-link layer design to recover packets from collisions.

As discussed in Section 3.2, existing physical layer solutions for collision recovery [64, 47, 69,

51, 96, 112] make simplified assumptions that do not hold for WSN and most wireless networks.

As a quick recap, network coding [64, 65] requires a receiver to know one of the two colliding

frames. mZig [69] depends on discerning 2m amplitude levels if m packets collide, thereby being

subject to high bit errors. It does not work when the two bits from the different packets have the

same amplitude. Also, it does not work when m > 4. Finally, mZig is not applicable to any network

other than ZigBee [151]. ZigZag [47] decodes frames in 802.11 networks by iteratively subtracting

collision free chunks from multiple collisions. However, to resolve one collision of m packets, it

needs at least m repetitions of the collision, every time with different arrival time offsets between

the packets. This is not worth adopting in WSNs. Even if it is adopted at the cost of energy, to

merge the chunks of a packet from different collisions the receiver should correctly identify which

packet each chunk belongs to before recovering them. This assumption does not hold in WSNs.

The dependence on multiple collisions is the root of this problem. This motivates a collision

recovery mechanism that should depend on a single collision. Our proposed RnR decoding hence

depends on a single collision while following the principle of ZigZag in that it also first finds a

collision free chunk. But, unlike ZigZag, it exploits that chunk to decode all packets from a single

collision. RnR is invoked only upon a collision, and is applicable to any physical layer of WSNs.
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Now we review the structure of the composite signal of collided packets which will be exploited

by RnR. A wireless signal is represented as discrete complex values [126]. A received signal is

represented as a sequence of samples spaced by sampling interval T . If X[n] is the complex value

of the n-th sample at the transmitter, the received sample is given by

Y[n] = HX[n] + W[n]

where H = heγ is the channel parameter with channel attenuation h and phase shift γ, and W[n] is

the noise. If two senders a and b transmit concurrently, the received sample can be expressed as

Y[n] = HaXa[n] + HbXb[n] + W[n]

where Ha and Hb are the channel parameters; Xa[n] and Xb[n] are the transmitted samples of a

and b, respectively. In RnR design, we exploit the above structure of collided signals which helps

recover a chunk of one packet from a collision by subtracting an already recovered chunk of the

other.
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Figure 4.2: Fraction of collisions with ∆ = 0 in experiment.
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4.3.2 Core Technique of RnR Decoding

We detail the RnR decoding technique first for 2 packets Pa (transmitted by a) and Pb (transmit-

ted by b) with arrival time offset ∆. Two senders’ processing, clock drifts, back-offs, and distances

from the receiver cause ∆ , 0, allowing an interference-free chunk to exist. Our 10-day long ex-

periments show that the probability of collisions with ∆ = 0 tends to be 0 as shown in Fig. 4.2. We

performed an experiment based on 802.15.4 networks in an indoor environment. We used our 6-

node testbed (5 transmitters and 1 receiver). All the transmitting and receiving nodes were fixed in

different locations. Every transmitter (Tx) is at a distance of approximately 25 ft from the receiver

and all 5 transmitters try to send to one receiver at 0 dBm transmission power. Each transmitter

sends a 129-byte packet (32 bits preamble and 1000 bits payload) every 4ms consecutively. We

record the data for 5 hours a day for a period of 10 days considering 500,000 packets (100,000

packets for each Tx). Fig. 4.2 shows the fraction of total collisions that experience ∆ = 0 under

varied number of concurrent transmitters. As the figure shows, the probability of collisions with

∆ = 0 is very low. Making the senders do a small random back-off before transmitting can further

reduce this probability. Thus a collision-free chunk is almost certain to exist. RnR exploits this

collision-free chunk.

PayloadHeader EDC

Figure 4.3: A WSN packet structure.

To exploit a collision-free chunk to decode all packets from a single collision, a packet needs

a little preprocessing before transmission. As shown in Fig. 4.3 for WSN, a MAC layer packet
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(frame) consists of three segments: header, payload, and EDC (error detection code). The EDC is

usually 2-byte CRC. As preprocessing before transmission, we replace the CRC with a new and

longer Error Correction Code (ECC) that is created by reversing the order of the bits of the entire

packet and append it just after the original CRC. Thus, each packet Pa is augmented as a new

packet P′a whose first half is exactly Pa and the second half is its clone created by reversing the

order of the bits of Pa. We take the advantage that WSN packets, in practice, are much shorter

than their maximum carriable size [18]. For example, IEEE 802.15.4, a widely used standard

for WSN, has a maximum allowable packet size of 128 bytes of which 104 bytes is payload. In

practice, their payload (data) is very short and of several bytes only [18]. The same is true for

WirelessHART which is predominantly being used worldwide for wireless process monitoring

and control purposes [139]. Thus, augmenting a packet length is easily affordable within channel

capacity in WSN, and hence our RnR decoder design is specifically focused on WSN. However,

any network based on digital modulation that can afford such packet augmentation can use our

RnR decoder for collision recovery.
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Figure 4.4: RnR: first decodes chunk 1 and 5. Chunk 1 is reversed and re-encoded as chunk 1
,

and
then subtract from collision which gives chunk 2, and so on.

Fig. 4.4 illustrates the RnR decoding for Pa and Pb when they collide with arrival time offset ∆.
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As the figure shows, chunk 1 of P′a and chunk 5 of P′b are interference free and hence are decoded

using standard decoder. Any chunk in one half of a packet has a clone in the other half which is

its reversed version, and is located at the same position from the other end. For example, chunk

1
,

is the clone of chunk 1. To recover all chunks of Pa and Pb, we iteratively do the following:

An already decoded chunk is reversed and re-encoded as its clone, and then subtracted from the

collision that overlaps with those symbols, giving a new chunk. That is, chunk 1 is reversed and

re-encoded as chunk 1
,

and then subtracted from the collision that overlaps with those symbols,

giving chunk 2. Chunk 2 is reversed and re-encoded as chunk 2
,

and then subtracted from the

collision which gives chunk 3, and so on. We do the same for chunk 5 to get chunk 6, and so on.

This re-encoding is done using a standard approach [126] as described in the next Section. Once all

the chunks of a packet are decoded, they are merged and retrieved as the original packet. We can

repeat the same for any number of packets to recover all packets involved in an m-packet collision,

for any value of m > 2. In the general case when m > 2, we transform the decoding problem into

system of linear equations problem. We consider each chunk in a packet as a variable, and each

chunk-level collision yields an equation. We can decode all the packets only if number of equations

≥ number of unknown variable. Upon recovering, the link layer sends an acknowledgment (ACK)

to all senders.

It can be noted that packet augmentation in our design may increase the chance of collision.

Specifically, any collision that happens due to augmented packet length may be due to our design.

As Fig. 4.5 illustrates, if a collision starts at the second half of a packet, there is no need to use

our RnR decoder as each packet’s non-colliding part contains the original packet or its clone and,
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hence, is decoded using standard decoder. Thus, the increased collision probability due to packet

augmentation does not increase decoding overhead.

!"!

!"" !
"#

!
"#
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Figure 4.5: A collision that starts at the second half of P′a: both packets are recoverable from the
collision-free parts using a standard decoder.

Re-encoding of Chunks. Ideally, when transmitting a signal, we expect to receive identical

signal. In practice, we always receive slightly different signal from the transmitted one, which

complicates the signal processing at the receiver. Frequency offset, δ f , usually exists between

two radios due to the difficulty of manufacturing radios with the same center frequency. Due

to such offset, the received signal will always be shifted in frequency. Most receivers estimate

the frequency offset, δ f , by tracking the phase and then compensate for it. When building a

communication system, we must compensate for frequency offset in a received sample as follows.

Y[n] = HaXa[n]e j2πnδ f T + W[n]

In our decoding, we first need to reverse the bits of an already recovered chunk and then re-

encode it to be subtracted from the collision to recover a new chunk. This re-encoding is done

using a standard approach [126]. Considering δ fa as a’s frequency shifting, its symbol Xa[n] is

received as Ya[n] = HaXa[n]e j2πδ faT at the receiver if it is sampled exactly at the same locations as

a. Taking into account a sampling offset of µa seconds between a and the receiver, the sample at
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time n + µa can be re-encoded through interpolation based on Nyquist criterion as follows.

Ya[n + µa] =

∞∑
i=−∞

Ya[i]sinc(π(n + µa − i))

which, in practice, is approximated by taking the summation over few symbols near n. Standard

wireless receivers can estimate the system’s parameters such as Ha and δ fa using the preamble in

a’s transmission. Note that preambles are detectable through correlation even during collision.

Figure 4.6: Time offset collision detection using correlation method.

Collision Detection. Collision Detection is a critical part in the RnR decoding. We adopt

the preamble correlation based technique which is a well-known and commonly adopted tech-

nique [47, 69]. In a wireless network, every packet is preceded by a known preamble. RnR

detects the collision using the correlation between the known preamble and the received signal.

Correlation is a widely used technique in signal processing to measure the similarity between two

signals [20]. To understand how this technique works, let L be the preamble length (in number

of samples). When the receiver receives the first R samples of the packet, it aligns those with L

preamble samples and calculates the correlation. It then shifts the alignment to the next R samples
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and re-calculates the correlation. The receiver repeats this process until the end of the packet.

Fig. 4.6 shows an example of a 2-packet collision. The preamble is a pseudo-random sequence

independent of transmitted data. Hence, the correlation value is always near zero, except when

the preamble is perfectly aligned with the beginning of the packet. A value significantly greater

than zero indicates a collision. In the figure, the spike at the beginning indicates the beginning

of the first packet, while the position of the second spike indicates the beginning of the second

packet. After collision detection, to detect the offset (∆) between the packet arrival times in the

same collision, which yields the collision-free chunks, let ta be the arrival time of a’s packet (Pa)

and tb be the arrival time of b’s packet (Pb). To find ∆ between Pa and Pb in the same collision, the

receiver finds the distance between the position of the beginning of the first packet and the position

of the beginning of the second packet. Mathematically, ∆ = |ta − tb|. Thus, in Fig. 4.6, the distance

between the two spikes indicates ∆. Beyond two collisions, to detect m-packet collision, we detect

if there are m spikes in the correlation results. The receiver must compensate for the frequency

offset before applying correlation. However, the frequency offset between two communication

ends does not change significantly over a long period of time [47]. Hence, the receiver maintains

a coarse estimation for each active transmitter at the beginning of the transmission by tracking the

frequency offset on the collision-free samples.

4.4 Implementation

We implemented RnR in GNU Radio [46] on Universal Software Radio Peripheral (USRP)

devices [103]. Each USRP device is connected to a PC running GNU Radio. GNU Radio is a

free development toolkit that provides signal processing tools for implementing Software Defined
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Figure 4.7: USRP connected to PC used in our experiment.

Radios (SDR). USRP devices act as a transmitter/receiver front-end of the SDR platform that help

implementing RF applications in a wide range of frequencies. We incorporated RnR in IEEE

802.15.4 GNU Radio implementation [56]. Fig. 4.7 shows a USRP device connected to a laptop,

which was used in our experiment.

On the transmitter (Tx) side, we used B200 USRP device as an RF front-end, which can oper-

ate in 70 MHz - 6 GHz coverage range. We used a custom packet generator to generate augmented

packets in the IEEE 802.15.4 packet format. A packet is represented using the default GNU Ra-

dio vector. RnR can use any standard decoder/encoder as a black-box since it is modulation-

independent. Finally, we send the packet to the USRP RF front-end for transmission.

On the receiver side (Rx), a USRP B210 device is used as a base station and acts as the receiver.

We include new block to extract the collision-free samples to bootstrap the decoding process. After

receiving the signal we apply the correlation method explained in Section 4.3.2 to detect collisions.

If there is a collision, we detect how many packets collided together using the correlation values

outputted from the correlation block. Next, we extract the collision-free samples and start the

iterative RnR decoding process until all collided packets are recovered. Fig. 4.8 shows the flow
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Figure 4.8: Reverse & Replace decoding flow chart.

chart for the RnR decoding process.

4.5 Experiment

To verify the feasibility of RnR, we perform experiments based on IEEE 802.15.4 networks.

IEEE 802.15.4 is a widely adopted low power WSN technology. The experiments were performed

using 6 USRP devices. Larger-scale evaluation is done in simulations (to be explained later).

4.5.1 Experimental Setup

We incorporated the RnR decoder in the GNU Radio implementation of 802.15.4 [56]. Our

experiments are limited to indoor and non-mobile environment, where all the transmitting and
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Figure 4.9: Node positions on building floor plan.

receiving nodes are fixed in different locations. Fig. 4.9 shows the positions of the nodes on

the building floor plan where the experiments were conducted. We fixed the distance for each

transmitter from the receiver to 25 ft. Five nodes are transmitters and one node is the receiver.

Unless stated otherwise, each transmitter sends a 1032-bit packet (32 bits (preamble+header) and

1000 bits payload) every 4ms. We experimented in the 2.4GHz band. To avoid interference from

the existing WiFi networks, we choose channel 26 as the operating channel for 802.15.4, which is

non-overlapping with WiFi. The bandwidth for this channel is 2MHz. To meet the IEEE 802.15.4

standard transmission and reception power requirements (maximum 0dBm), we set Tx gain to 70

dB in GNU Radio, which allows the USRP devices to perform transmission/reception near 0dBm.

We fixed the antenna height approximately 5 ft above the ground.

4.5.2 Evaluation Criteria and Baselines

We compare the performance of RnR against that of mZig, which is the state-of-the-art collision

decoder for ZigBee networks. mZig exploits the physical layer of ZigBee to resolve collision.

We also compare against ZigZag, which is the state-of-the-art collision recovery mechanism for

IEEE 802.11 networks, by adapting it to 802.15.4 networks. Finally, we compare RnR against the
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conventional IEEE 802.15.4 MAC protocol which handles collisions using CSMA/CA mechanism.

For networks where few collision events occur, conventional IEEE 802.15.4 decoders would be

sufficient.
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Figure 4.10: Bit Error Rate under different decoding

We use the following metrics for performance evaluation.

• Bit Error Rate (BER) defined as the ratio of the number of incorrect bits to the total number

of bits in the packet. We drop a packet if the BER ≥ 10−3. This setting complies with

traditional wireless design [47].

• Correctly Decoding Rate (CDR) defined as the ratio of the number of packets that are

correctly decoded at the receiver to the total number of transmitted packets. This is a key
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metric to evaluate RnR’s performance.

• Throughput defined as the total number of bits received per unit time.

• Energy Consumption.

• Latency.

4.5.3 Results

BER. First, we analyze the BER for different numbers of colliding packets. The node positions

are shown in Fig. 4.9. We run the experiment for one hour. We vary the number of collided

packets between 2 and 5 by turning off and on the Tx’s. We compare the performance against

mZig and the conventional 802.15.4 (we particularly considered ZigBee [55]). In this experiment,

CSMA/CA is disabled for 802.15.4 to show the decoding capability from collisions. Fig. 4.10(a)

shows that 802.15.4 has BER greater than 10−3 when 2 or more packets collide. Hence, it cannot

decode packets from collisions. RnR has BER less than 10−3 when two or more packets collide.

Analytical results from mZig [69] show that its BER exceeds 10−3 when more than 4 packets

collide. RnR has much lower BER than mZig, and significantly lower than 802.15.4 as the number

of colliding packets increases.

In addition to our chosen 1000-bit payload length, we vary the packet length and observe the

BER. In this experiment, we vary the payload length from 200 to 1000 bits, and the number of

colliding packets is limited to 2. Fig. 4.10(b) shows a negligible increase in BER under RnR as

we increase the packet length. In contrast, the BER under mZig significantly increases as the

packet length increases. This happens because mZig decodes by discerning amplitude levels of
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the colliding packets (as we discussed in Section 3.2). It has serious limitations in decoding as it

experiences a BER greater than 10−3 when the payload length approaches 1000 bits. Our results

(Fig. 4.10) as well as that in [69] show that mZig can decode packets with a maximum length of ≈

1032 bits, with up to 4 concurrent transmissions, while RnR shows the capability of decoding any

number of concurrent transmissions.

CDR. We measure the CDR, we use 2 transmitters. Every transmitter attempts to send a packet

in a random time between 50-100ms of frame gap for 5 hours. Once the receiver receives the pack-

ets, we record the data. We recorded reception of nearly 100,000 packets and analyzed the CDR

offline. In this experiment, we disabled CSMA/CA for 802.15.4 to show its decoding capability

from collisions. Fig. 4.11 plots the Cumulative Distribution Function (CDF) of the CDR values

of RnR and that of 802.15.4. It shows that RnR can correctly decode packets from almost all

collisions. RnR has a CDR of nearly 97.5% in more than 95% cases of collisions. On the other

hand, conventional 802.15.4 has CDR less than 0.05% for 85% cases of collisions. This is because

802.15.4 physical layer is inherently not capable of recovering packets from collision. The results

demonstrate RnR as a highly effective approach for collision recovery.
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Figure 4.11: Distribution of CDR in RnR.
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Throughput. We now observe throughput under varying number of transmitters. In each 4ms

time window, each transmitter sends one packet at some random time in the window (maintaining

exactly one transmission per window). Fig. 4.12 compares the throughput of RnR against that of

the default 802.15.4, mZig, and ZigZag. While all schemes achieve almost the same throughput

under one transmitter (no collision), RnR outperforms others as the number (m) of concurrent

transmissions increases. Although the throughput under mZig looks competitive against that under

RnR as long as m ≤ 4, it sharply decreases when m > 4 as mZig cannot decode packets in the

latter case. It decodes some of those packets later if 4 or less of these packets re-collide. For

larger values of m, we will show later in simulation that RnR significantly outperforms mZig. RnR

also outperform ZigZag. Since ZigZag needs m repetitions to decode packets from m-collisions,

its throughput never exceeds that achieved with a single transmitter. Also, it requires to explore

all possible (exponential number) combinations of the chunks to recover a packet as we cannot

identify the packets across multiple collisions before they are recovered. On the other hand, RnR

requires a single collision to decode all m packets. Hence, RnR’s throughput increases gradually

with the increase in m, and remains nearly m times that of ZigZag.
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Figure 4.12: Throughput comparisons among RnR, mZig, ZigZag, and 802.15.4.
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Device mode Current Consumption
(Supply voltage 3 v)

Tx 17.5 mA
Rx 18.8 mA
Idle 0.5 mA
Sleep 0.1 µA

Table 4.1: Current Consumption in CC2420

Energy Consumption and Latency. We measure the energy consumption in RnR and com-

pare with that in the conventional 802.15.4. Here we enable CSMA/CA of 802.15.4 to measure

the energy efficiency of the protocol. In 802.15.4 each transmitter uses CSMA/CA to sense the

channel before transmitting. If the channel is busy, it performs a random back-off between 0.32ms

and 4.8ms, and then attempts to retransmit. In this experiment, we collect packets from 5 trans-

mitters all of which try to send to one receiver. Every transmitter is 25 ft apart from the receiver

and sends a 1032-bit packet every 4ms. We calculate energy consumption to collect 100 packets

from each node. We model the energy consumption based on CC2420 radio [23] which is based on

IEEE 802.15.4 in 2.4 GHz. Table 4.1 show the energy model for CC2420. We assume the receiver

is always connected to a power source, and do not consider its energy consumption. Fig. 4.13(a)

shows the average energy in each node per packet. RnR has almost a fixed energy consumption of

0.013mJ. On the other hand, 802.15.4 consumes an average of 0.7mJ considering 2 transmitters.

Its average energy consumption increases linearly with the number of transmitters due to retrans-

missions and the 802.15.4 MAC overhead (back-off, ACKs). This shows that RnR is highly energy

efficient.

Fig. 4.13(b) demonstrates the latency improvement for using RnR under the same previous
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Figure 4.13: Energy consumption and latency under varying # of nodes.
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setting. We measured the latency to deliver each packet at the receiver under varying numbers

of concurrent transmissions. RnR takes approximately 4ms on average to deliver a packet, while

the 802.15.4 takes approximately 13ms for 2 transmitters. As expected, with the increase in the

number of concurrent transmissions, the latency in 802.15.4 increases due to its MAC overhead

while, in RnR, it remains almost constant.

4.6 Simulation

To evaluate RnR in larger scale, we have performed simulations using the GNU Radio sim-

ulation environment [46]. GNU Radio includes a simulation environment that provides signal

processing blocks to simulate signal processing systems on the host. For evaluation in simulations,

we consider the same metrics and baselines used in our testbed experiment.
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Figure 4.14: Throughput comparison in simuation.
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Figure 4.15: Bit error rate under different SNR conditions in simulation.
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4.6.1 Simulation Setup

In simulations, we consider the number transmitters up to 25 all of which try to send to one

receiver. Once the receiver receives 100 packets for each value of m between 2 and 25, we record

the data. Every transmitter attempts to send a packet in a sliding window of 4ms, then remains idle

for 100 ms. Every packet has a fixed length of 1032 bits. We record the data for 10 hours a day for

5 days, and analyze the results offline. During the simulation, every transmitter has a fixed gain of

70 dBi. A 3 dBm of Additive white Gaussian noise (AWGN) noise was added to the channel.

4.6.2 Simulation Results

Throughput. We compare the RnR throughput against the conventional 802.15.4, mZig, and

ZigZag. In this simulation, the MACs were enabled for both 802.15.4 and mZig. As Fig. 4.14

shows, when m > 2, RnR’s throughput increases linearly while 802.15.4 maintains the same

throughput of approximately 120 kbps with a small decrease as m increases. As ZigZag requires

m retransmissions to recover m collided packets, it maintains a constant throughput of around 121

kbps with the increase of m. RnR achieves much higher throughput compared to mZig, and con-

tinues to outperform mZig as m increases. When m > 4, the throughput of mZig starts decreasing

due to its decoding limitation. When m = 25, RnR has an average throughput of 1.2 mbps which

is approximately 4x higher than mZig’s average throughput.

BER. Fig. 4.15 shows the BER comparison among different schemes under varying SNR con-

ditions when m = 2. The conventional 802.15.4 is not considered in this simulation since its

BER exceeds the threshold for even 2-packet collision. The BER in RnR is much lower than that

in mZig. Since mZig uses amplitude estimation to determine certain bits, the impact of SNR is
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higher in mZig. However, both schemes are still within the range of reference (3dB) line for m = 2.
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Figure 4.16: Energy consumption and latency in simulation.

Energy Consumption and Latency. To measure the energy consumption and latency, we use a

sliding window of 1 second. Fig 4.16(a) shows the average energy consumption per packet at each

node for all four schemes. For all the values of m, RnR maintains an average energy of 0.2 mJoules

per packet. For 5 nodes, mZig consumes an average of 60 mJoules per packet to deliver 100

packets. For 25 nodes, it consumes approximately 349 mJoules. For mZig, the energy consumption

increases due to the MAC protocol overhead as it allows only 4 concurrent transmissions. ZigZag

consumes even higher energy. For 5 nodes it consumes approximately 1280 mJoules, and the

average energy consumption increases sharply with the increase in m. This is because ZigZag

depends on m retransmission to resolve an m-packet collision. Thus, an exponential time is needed
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in calculating different chunk combinations to resolve the collision. For 802.14.5, the average

energy consumed for 5 nodes is 53 mJoules. Also in 802.15.4, the increase in m leads to an increase

in the average energy consumed due to the MAC overhead (back-off, ACKs, and retransmissions).

Fig. 4.16(b) shows the per packet latency for delivering 100 packets for each value of m. RnR

takes approximately 5ms on average for the different values of m. For 5 nodes, mZig takes 1 second

on average to deliver the packets, and for 25 nodes it takes approximately 6 seconds. In mZig, the

BER constraints the number of concurrent transmissions, and mZig experimental result shows that

up to 4 concurrent transmission must be decoded before transmitting again. Hence, mZig suffers

from an increased latency. ZigZag on the other hand takes around 23 seconds to deliver the packets

for 5 nodes. Its latency increases with the increase in the value of m due to the exponential waiting

time and the retransmission. While the latency in RnR is 8 ms for 25 concurrent packets, traditional

802.15.4 takes around 65 seconds. This time increases with the increase of m in 802.15.4 because

it suffers from collisions, random back-off waiting time, and retransmissions.

4.7 Summary

In this chapter, we have presented Reverse and Replace decoding (RnR), a novel interference

cancellation method for wireless sensor network (WSN). Because interference poses a serious

problem in wireless network, the mechanisms for recovering from collisions have been studied in

many early works [48, 61, 64, 65, 47, 51]. However, these existing solutions for collision recov-

ery make simplified assumptions such as the availability of one of the collided packets, repeated

collisions of the same packets, and the ability to identify the collided packets before recovering

them which do not hold for WSNs and most wireless networks. RnR does not rely on the assump-
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tions made in the existing works, and can recover all packets from a single collision. It entails

a physical-link layer design that exploits the raw signal samples from a collision to recover the

collided packets. RnR is bootstrapped only when a collision is detected, and involves no decoding

overhead in the absence of collision. We have also implemented RnR in GNU Radio for USRP

devices considering IEEE 802.15.4 based networks. Our experiments using 6 USRP devices and

also simulation results using GNU Radio simulator demonstrate that RnR can successfully decode

packet in 95% cases of collisions, and improves the correctly packet decoding rate of up to 97.5%

compared to standard decoders in case of collisions, providing 4x higher throughput compared

to the state-of-the-art collision recovery mechanisms. The results demonstrate RnR as a practical

choice for collision recovery in WSNs.
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CHAPTER 5 FUTURE WORK

With several competing LPWAN technologies supporting various requirements for different

IoT applications, there are still many limitations and challenges that need to be addressed. In this

chapter, we are particularly interested in future research to address handling burst transmission

over LPWAN and localization in mobile LPWAN.

5.1 Handling Burst Transmission over LPWAN

LPWAN design suffers from two key drawbacks relating to burst/bulk data transmission. First,

to achieve low-power operations, LPWANs are designed to support low data rate communica-

tion. Such design limits the adoption of LPWAN in several IoT applications that require high data

rates (e.g., volcano monitoring, infrastructural health monitoring, and video monitoring) [102, 152,

125]. Second, to the best of our knowledge, the MAC layer design of LPWANs is unresponsive to

the changes in link/channel quality, resulting in degradation in the overall network performance.

To enable burst communication over LPWAN, we will design an energy-efficient approach that

combines data compression and dynamic transmission parameter selection. We will exploit LoRa

capabilities by adjusting its transmission parameter (spreading factor, coding rate, TX power) to

ensure reliable and energy-efficient communication.

5.2 Localization in Mobile LPWAN

Localization has been widely studied in the context of cellular networks [72, 122], Wi-Fi net-

works [71, 131, 140], and Bluetooth [13, 63, 73]. Outdoor localization relies on GPS to provide

meter-level accuracy. Using GPS is energy-consuming as LPWAN devices are powered by con-

straint and unreliable sources (e.g., small batteries, energy harvesters). In LPWAN, the expected
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battery life of a device is around 10 years [102]. Thus, relying on GPS is not practical in LPWAN.

As already studied in [50, 26, 41, 75], RSSI-based, fingerprinting, and TDoA-based localiza-

tion approaches are not practical for LPWAN localization. These approaches suffer from several

issues including strong signal attenuation, high energy consumption, and high localization errors.

Recent work on LoRa localization [11] achieved meter-level localization accuracy by utilizing

the TV white spaces spectrum to emulate a wider band necessary for accurate localization. How-

ever, their approach is limited to stationary LoRa nodes and considers the presence of line-of-sight

between the nodes and the gateways. In the future, we will investigate new approaches to enable

practical localization in LPWANs
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CHAPTER 6 CONCLUSION

With the increasing number of connected devices and the variety of applications supported by

the Internet-of-Things (IoT), efficient and reliable communication technologies are needed. Low-

Power Wide-Area Network (LPWAN) offers long-range and low-power connectivity for a large

number of devices at a low cost to realize the IoT vision. In this dissertation, we have proposed to

enable applications that involve mobility in LPWAN.

To enable mobility in LPWAN, we have proposed an efficient approach to handle mobility in

Sensor Network Over White spaces (SNOW), a highly scalable LPWAN operating over TV white

spaces. We proposed a dynamic Carrier Frequency Offset (CFO) estimation and compensation

technique that considers the Doppler shift impact. Along with a fast and energy-efficient Base Sta-

tion (BS) discovery approach, we presented a novel subcarrier alignment technique that combines

time and frequency domain energy-sensing. We have implemented our approach in USRP and

Texas Instruments (TI) CC1310 devices. Our experimental results in two deployments (indoor and

outdoor) show that our approach is reliable, energy-efficient, and time-efficient.

We presented RnR, a collision detection and recovery technique designed for Wireless Sensor

Network (WSN) and adaptable in LPWANs.

Finally, we discussed the future research directions, which include handling burst transmission

over LPWAN and enabling localization in mobile LPWAN.
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Low-Power Wide-Area Network (LPWAN) is regarded as the leading communication tech-

nology for wide-area Internet-of-Things (IoT) applications. It offers low-power, long-range, and

low-cost communication. With different communication requirements for varying IoT applica-

tions, many competing LPWAN technologies operating in both licensed (e.g., NB-IoT, LTE-M,

and 5G) and unlicensed (e.g., LoRa and SigFox) bands have emerged. LPWANs are designed to

support applications with low-power and low data rate operations. They are not well-designed to

host applications that involve high mobility, high traffic, or real-time communication (e.g., volcano

monitoring and control applications). With the increasing number of mobile devices in many IoT

domains (e.g., agricultural IoT and smart city), mobility support is not well-addressed in LPWAN.

Cellular-based/licensed LPWAN relies on the wired infrastructure to enable mobility. On the other

hand, most unlicensed LPWANs operate on the crowded ISM band or are required to duty cycle,
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making handling mobility a challenge.

In this dissertation, we first identify the key opportunities of LPWAN, highlight the challenges,

and show potential directions for future research. We then enable the versatility of LPWAN ap-

plications first by enabling applications involving mobility over LPWAN. Specifically, we propose

to handle mobility in LPWAN over white space considering Sensor Network Over White Space

(SNOW). SNOW is a highly scalable and energy-efficient LPWAN operating over the TV white

spaces. TV white spaces are the allocated but locally unused available TV channels (54 - 698 MHz

in the US). We proposed a dynamic Carrier Frequency Offset (CFO) estimation and compensation

technique that considers the impact of the Doppler shift due to mobility. Also, we design energy-

efficient and fast BS discovery and association approaches. Finally, we demonstrate the feasibility

of our approach through experiments in different deployments.

Finally, we present a collision detection and recovery technique called RnR (Reverse & Replace

Decoding) that applies to LPWANs. Additionally, we discuss future work to enable handling burst

transmission over LPWAN and localization in mobile LPWAN.



108

AUTOBIOGRAPHICAL STATEMENT

Dali Ismail is a Ph.D. candidate in the Department of Computer Science at Wayne State Univer-

sity under the supervision of Dr. Abusayeed Saifullah. He received his MS in Computer Science

and Engineering at Washington University in St. Louis. His research concerns Internet-of-Things,

mobile and wireless networks, and embedded and real-time systems. He published papers in lead-

ing conferences and journals including ACM SenSys, ACM IoTDI, ACM EWSN, ACM/IEEE

Transaction on Networking, and ACM TECS. He served as a TPC member of ACM/IEEE IoTDI

poster/demo track and as a reviewer for several conferences and journals including IEEE INFO-

COM, ACM SenSys, ACM EWSN, IEEE RTSS, ACM/IEEE IoTDI, IEEE/ACM TON, and ACM

TOSN.


	Versatility Of Low-Power Wide-Area Network Applications
	Recommended Citation

	Dedication
	Acknowledgements
	List of Tables
	List of Figures
	Introduction
	Low-Power Wide-Area Networks: Opportunities, Challenges, and Directions
	Introduction
	Characteristics of LPWANs
	Long-Range Connectivity
	Low-Power
	Low Deployment and Operational Cost
	Reliability and Robustness
	Potential to Scale

	Overview of Existing LPWANs
	Infrastructure Based LPWAN Technologies
	Infrastructure-less LPWAN Technologies

	Opportunities in LPWANs
	Smart City
	Transportation and Logistics
	Agriculture and Smart Farming
	Healthcare Applications

	Challenges and future research directions
	Future Scalability and Coverage
	Technology Coexistence
	Inter-Technology Communication
	Real-Time Communication
	Support for Control Applications
	Support for Mobility
	Support for High Data Rate
	Security

	Summary

	Mobility in Low-Power Wide-Area Network over White Spaces
	Introduction
	Related Work
	A Brief Overview of SNOW
	System Model
	Handling Mobility
	Handling Mobility within the Same SNOW
	Handling Mobility across SNOWs

	Experiments
	Default parameters
	Experiments with TI CC1310: Indoor and Outdoor Deployment
	Experiments with USRP: Deployment in a Metropolitan City

	Summary

	RnR: Reverse & Replace Decoding for Collision Recovery in Wireless Sensor Networks
	Introduction
	Related Work
	Reverse & Replace Decoding
	Key Design Principle
	Core Technique of RnR Decoding

	Implementation
	Experiment
	Experimental Setup
	Evaluation Criteria and Baselines
	Results

	Simulation
	Simulation Setup
	Simulation Results

	Summary

	Future Work
	Handling Burst Transmission over LPWAN
	Localization in Mobile LPWAN

	Conclusion
	References
	Abstract
	Autobiographical Statement

