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ABSTRACT

Anthropometric measures can be used for the individualizing of head-related transfer functions (HRTFs), e.g. by
selecting best match HRTFs from a large library or by manipulating the HRTF with respect to anthropometric
features. For this purpose, an accurate extraction of anthropometric measures is crucial, since small inaccuracies
may already influence the quality of the individualization. Anthropometric features can be measured in different
ways, e.g. from scale pictures or anthropometers. However, these approaches are time-consuming and prone to
bias of the investigator. In the current project, we evaluated the precision of anthropometric features automatically
extracted from individual 3D head-and-shoulder meshes generated with a low-cost 3D scanning device (the Kinect
sensor), by identifying and measuring distances between characteristic points on the outline of each mesh. A
comprehensive set of anthropometric features was automatically extracted for 61 subjects. By cross-validation with
the manually extracted values, the method was found to yield accurate and reliable estimates of corresponding
features.

1 Introduction

The individualization of head-related transfer functions
(HRTFs) provides an approach to improve the quality
of binaural synthesis, e.g. by maintaining an accu-
racy of localization comparable to the corresponding
real sound fields [1]. The most precise approach to ob-
tain individual HRTFs is a direct acoustic measurement.
However, this approach requires elaborate experimental
equipment [2, 3]. It is thus of special interest to individ-
ualize HRTFs by directly relating the listener’s anatomy
to acoustic features of HRTFs, which seems reasonable
as the salient auditory features in HRTFs originate from

the impact of the listener’s torso, head and outer ears
(pinnae) on the incident sound field. This correspon-
dence was statistically confirmed by Jin et al. [4] who
showed that a functional model relating morphological
measurements to HRTF magnitude spectra by multivari-
able linear regression could explain about 90% of the
variance in the HRTF spectra. Other possibilities for
matching morphologic and acoustic features include
numeric solutions, machine learning algorithms, geo-
metric head models, or sparse representation methods
[5, 6, 7, 8]. Moreover, in localization experiments con-
ducted by Zotkin et al. [9], six out of eight subjects
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showed improved localization of elevation when using
best-match HRTFs compared to those of a head and
torso simulator (KEMAR). HRTFs were chosen by the
best-matching anthropometric measures in the CIPIC
HRTF database [10].

All methods above require a reliable tool for measur-
ing anthropometric parameters which can be done in
several ways. The simplest solution to this is a man-
ual measurement either using anthropometers or scale
pictures as done in [9, 10], which, however, is time con-
suming, and might introduce bias from the investigator.
In case the pictures are taken from a small distance,
additional error might be introduced if the object to be
measured (e.g. the pinna) and the scale have different
distances to the camera.
Torres-Gallegos et al. [11] suggested an automatic ex-
traction from scale pictures using trained active shape
models. The pictures were taken in a blue screen
photo studio with good lighting conditions and known
camera-to-subject distance. It was shown that the mean
differences between manually and automatically ex-
tracted measures were in the range of 0.7 mm to 1.6 mm
for the ear parameters, 4 mm to 6.5 mm for head pa-
rameters and 2.8 mm to 5.6 mm for neck parameters of
11 subjects respectively. The influence of the measure-
ment error was evaluated by calculating spectral differ-
ences between best-match HRTFs that were selected
with and without adding error to one anthropometric
measure. Spectral differences were small in this case,
but it was not investigated to what extent the results
would change, if the error were introduced to all mea-
sures at the same time, which would be a more realistic
test scenario.
In this paper, we have used the Kinect sensor to gener-
ate 3D surface meshes of different listeners’ torso, head
and pinna. From these representations, anthropometric
measures were automatically extracted, aiming at a con-
sumer solution which is robust against the scanning con-
ditions and easy to handle. In section 2, we introduce
the scanning method, and the mesh post-processing. In
section 3, the extraction of anthropometric measures is
outlined, followed by an evaluation in section 4.

2 Mesh acquisition

High precision surface meshes can be obtained using
magnet resonance imaging [12, 13], but such scanners
can only be operated by medical personnel and are ex-
tremely costly. In this paper, a Kinect 3D scanner, and

Fig. 1: Example for a 3D surface mesh before (right)
and after post processing (left).

the Kinect fusion with the developer toolkit browser
v1.8.0 [14] was used to generate 3D surface meshes
from which the anthropometric measures can be ex-
tracted automatically.

The Kinect was set up at ear level at a distance of
about one meter from the subject who was sitting in
a swivel chair, and was wearing a swim cap to reduce
the influence of hair on the scans and the extracted
anthropometric measures. The scans were taken in a
two-step procedure with the Kinect resolution set to the
maximum of 768 voxels per meter. First, a complete
mesh was generated by slowly rotating the subject by
360 degrees. In this case, the rotation caused a slight
spatial smoothing in the mesh. To obtain non-smoothed
meshes, separate scans from the subject’s ears, and left,
and right side of the face were taken, while carefully
rotating it back and forth by a couple of degrees until
the result was satisfactory.
Post-processing involved four manual steps: (a) remov-
ing unwanted parts in the mesh (e.g. surroundings,
unwanted parts of the torso, and irregular parts close
to holes), (b) filling holes, (c) merging, and (d) align-
ing. Removing unwanted parts and filling holes, which
commonly occurred at the top of the head and below
the jaw, was done using Meshlab [15]. In the merging
stage, which was done using Geomagic’s [16] point
based glue tool, the non-smoothed meshes were used
to replace corresponding parts of the complete, but
smoothed mesh. In the last step, the interaural center,
which is defined as the midpoint of the axis connecting
the entrances to the ear canals, was aligned to the ori-
gin of coordinates. An example of the resulting mesh,
before and after post-processing is shown in Fig. 1.
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The whole procedure took approximately 3.5 hours per 
subject including 15 minutes for scanning. 

3 Automatie extraction of 

anthropometric measures 

For individualizing HRTF using anthropometric fea­
tures, a set of 27 parameters as defined by the CIPIC 
HRTF database [10] is widely used, describing the ba­
sic dimension of head, neck, shoulder, torso, and pinna. 
In this study, we present an approach for automatically 
estimating a subset of 14 anthropometric measurements 
of head, neck and pinna from 3D surface. (cf. Table.1). 
With these automatic measurements we avoid the diffi­
cult manual selection of the correct points in the mesh 
which would lead to inaccurate measurements. 

3.1 Extraction of the mesh outline 

As the first step to measure anthropometrics automat­
ically, we extracted 2D outlines from the 3D surface 
meshes. Different outlines need to be extracted for 
the above mentioned 14 anthropometric parameters: 
one from the front view, and one from the side view 
and four of each pinna (cf. Fig. 3-7). From the front 
view outline, parameters x 1 and x6 are extracted, from 
the side view x2, x3, x4, x5, x7 and xs are extracted, 
and parameters d1 - d6 were taken from the pinna out­
lines. Outlines were extracted with a resolution of 
l1z = 0.75 mm by finding the points with minimum, 
and maximum x-values for the front, and back part of 
the side view outline, and by finding the points with the 
minimum, and maximum y-values for the left, and right 
part of the front view, and pinna outlines. For a robust 
extraction of the outlines at the current z-value, points 
were grouped by [z - /iz/2, z + /iz/2] before finding 
the minimum/maximum x/y-values of all points in this 
search range. 

3.2 Head measures 

Head anthropometric parameters are head width (x1), 
height (x2), and depth (x3). The head width (x1) was 
calculated by averaging the distances in y-direction 
between the points directly above and below the 
ears (cf. Fig. 3). For this purpose, differences in 
y-coordinates 11Y;.;+ 1 were calculated for successive
points on the left and right part of the outline between
z = [-Z/2,Z/2], where Z is the maximum z-value of 
the entire mesh corresponding to a peak point on the 

Fig. 2: Definition of pinna measures, taken from [10]. 

1D Anthropometrie 1D Anthropometrie 

measure measure 

XJ head width XJS seated height 

x2 head height XJ6 head circumference 

X3 head depth X17 shoulder circumference 

X4 pinna offset down d1 cavum conchae height 

X5 pinna offset back d2 cymba concha height 

X6 neck width d3 cavum concha width 

X7 neck hcight d4 fossa hcight 

X8 neck depth ds pinna height 

X9 torso top width d6 pinna width 

XJO torso top hcight d1 intcrtragal incisurc width 

XJJ torso top depth ds cavum concha depth 

x,2 shoulder width e, pinna rotation angle 

X13 head offset forward 02 pinna flare angle 

XJ4 height 

Table 1: Anthropometrie measures from the CIPIC 
database [ 1 O]. Measures with gray font were 
not acquired in this study. 

top of the head. The points above and below the ear 
were then extracted by finding the maximum, and mini­
mum of !iy;,;+1-

The head height (x2) was identified based on the front 
part of the side view outline (i.e. points with positive 
x-coordinates) by calculating the distance in z-direction 
between Z, and the point with minimum 11z;,;+1 within 
z = [-Z, -Z/2] (green point in Fig. 4). Here, /1z;_;+1 
gives the differences in z-coordinates between succes­
sive points on the outline. 
The head depth (x3) was estimated based on the side 
view outline evaluated within z = [Z/3, Z], by calculat­
ing the distance between the yellow point at the front 
of head and the blue point at the back of head shown 
in Fig. 4. The points on the forehead, and backhead 
were selected by finding the minimum !ix;,;+1 for points 
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Fig. 3: Front view of 3D surface mesh with the ex­
tracted outlines for measuring head width. 
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Fig. 4: Side view of 3D surface mesh with the extracted 
outlines for measuring head depth and head 
height. 

with positive, and negative x-coordinates, respectively, 
where Ax;,;+ 1 gives the differences in x -coordinates 
between successive points on the outline. 
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Fig. 5: Front view of 3D surface mesh with the ex­
tracted outlines for measuring neck width. 
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Fig. 6: Side view of 3D surface mesh with the extracted 
outlines for measuring neck height and neck 
depth. 

3.3 Neck measures 

Neck anthropometric paramaters are neck width (x6), 
height (x7 ), and depth (xs). In the first step, the front, 
and side view outline was extracted in the range z =
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Fig. 7: Vertical (left), horizontal pinna outline (right) 
and pinna mesh of subject-26 (middle). Points 
marked in the pinna mesh correspond to the 
points of the same color marked in the pinna 
outlines. 

[-Z- Z/8, -Z/2]. Then, the neck width (x6) was 
estimated by calculating the distance between the red 
point in the right neck outline and the green point in 
the left neck outline shown in Fig. 5. The points were 
selected by finding the minimum, and maximum Lly;,;+ 1 
for points with positive, and negative y-coordinates, 
respectively 
The neck height (x7) was calculated as the distance 
in z-direction between the gray points on the frontal 
part of the side view outline (cf Fig. 6). The lower 
anchor is defined by the point with the smallest x-value, 
the upper anchor was identical to the point used for 
calculating the head height (see above). 
The neck depth (x8) was calculated as the distance in x­
direction between the point with the largest x-value on 
the back part of the side view outline, and the point half 
way between the two points that were used to measure 
the neck height (cf. Fig. 6). 

3.4 Pinna offset measures 

The Pinna offset is defined as the displacement of the 
left and right ear channel entrance from the center of 
the head in x-, and z-direction [10]. Since the meshes 
were manually aligned so that the ear channel's x-, and 
z-coordinates were zero, the pinna offset is given by the 
displacement of the head center. The latter was simply 
estimated by the arithmetic mean of the points that 
were used to calculate the head depth and height (see 
above). 

3.5 Pinna measures 

Pinna parameters measured here are cavum concha 
height (d1), cymba concha height (d2), cavum concha 

width (d3), fossa height (d4), pinna height (d5) and 
pinna width ( d6) as shown in Fig. 2. In this case, the 
range z = [Zmin, Zmax] for extracting the outline was 
taken from the four points used to calculate the head 
width (cf. Fig. 4). The same points were used to es­
timate the left and right pinna height ( d5). This was 
dorre by calculating the distance between the two red 
points on the let't and two green points on the right part 
of the front-view outline. 
In a next step, the pinna height was used to subdivide 
the pinna into three vertical segments (w1, w2, and 
w3) whose lengths in z-direction are defined by the 
ratio 2:1:2. To access the fine structure of the pinna, 
corresponding outlines were extracted at different x­
coordinates: x = 0±& mm for w1, x = 7 ±& mm 
for w2, and x = 12±& mm for w3 (Fig. 7, middle). 
& was introduced for a more robust detection of the 
outline and was set to 1 mm. 
After extraction of the segments, the cavum concha 
height (d1) was estimated as the distance between the 
magenta point and the red point from w1 and w2, the 
cymba concha height (d2) was estimated as the dis­
tance between the red point and the green point from 
w2 and w3, and the fossa height (d4) was estimated 
as the distance between the green point and the black 
point from w2 shown in Fig. 7 (right). The correspond­
ing points on the segments were selected by finding the 
minima and maxima of Lly;,;+ 1, i.e. the difference in y­
coordinates between successive points of the segments. 
In the next step, the horizontal outline of the pinna w4 
was extracted by grouping points between z = ± 1 mm 
in the range of x = [-X /2, X /2], where X is the max­
imum absolute x-value of all points in the mesh. The 
cavum concha width ( d3) was then estimated as the 
distance between the black point and the yellow point, 
and the pinna width ( d6) was estimated as the distance 
between the black point and the cyan point as shown in 
Fig. 7 (left). The black point was selected by finding 
the point with the maximum y-coordinate in positive x­
direction. The cyan, and yellow points were selected by 
finding the minimum &;,;+ 1 for points whose x-value 
are larger, and smaller than the x-value of the point 
with the maximum y-value, respectively. 

4 Evaluation 

In the following, we present an evaluation of the pro­
posed algorithm regarding four aspects: The influence 
of (a) the mesh quality, and (b) the head geometry on 
the automatic parameter extraction on one hand, and 
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ID St. light Kinect RE.

[cm] [cm] [%]
x1 14.81 14.76 0.3
x2 21.55 21.57 0.1
x3 18.73 18.65 0.4
x6 11.85 11.91 0.5
x7 8.37 8.38 0.1
x8 11.80 11.82 0.2
d1 1.55 1.59 2.6
d2 1.08 1.08 0
d3 1.79 1.79 0
d4 2.18 2.18 0
d5 5.99 6.06 1.2
d6 3.24 3.26 0.6

Table 2: Anthropometric measures extracted from
scans acquired with a structured light (St.
light) and Kinect scanner, and Relative error
(RE) between the two.

the suitability of the automatically extracted parameters
for (c) ITD individualization, and (d) best match HRTF
selection on the other.

4.1 Influence of mesh quality

For assessing the influence of the mesh quality, an-
thropometric features were manually extracted for the
FABIAN head and torso simulator using a mesh ac-
quired with a Kinect, and a high resolution mesh ob-
tained from a structured light scan, with a precision of
approx. 1/100 mm [17] [18] (cf. Fig. 8).
The absolute mean difference for the head, neck and
pinna anthropometric measurements from the high res-
olution scan to the Kinect scan is 0.3 mm (Table. 2),
whereas the relative error is below 1% in most of the
cases, and is always smaller then differences reported
by Torres-Gallegos for the analysis of scale pictures
et al. [11]. It is thus assumed, that the mesh quality that
can be achieved with the Kinect scanner is sufficient
for the automatic measurement of anthropometrics and
should not bias an HRTF individualization process.

4.2 Influence of head geometry

To evaluate the robustness of our method with respect
to different head and ear shapes, the Kinect was used
to generate 3D surface meshes of 61 human subjects,

Fig. 8: 3D surface meshes of FABIAN obtained with
the structured light scanner (left) and the Kinect
scanner (right).

and the automatically extracted anthropometric mea-
sures were compared to the corresponding manually
extracted counterparts. Manual extraction was done
on the basis of the same meshes, but using Meshlab’s
distance tool on manually selected points. In 16 cases,
the hair covered parts of the neck and the pinna lead
to unreliable results not only in automatic but also in
the manual approach. In another 5 cases for the female
subjects who got hair of very high density covering the
entire pinna and neck, both the side view outline and
front view outline could not be extracted and the auto-
matic measurements failed for those subjects because
no characteristic points can be extracted from the 3D
mesh.
Differences between manually and automatically ex-
tracted anthropometric measures for the 40 good sub-
jects are given in Table. 3. The second column indicates
the mean difference (µ) and standard deviation (σ )
across all 40 subjects. The third column indicates the
absolute mean difference (|µ |) and standard deviation
(σ ), the fourth column the absolute relative deviation
in percent (RE).
In general, difference decrease by only 1.7% if consid-
ering only the good subjects compared to considering
all subjects (not shown here). This suggests that most
parameters can still be reliably extracted in the pres-
ence of smaller mesh irregularities. Mean differences
µ show systematic offsets in some cases (x2, x6, x8,
d1, and d5), and appear to be randomly distributed in
the other cases (µ ≤ 0.5 mm). Absolute mean (and
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ID µ (σ ) |µ | (σ ) RE.
[cm] [cm] [%]

x1 -0.05 (0.31) 0.22 (0.22) 1.50
x2 0.28 (0.41) 0.36 (0.33) 1.69
x3 0.05 (0.28) 0.18 (0.22) 0.95
x6 -0.56 (1.20) 0.60 (1.18) 5.4
x7 0.01 (1.38) 0.87 (1.07) 11.98
x8 0.24 (0.91) 0.64 (0.68) 5.39
d1 -0.13 (0.35) 0.23 (0.28) 15.01
d2 -0.04 (0.22) 0.17 (0.15) 16.17
d3 -0.01 (0.37) 0.25 (0.27) 14.89
d4 -0.04 (0.23) 0.17 (0.15) 9.15
d5 0.20 (0.26) 0.24 (0.21) 4.10
d6 0.01 (0.30) 0.22 (0.20) 7.55

Table 3: Differences between manually and automat-
ically extracted anthropometric measures of
40 subjects: µ is mean difference, σ is stan-
dard deviation, |µ | is absolute mean difference
and RE is relative error using the absolute
measurement difference.

relative) differences are in the range of 0.18 cm to 0.87
cm (0.95% to 16.17%) which is comparable to Torres-
Gallegos et al. [11]. However, standard deviations are
larger in our case, suggesting at least some erroneous
detections for the automatic feature extraction. The
pinna displacement measurements x4 and x5 were not
compared here, because their manual measurement is
prone to errors.

4.3 Suitability for ITD individualization

In the third step, the suitability of the proposed ap-
proach for individualizing the ITD based on an ellip-
soidal head model using anthropometric measures of
head, and pinnae displacement [19] was investigated.
The difference between the ITD calculated based on
automatic (IT DA) and manual (IT DM) measurements
is given by

IT DD(θ) =
1

K

K

∑
k=1

|IT DM(θ ,k)− IT DA(θ ,k)| , (1)

where θ is the azimuth angle, and K is the number of
subjects. IT DD is found to be less than 12 µs along the
azimuth plane for 56 subjects and less than 5 µs along
the azimuth plane for 40 subjects which is in the range
of the most critical JND (just noticeable difference)
values reported in literature [20, Tab. 2.3] (cf. Fig. 9).
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Fig. 9: Absolute mean ITD difference between the au-
tomatic and manual anthropometric measure-
ments.

4.4 Suitability for best match HRTF selection

In the fourth step, we calculated distances between an-
thropometric feature sets for all combinations of the 40
good subjects as suggested by Zotkin [9], by using the
features listed in Table. 3. Distances were calculated
for the manually (M→M) and automatically measured
anthropometric feature sets (A→A). The similarity be-
tween the distances for the cases (A→A) and (M→M)
were assessed by

P(T ) =
100

N

N

∑
n=1

Xn,T ∩Yn,T

T
, (2)

where P is the precision in percent, N = 40 is the num-
ber of subjects, T = {1,2, ..N} is the rank, Xn,T and
Yn,T is the rank list of the T subjects with the smallest
distance to subject n calculated based on A→A, and
M→M, respectively [21].
From Fig. 10, we can see that the precision is around
80% for Tmax = 20, i.e. the top 20 rank list selected
from M→M and A→A, on average contains 16 iden-
tical subjects. If we analyze only the best match
(Tmax = 1), the precision between M→M to A→A is
18% which means that for 7 subjects out of 40 subjects
the same best match is selected for M→M and A→A.

5 Discussion and Conclusion

In this paper, we have used the Kinect sensor as a low
budget 3D scanner for consumer applications to gener-
ate 3D surface meshes of 61 human subjects and one
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Fig. 10: Precision between the best match subjects se-
lected from manually and automatically mea-
sured anthropometrics depending on the size
of the rank list T .

head and torso simulator. From these meshes, we auto-
matically extracted 14 anthropometric head, neck and
pinna features by calculating distances between charac-
teristic points on the mesh outlines. The suitability of
the proposed method for acoustic applications was eval-
uated by extracting relevant anthropometric parameters
using a high resolution reference mesh and a Kinect
based mesh of the FABIAN head and torso simulator.
For these cases, differences were well below 1% for
most cases, and are assumed to be negligible.
The efficiency of the proposed method was investigated
for different head geometries by comparing manually
and automatically extracted features of the 61 human
subjects. The automatic extraction worked for 56 out
of 61 subjects and the differences between manual and
automatic measurements were in the range of 2 mm for
the head measures, less than 2 mm for pinna measures
and in the range of 8 mm for the neck measures which
is comparable to results from an analysis of scale pic-
tures taken at well-controlled visual conditions [11].
Moreover, the extraction proved to be relatively ro-
bust against an occlusion of smaller parts of the mesh,
whereas an occlusion of larger parts should be avoided
during the scanning procedure.
The influence of the proposed method on HRTF indi-
vidualization was assessed by calculating distances be-
tween anthropometric feature sets of all subjects based
on manually and automatically extracted features and
generating the rank order of best match subjects from

the calculated distances. On average 6 out of the 10
best matches for each subject were identical across
automatic and manual extraction, thus suggesting a
general accordance between the extraction methods.
This is in line with Torres-Gallegos et al. [11] who
showed that noise in anthropometric measurements in-
fluences the best match subject. While induced spectral
differences appeared to be negligible in their case, this
still has to be proven for the proposed method.

6 Future works

In future works, the quality of the best match HRTFs
selected based on the automatically extracted measures
in terms of perceptual features such as localization and
coloration could be investigated, as well as the possi-
bility to directly generate HRTFs from the acquired
3D surface meshes using numerical approaches. For
consumer applications it would be interesting to see
to what extent the automatic extraction can also be
performed based on 3D surface meshes generated from
mobile phone pictures.
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