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1. Introduction 48 

Combustion of sulfur-containing fuels including oil and coal, leads to the formation of 49 

sulfur dioxide (SO2). It is produced from fuel combustion in the air, land and water 50 

transportation industries. However, power stations account for more SO2 emissions than 51 

the remaining causes of the pollutant. SO2 is one of the pollutants regarded as air 52 

contaminants by most developed countries (Srivastava, 2000). When SO2 spreads into the 53 

atmosphere it forms fine particulate matter and sulfuric acid, secondary pollutants that 54 

have important negative impacts on people’s health, the economy and the environment. 55 

(McLinden et al, 2016). Similar to other sulfur oxides, SO2 emissions can cause acid rain 56 

which results in the damage of the ecosystems. At high concentrations, it can impair 57 

plants and trees by harming foliage and diminishing growth (Environmental Protection 58 

Agency, 2019). 59 

Based on the importance of SO2 emissions and the negative consequences that 60 

SO2 emission buildup poses in the economy, especially on people’s health, numerous 61 

features of the pollutant emissions have been examined in the extant literature such as the 62 

determining factors of SO2 emissions (Managi et al, 2008; Zhou et al., 2017; Yang et al., 63 

2017; Liu et al., 2019). There are also some articles that examine the convergence of SO2 64 

emissions (Solarin and Tiwari, 2020; Zhang et al., 2020). One of the areas that has 65 

received limited attention in the existing literature is the persistence of SO2 emissions. 66 

The literature on the persistence of pollution indicators has been dominated by issues such 67 

as the persistence of CO2 emissions (Belbute and Pereira, 2017). The trend observed for 68 

SO2 emissions is quite different from the trend that CO2 emissions has followed over the 69 

years (Solarin and Tiwari, 2020). The policies and methods aimed at reducing one or 70 

other type of pollutant emission differ considerably.  71 

The important aspects of testing for persistence of SO2 emissions are numerous. 72 

First, the lack of stationarity indicates that policy shocks to the SO2 emissions brought 73 
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about by the use of technologies or the imposition of standards or laws aimed at lowering 74 

SO2 emissions will be permanent (Sidneva and Zivot, 2014). An example of such 75 

technologies is the wet system (which involves the mixing of crushed lime or limestone 76 

with water, which is then sprayed into the sulfur containing flue gases). Other examples 77 

are dry or semi-dry systems (which involve injecting a slurry of alkali sorbent, usually 78 

slaked lime, into the flue gases in a fine spray, following which the heat from the flue 79 

gases leads to evaporation of water as well as cooling the gases as it does so). Examples 80 

of current legislation and standards include the Clean Air Act of 1970 as well as the 81 

Energy Policy Conservation Act of 1975 in the United States; On-Road Vehicle and 82 

Engine Emission Regulations introduced through the Canadian Environmental Protection 83 

Act of 1999; and the various European Union Emission Standards for Light Commercial 84 

Vehicles (Timilsina and Dulal, 2009). Conversely, stationarity of SO2 emissions implies 85 

that policy shocks to SO2 emissions will have transient impacts. 86 

An additional benefit is that from an econometrics viewpoint, nonstationarity in 87 

SO2 emissions series has important consequences for the environmental Kuznets curve 88 

and (EKC) papers have employed SO2 emissions as an indicator of pollutant emissions. 89 

A handful of EKC papers have relied on the assumption that there is trend stationarity in 90 

the pollutant emissions (Sidneva and Zivot, 2014). However, the EKC studies that use the 91 

level version of a nonstationary SO2 emission (as the dependent variable) while the 92 

dependent variable such as real gross domestic product is also nonstationary, are likely to 93 

generate unreliable results (Newbold and Granger, 1974). In other words, econometric 94 

methods including the ordinary least squares (OLS) approach that are based on the 95 

premise that all the series in the analysis are stationary can yield spurious results, if the 96 

series are actually nonstationary (Hendry and Juselius, 2000).  97 
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Moreover, there is limited possibility of convergence among a set of series if the 98 

series are not individually stationary at level (Nieswiadomy and Strazicich., 2004). 99 

Therefore, any suggestion of convergence on the relative SO2 emissions might not be 100 

valid if the SO2 emissions series are not stationary at level.  101 

The aim of the present paper is to extend the existing literature on pollutant 102 

emissions by examining the persistence of sulfur emissions in 37 OECD countries during 103 

the period 1750–2014. In order to do that, we adopt long range dependence techniques 104 

based on fractional integration, which is a more flexible method than the common 105 

approaches based on integer differentiation, using ARMA-ARIMA models 106 

corresponding to orders of integration of 0 and 1 respectively. This is relevant because 107 

we allow for a higher degree of flexibility in the dynamic specification of the models, and 108 

testing the order of integration of the series from a fractional viewpoint allows us to 109 

consider the possibility of nonstationary mean reverting processes with shock having 110 

transitory though with long lasting effects. Moreover, data from very long time series will 111 

be used to benefit from the larger sample size. We have focused on OECD countries for 112 

several reasons. With a gross domestic product worth US$52 trillion (at 2010 prices), 113 

OECD nations was responsible for 63% of world’s GDP in 2018 (World Bank, 2020). 114 

Secondly, OECD nations have witnessed SO2 emissions growth in majority of the sample 115 

period. SO2 emissions increased by almost 200 times between 1750 and 2014 in the 116 

OECD countries (Hoesly et al., 2018). Thirdly, OECD nations was responsible for 15% 117 

SO2 emissions in the globe in 2014 (Hoesly et al., 2018). Fourthly, SO2 emission 118 

mitigation technologies in OECD nations are usually more efficient than those in 119 

existence in non-OECD nations. Several non-OECD nations refer to OECD nations when 120 

articulating their SO2 emission mitigation blueprints.  121 
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The paper is presented as follows. First, the literature review will be examined in 122 

the following section. The methodology and data are presented in the Section 3. The 123 

fourth section discusses the main findings of the work. Finally, the conclusions of this 124 

research are presented in Section 5. 125 

 126 

2.  Literature review 127 

Based on the existing correlation between economic development and environmental 128 

pollution, most of the current literature has focused on the Environmental Kuznets Curve 129 

(EKC) model as the main framework (Asumadu Sarkodie and Strezov, 2019). Thus, for 130 

example, Zhou et al. (2017) examined the relationship between SO2 emissions and 131 

economic development by means of a spatial panel model and suggesting an inversely N-132 

shaped environmental Kuznets curve. Other researchers suggested that air pollution is 133 

also related to a country's international trade which, in turn, promotes economic growth 134 

(Managi et al, 2008). 135 

It is also worth highlighting studies aimed at identifying the convergence of SO2 136 

emissions in air pollution. Solarin and Tiwari (2019), using the panel stationarity test 137 

proposed in Nazlioglu and Karul (2017), examined sulfur dioxide (SO2) emission 138 

convergence among 32 OECD countries. The results revealed the existence of 139 

convergence of SO2 emissions among the OECD countries included in the study.   140 

On the other hand, Zhang et al. (2020) employed the Fourier quantile unit-root 141 

test to survey SO2 emissions per capita convergence in 74 cities of China for a time period 142 

from December 2014 to June 2019. Their results indicate that SO2 emissions per capita 143 

in 72 out of 74 cities were convergent. They also conclude that the nonstationary behavior 144 

of SO2 emissions per capita in these cities is asymmetrically persistent at different 145 

quantiles. 146 
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Other studies such as Yang et al. (2017) used data from 113 major cities in China 147 

in to investigate the impact of natural factors on SO2 concentrations. The results indicated 148 

that precipitation exerts a significant effect on SO2 reduction and temperature factors 149 

seems to aggravate SO2 concentrations.  150 

There are also studies on air pollution persistence. Meraz et al. (2015) used a long 151 

range dependence technique based on the rescaled range analysis (R/S) to examine the 152 

level of persistence of air pollutants in Mexico City. The air-pollution time series were 153 

hourly observations of nitrogen dioxide, ozone, sulfur dioxide and particulate matter 154 

obtained at the Mexico City downtown monitoring station from 1999 to 2014. The results 155 

showed that the long-range persistence property is not uniformly distributed over a wide 156 

range of time scales, from days to months. 157 

Detrended fluctuation analysis (DFA) has also been employed in the analysis of 158 

persistence of air pollutants. Chelani (2013) examined time series of gaseous pollutants 159 

of CO, O3 and NO2 concentrations during the time period 2000–2009 at a traffic site in 160 

Delhi. Long range dependence (long memory) was observed in CO and NO2, whereas O3 161 

showed anti-persistent behavior. Chen et al. (2016) examined similar issues in four major 162 

cities, Beijing, Guangzhou, Shenzhen and Shanghai, between 2013 and 2015. Their 163 

results revealed that pollution was persistent. In a similar way, Gil-Alana et al. (2020) 164 

analyzed the time series behavior of the air quality in the US states by looking at the 165 

degree of persistence of the particulate matter (PM10 and PM2.5) datasets. They found 166 

heterogeneous results across the states with higher levels of persistence in the Western 167 

states with respect to those in the Eastern part, where a decreasing trend is also observed. 168 

Based on the above review, it should be noted that studies on the persistence of 169 

sulfur dioxide emissions have been rarely discussed. Despite substantial overall 170 

downward trends in recent years, sulfur dioxide (SO2) emitted from anthropogenic 171 
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sources (e.g., coal-fired power plants) continues to have significant impacts on the 172 

environment (Li et al., 2020). Connecting the convergence hypothesis and the degree of 173 

persistence of sulfur dioxide (SO2) emissions is important for environmental 174 

policymakers to effectively implement sulfur emission reduction strategies on a global 175 

scale. 176 

 177 

3. Data and Methodology 178 

3.1  Data  179 

The SO2 emissions dataset (in kilotonnes or kt) in 37 OECD nations for the period, 1750-180 

2014, was obtained from the Joint Global Change Research Institute12. Australia is the 181 

only exception as it has dataset for only 1781-2014. The data was obtained within the 182 

Community Emissions Data System (CEDS) and has many advantages over the other 183 

sources of SO2 emissions as they usually lack duplicability and uncertainty estimates 184 

(Hoesly et al., 2018). CEDS uses emission factors, current emission inventories and 185 

activity/driver data to generate annual national emissions across time and there are stages 186 

involved in the calculation phase. The first stage encompasses collection of data and the 187 

processing of data into a consistent format and timescale. In the second stage, default 188 

emissions for several OECD nations for 1960 to 2014 are calculated using driver and 189 

emission factor data. The drivers used in the computation include energy consumption 190 

(which is used as a driver for fuel combustion emissions), population (used as a driver for 191 

non-combustion emissions). In the third step, default estimates are scaled in order to be 192 

consistent with present emission inventories where available, plausible and complete. In 193 

the fourth step, scaled emission estimates are extended back to 1750 to obtain final 194 

 
1 The data is available in https://zenodo.org/record/3606753#.XqLGoMgzbIU.  
2 The list is based on OECD membership as at 30/6/2020. The list was generated from 

https://www.oecd.org/about/document/list-oecd-member-countries.htm. 

https://zenodo.org/record/3606753#.XqLGoMgzbIU
https://www.oecd.org/about/document/list-oecd-member-countries.htm
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national emissions. Finally, emissions are scrutinized and collated to extract data for 195 

release and analysis (Hoesly et al., 2018). 196 

Some relevant statistics of the series are presented in Table 1 and it is shown that 197 

with an average of 8576.478 kilotonnes of SO2 emissions, the U.S. (which has the largest 198 

economy in the globe) was the biggest emitter among the OCED countries during the 199 

period under investigation. The U.S. is also among the countries with the largest standard 200 

deviation. The Skewness statistic suggests the majority of the series are not skewed. 201 

Hence, the logged transformed data is used for the empirical analysis.  202 

 203 

Table 1: Descriptive statistics of the series  204 

Series Mean Standard deviation Minimum value Maximum value 

Australia 427.672 554.441 0.000 1816.861 

Austria 79.022 99.663 1.884 377.456 

Belgium 239.230 261.348 5.851 1028.546 

Canada 1117.430 1526.571 0.237 5422.850 

Chile 428.136 657.640 0.099 2396.017 

Colombia 32.720 56.469 0.145 188.882 

Czech Republic 490.288 605.728 2.767 2152.669 

Denmark 58.707 120.327 0.911 608.662 

Estonia 40.814 66.938 0.049 274.179 

Finland 60.734 123.428 0.026 688.524 

France 598.335 718.816 32.477 3204.397 

Germany 2167.125 2577.280 11.967 8330.618 

Greece 83.455 164.850 0.312 599.538 

Hungary 302.672 421.279 3.985 1494.954 

Iceland 2.225 4.275 0.003 20.012 

Ireland 44.391 62.441 2.791 234.618 

Israel 57.120 119.958 0.023 450.889 

Italy 390.473 778.997 4.290 3386.328 

Japan 531.588 883.988 2.017 4591.322 

Korea 100.970 214.413 2.385 825.518 

Latvia 19.920 38.652 0.443 165.179 

Lithuania 32.767 61.593 0.981 256.506 
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Luxembourg 4.380 10.923 0.042 55.445 

Mexico 380.199 650.110 0.776 2362.333 

Netherlands 90.620 155.180 2.628 732.978 

New Zealand 25.708 30.083 0.005 97.614 

Norway 31.567 43.387 0.183 169.107 

Poland 693.513 945.176 7.368 3628.186 

Portugal 43.241 79.520 0.639 364.384 

Slovakia 95.674 143.218 0.973 622.175 

Slovenia 15.627 34.714 0.046 198.721 

Spain 386.353 692.523 3.039 3020.669 

Sweden 92.522 187.930 1.433 925.952 

Switzerland 27.362 41.999 0.359 201.037 

Turkey 302.826 669.287 1.145 2549.460 

United Kingdom 2425.585 2070.001 101.381 6311.099 

United States 8576.478 9573.654 2.130 29552.055 

 The series are in their original forms (in kilotonnes or kt) 205 

 206 

 207 

3.2 Methodology 208 

Persistence is examined in this paper by using long range dependence techniques based 209 

on fractional integration that means that fractional differences are used in the 210 

differentiation of the series to render it stationary I(0). 211 

We start by defining I(0) stationarity. A process {ut, t = 0, ±1, …} is said to be 212 

I(0) or integrated of order 0 if its spectral density function (which is the Fourier 213 

transformation of the autocovariances) is finite and strictly positive at all frequencies. 214 

Then, a process is said to be I(d) or integrated of order d if it can be expressed as: 215 

                     
,...,2,1t,ux)B1( tt

d ==−    (1) 216 

where B is the backshift operator (Bxt = xt-1), the parameter d can be a fractional value 217 

and ut is stationary I(0) like a white noise or a stationary ARMA-type process. 218 
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 The value of the differencing parameter d is relevant because it measures the 219 

degree of persistence in the data, noting that equation (1) can be expressed for any real 220 

value d as: 221 

.u...x
2

)1d(d
xdx t2t1tt ++

−
−= −−       (2) 222 

Thus, the higher the value of d is, the higher the level of association will be between the 223 

observations. Moreover, this specification is quite general since it allows us to consider 224 

different alternative modelling approaches such as short memory or I(0) processes (d = 225 

0), stationarity with long memory (0 < d < 0.5); nonstationarity though mean reverting 226 

processes (0.5 ≤ d < 1), unit roots (d =1) and explosive processes (d > 1). 227 

 The estimation of d is carried out by using the frequency domain specification of 228 

the Whittle function, which is an approximation to the likelihood function. In more detail, 229 

we employ a testing procedure proposed in Robinson (1994) that has various advantages 230 

with respect to other approaches. Thus, it can be used for any value of d, including values 231 

above 0.5 in the nonstationary range; its limit distribution is a standard N(0,1) and this 232 

behavior holds regardless of whether deterministic terms such as an intercept and a linear 233 

time trend are included in the model.3 234 

 235 

4. Empirical results 236 

We examine the model given by the following equation, 237 

                   
,...,2,1t,ux)B1(,xty tt

d
tt ==−++=  (3) 238 

 
3 The functional form of the version of the tests of Robinson (1994) used in this work can be found in Gil-

Alana and Robinson (1997). The use of other approaches such as Sowell’s (1992) maximum likelihood 

method or the semiparametric method of Geweke and Porter-Hudak (1987) produced almost identical 

results to those reported in this work. 
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where yt is the time series we observe, α and β are unknown parameters referring 239 

respectively to an intercept and a linear time trend, and the regression errors, xt are 240 

integrated of order d, so that ut is an integrated of order 0 process. 241 

 In Table 2 we suppose ut is an uncorrelated process, so there is no other time 242 

dependence across the data than the one produced by the fractionally differenced 243 

parameter d. We report in the table the estimates of d in equation (3) under three different 244 

modelling specifications for the deterministic terms. Thus, in the second column, we 245 

present the results supposing that the two coefficients α and β are equal to 0 a priori, so 246 

no deterministic components are included in the model; in the third column, we report the 247 

estimated values of d under the assumption that α is unknown and β = 0 a priori, i.e., 248 

including a constant in the regression model. We have marked in bold the selected 249 

specification for each series. This selection is based on the significance of the coefficients 250 

in the d-differenced regression. We see that there are only three countries with a 251 

significant time trend. They are Colombia, Mexico and Turkey, and in the three of them 252 

the time trend is found to be positive (unreported). Focusing on the differencing 253 

parameter, we notice evidence of mean reversion only for Chile, Colombia and Mexico, 254 

which are the only three Latin American countries in the sample. Here, any shock 255 

affecting the series will have a transitory though long lasting effect. On the other hand, 256 

there are thirteen countries where the unit root null hypothesis (d = 1) cannot be rejected, 257 

while for the remaining 22 the estimated value of d is significantly higher than one, 258 

especially for Latvia (1.41), the Netherlands and Japan (1.49). 259 

 260 

Table 2: Estimates of the differencing parameter: White noise errors 261 

Country No terms With an intercept With a linear trend 

AUSTRALIA 1.03   (0.94,  1.15) 1.03   (0.94,  1.15) 1.03   (0.94,  1.15) 

AUSTRIA 1.05   (0.97,  1.14) 1.05   (0.97,  1.14) 1.05   (0.97,  1.14) 
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BELGIUM 1.18   (1.08,  1.31) 1.18   (1.08,  1.31) 1.18   (1.08,  1.31) 

CANADA 1.16   (1.10,  1.25) 1.16   (1.10,  1.25) 1.16   (1.10,  1.25) 

SWITZERLAND 1.16   (1.09,  1.25) 1.16   (1.09,  1.25) 1.16   (1.09,  1.25) 

CHILE 0.92   (0.87,  0.98) 0.92   (0.87,  0.98) 0.92   (0.87,  0.98) 

COLOMBIA 0.83   (0.79,  0.89) 0.83   (0.79,  0.89) 0.82   (0.78,  0.89) 

CZECK 

REPUBLIC 

1.27   (1.19,  1.37) 1.27   (1.19,  1.37) 1.27   (1.19,  1.37) 

GERMANY 1.14   (1.06,  1.26) 1.14   (1.06,  1.26) 1.14   (1.06,  1.26) 

DENMARK 1.08   (1.01,  1.15) 1.08   (1.01,  1.15) 1.08   (1.01,  1.15) 

SPAIN 1.12   (1.06,  1.20) 1.12   (1.06,  1.20) 1.12   (1.06,  1.20) 

ESTONIA 1.06   (0.99,  1.16) 1.06   (0.99,  1.16) 1.06   (0.99,  1.16) 

FINLAND 1.18   (1.09,  1.29) 1.18   (1.09,  1.29) 1.18   (1.09,  1.29) 

FRANCE 1.17   (1.10,  1.26) 1.17   (1.10,  1.26) 1.17   (1.10,  1.26) 

GREAT BRITAIN 0.99   (0.95,  1.04) 0.99   (0.95,  1.04) 0.99   (0.95,  1.04) 

GREECE 1.46   (1.37,  1.55) 1.46   (1.37,  1.55) 1.46   (1.37,  1.55) 

HUNGARY 1.23   (1.16,  1.32) 1.23   (1.16,  1.32) 1.23   (1.16,  1.32) 

IRELAND 0.97   (0.90,  1.07) 0.97   (0.90,  1.07) 0.97   (0.90,  1.07) 

ICELAND 1.11   (1.03,  1.20) 1.11   (1.03,  1.20) 1.11   (1.03,  1.20) 

ISRAEL 1.02   (0.96,  1.09) 1.02   (0.96,  1.09) 1.02   (0.96,  1.09) 

ITALY 1.35   (1.27,  1.45) 1.35   (1.27,  1.45) 1.35   (1.27,  1.45) 

JAPAN 1.49   (1.39,  1.61) 1.49   (1.39,  1.61) 1.49   (1.39,  1.61) 

KOREA 1.33   (1.28,  1.40) 1.33   (1.28,  1.40) 1.33   (1.28,  1.40) 

LITHUANIA 1.07   (1.02,  1.14) 1.07   (1.02,  1.14) 1.07   (1.02,  1.14) 

LUXEMBOURG 1.35   (1.26,  1.46) 1.35   (1.26,  1.46) 1.35   (1.26,  1.46) 

LATVIA 1.41   (1.35,  1.49) 1.41   (1.35,  1.49) 1.41   (1.35,  1.49) 

MEXICO 0.83   (0.79,  0.89) 0.83   (0.79,  0.89) 0.82   (0.79,  0.88) 

NETHERLANDS 1.45   (1.32,  1.61) 1.45   (1.32,  1.61) 1.45   (1.32,  1.61) 

NORWAY 1.02   (0.95,  1.13) 1.02   (0.95,  1.13) 1.02   (0.95,  1.13) 

NEW ZEALAND 1.00   (0.93,  1.10) 1.00   (0.93,  1.10) 1.00   (0.93,  1.10) 

POLAND 1.00   (0.94,  1.09) 1.00   (0.94,  1.09) 1.00   (0.94,  1.09) 

PORTUGAL 1.00   (0.94,  1.08) 1.00   (0.94,  1.08) 1.00   (0.94,  1.08) 

SLOVAKIA 1.25   (1.19,  1.32) 1.25   (1.19,  1.32) 1.25   (1.19,  1.32) 

SLOVENIA 1.01   (0.93,  1.11) 1.01   (0.93,  1.11) 1.01   (0.93,  1.11) 

SWEDEN 1.24   (1.17,  1.32) 1.24   (1.17,  1.32) 1.24   (1.17,  1.32) 

TURKEY 1.06   (1.00,  1.14) 1.06   (1.00,  1.14) 1.06   (1.00,  1.14) 

UNITED STATES 1.00   (0.94,  1.08) 1.00   (0.94,  1.08) 1.00   (0.94,  1.08) 
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The values in parenthesis are the confidence intervals of the values of d where the null hypothesis cannot 262 
be rejected at the 5% level. In bold, the selected model for each series in relation with the deterministic 263 
terms. 264 

 265 

In Table 3 we suppose that the disturbances term, ut in equation (3) is 266 

autocorrelated. Here, we use the exponential spectral model of Blomfield (1973) which 267 

approximates autoregressive components in a very simple way. The time trend is now 268 

only required in the case of Australia. The estimated values of d are now much higher 269 

than in the previous case of white noise disturbances, and there is no evidence of mean 270 

reversion in any single case. The hypothesis of unit root (i.e., I(1) behavior) cannot be 271 

rejected in 15 countries, and in 22 the estimated value of d is found to be significantly 272 

higher than one. 273 

274 
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Table 3: Estimates of the differencing parameter: Autocorrelated errors 275 

Country No terms With an intercept With a linear trend 

AUSTRALIA 0.95   (0.85,  1.12) 0.95   (0.85,  1.12) 0.94   (0.83,  1.12) 

AUSTRIA 1.13   (0.95,  1.34) 1.13   (0.95,  1.34) 1.13   (0.95,  1.34) 

BELGIUM 0.97   (0.86,  1.13) 0.97   (0.86,  1.13) 0.97   (0.86,  1.13) 

CANADA 1.13   (1.03,  1.25) 1.13   (1.03,  1.25) 1.13   (1.03,  1.25) 

SWITZERLAND 1.23   (1.09,  1.39) 1.23   (1.09,  1.39) 1.23   (1.09,  1.39) 

CHILE 1.32   (1.17,  1.49) 1.32   (1.17,  1.49) 1.32   (1.17,  1.49) 

COLOMBIA 1.08   (0.97,  1.23) 1.08   (0.97,  1.23) 1.07   (0.97,  1.23) 

CZECK 

REPUBLIC 

1.21   (1.09,  1.36) 1.21   (1.09,  1.36) 1.21   (1.09,  1.36) 

GERMANY 1.05   (0.92,  1.22) 1.05   (0.92,  1.22) 1.05   (0.92,  1.22) 

DENMARK 1.26   (1.14,  1.40) 1.26   (1.14,  1.41) 1.26   (1.14,  1.41) 

SPAIN 1.28   (1.16,  1.44) 1.28   (1.16,  1.44) 1.28   (1.16,  1.44) 

ESTONIA 0.96   (0.86,  1.08) 0.96   (0.86,  1.08) 0.96   (0.86,  1.08) 

FINLAND 1.02   (0.88,  1.21) 1.02   (0.88,  1.21) 1.02   (0.88,  1.21) 

FRANCE 1.39   (1.22,  1.61) 1.40   (1.22,  1.61) 1.40   (1.22,  1.61) 

GREAT BRITAIN 1.35   (1.24,  1.51) 1.35   (1.24,  1.51) 1.35   (1.24,  1.51) 

GREECE 1.50   (1.36,  1.72) 1.50   (1.36,  1.72) 1.50   (1.36,  1.72) 

HUNGARY 1.25   (1.14,  1.39) 1.25   (1.14,  1.39) 1.25   (1.14,  1.39) 

IRELAND 0.96   (0.85,  1.11) 0.97   (0.85,  1.11) 0.97   (0.85,  1.11) 

ICELAND 1.08   (0.96,  1.24) 1.08   (0.96,  1.24) 1.09   (0.96,  1.25) 

ISRAEL 1.31   (1.18,  1.54) 1.31   (1.18,  1.54) 1.32   (1.18,  1.54) 

ITALY 1.35   (1.24,  1.51) 1.35   (1.24,  1.51) 1.35   (1.24,  1.51) 

JAPAN 1.29   (1.07,  1.57) 1.29   (1.07,  1.57) 1.29   (1.07,  1.57) 

KOREA 1.73   (1.58,  1.90) 1.72   (1.58,  1.90) 1.72   (1.58,  1.90) 

LITHUANIA 1.35   (1.22,  1.50) 1.35   (1.22,  1.50) 1.35   (1.22,  1.50) 

LUXEMBOURG 1.29   (1.10,  1.52) 1.29   (1.10,  1.52) 1.29   (1.10,  1.52) 

LATVIA 1.63   (1.49,  1.83) 1.63   (1.49,  1.83) 1.63   (1.49,  1.83) 

MEXICO 1.01   (0.93,  1.11) 1.01   (0.93,  1.11) 1.01   (0.92,  1.11) 

NETHERLANDS 1.05   (0.90,  1.28) 1.05   (0.90,  1.28) 1.05   (0.90,  1.28) 

NORWAY 0.94   (0.83,  1.08) 0.94   (0.83,  1.08) 0.94   (0.83,  1.08) 

NEW ZEELAND 1.06   (0.92,  1.26) 1.06   (0.92,  1.26) 1.06   (0.92,  1.26) 

POLAND 1.14   (1.01,  1.30) 1.14   (1.01,  1.30) 1.14   (1.01,  1.30) 

PORTUGAL 1.25   (1.10,  1.41) 1.25   (1.10,  1.41) 1.25   (1.10,  1.41) 

SLOVAKIA 1.42   (1.30,  1.56) 1.42   (1.30,  1.56) 1.42   (1.30,  1.56) 
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SLOVENIA 1.06   (0.89,  1.29) 1.06   (0.89,  1.29) 1.06   (0.89,  1.29) 

SWEDEN 1.33   (1.20,  1.49) 1.33   (1.20,  1.49) 1.33   (1.20,  1.49) 

TURKEY 1.09   (1.01,  1.21) 1.09   (1.01,  1.21) 1.10   (1.01,  1.20) 

UNITED STATES 1.04   (0.94,  1.17) 1.04   (0.94,  1.17) 1.04   (0.94,  1.17) 

The values in parenthesis are the confidence intervals of the values of d where the null hypothesis cannot 276 
be rejected at the 5% level. In bold, the selected model for each series in relation with the deterministic 277 
terms. 278 

 279 

 280 

5. Concluding comments 281 

In this paper we have examined the stochastic properties of the SO2 emissions in 37 282 

OECD countries by looking at their degree of differentiation from a fractional viewpoint. 283 

This methodology is more general than the classical one that is based exclusively on 284 

integer values for the order of integration. The results indicate that if the error term is 285 

uncorrelated, mean reversion occurs in the three Latin American countries, namely Chile, 286 

Colombia and Mexico, with orders of integration higher than 0.5 but strictly smaller than 287 

one and thus implying long lasting effects of shocks. For all the other countries in the 288 

sample, the order of integration is found to be equal to or higher than one implying 289 

permanency of shocks. If autocorrelation is permitted, the confidence intervals for the 290 

values of the differencing parameter are wider and mean reversion is not found in any 291 

single case. 292 

 The results presented in this work are of interest for the authorities since lack of 293 

mean reversion implies that shocks have a permanent nature; thus, if a negative shock 294 

occurs in relation to the SO2 emissions, strong policies should be adopted by the 295 

authorities if it is beneficial to recover the original levels, although the duration of SO2 296 

emissions in the atmosphere might be not as long as what several other pollutants exhibit. 297 

In other words, efforts to reduce SO2 emissions are required when there is an increase in 298 

the pollutant as a result of various economic activities such as movements of automobiles 299 
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and heavy equipment that burn fuel with a high sulfur content. On the other hand, the 300 

good news is that positive shocks reducing the level of emissions will also be permanent, 301 

and no strong actions should then be required.  302 

Another implication of the foregoing results is that there is a need for adequate on 303 

investments on mitigation efforts at reducing SO2 emissions, such as wet systems which 304 

involve the use of sorbent materials to reduce SO2 emissions, especially when a rise in 305 

the pollutant is being experienced. This is because the lack of mean reversions in the 306 

results implies that the increase in the pollutant will be permanent if adequate investments 307 

for mitigation are not available.  308 

The paper can be extended in several directions. More countries should be 309 

examined. In particular, the fact that the only three Latin American countries investigated 310 

in the paper display some degree of mean reversion is interesting and this might be a 311 

specific feature corresponding to this continent. Other potential extensions include the 312 

possibility of structural breaks and non-linear issues. Liddle and Messinis (2015) showed 313 

substantial breaks and nonlinearities in OECD sulfur emissions so this possibility should 314 

also be investigated in the context of fractional integration. In fact, authors such as 315 

Diebold and Inoue (2001) and Granger and Hyung (2004) demonstrated that these two 316 

issues (nonlinearities and fractional integration) were intimately related. Thus, a natural 317 

extension of this work might be to examine the potential presence of breaks in the data, 318 

using for instance the approach developed in Gil-Alana (2008) that extends Bai and 319 

Perron’s (2003) method to the fractional case. In addition, nonlinear deterministic terms 320 

can also be included in the model avoiding the abrupt changes produced by the classical 321 

structural breaks. Here, we can employ the Chebyshev polynomials in time proposed in 322 

Cuestas and Gil-Alana (2016), the Fourier functions (Gil-Alana and Yaya, 2021) or even 323 
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neural networks (Yaya et al., 2021) still in the context of the fractional models used in 324 

this work. This line of research is now in progress. 325 

  326 
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