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 Abstract  

Radar systems have a long history. Like many other great inventions, the origin of radar 

systems lies in warfare. Only in the last decade, radar systems have found widespread civil use 

in industrial measurement scenarios and automotive safety applications. Due to their resilience 

against harsh environments, they are used instead of or in addition to optical or ultrasonic 

systems.  Radar sensors hold excellent capabilities to estimate distance and motion accurately, 

penetrate non-metallic objects, and remain unaffected by weather conditions. These 

capabilities make these devices extremely flexible in their applications. Electromagnetic waves 

centered at frequencies around 24 GHz offer high precision target measurements, compact 

antenna, and circuitry design, and lower atmospheric absorption than higher frequency-based 

systems. 

This thesis studies non-cooperative automatic radar multi-target detection and classification. A 

prototype of a radar system with a new microwave-radar-based technique for short-range 

detection and classification of multiple human and vehicle targets passing through a road gate 

is presented. It allows identifying different types of targets, i.e., pedestrians, motorcycles, cars, 

and trucks. The developed system is based on a low-cost 24 GHz off-the-shelf FMCW radar, 

combined with an embedded Raspberry Pi PC for data acquisition and transmission to a remote 

processing PC, which takes care of detection and classification. This approach, which can find 

applications in both security and infrastructure surveillance, relies upon the processing of the 

scattered-field data acquired by the radar.  

The developed method is based on an ad-hoc processing chain to accomplish the automatic 

target recognition task, which consists of blocks performing clutter and leakage removal with 

a frame subtraction technique, clustering with a DBSCAN approach, tracking algorithm based 

on the α-β filter to follow the targets during traversal, features extraction, and finally 

classification of targets with a classification scheme based on support vector machines. The 

approach is validated in real experimental scenarios, showing its capabilities in correctly 

detecting multiple targets belonging to different classes (i.e., pedestrians, cars, motorcycles, 

and trucks). The approach has been validated with experimental data acquired in different 

scenarios, showing good identification capabilities.  
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1. Chapter 1: Introduction 

Knowledge and understanding of our surrounding environment are very important to protect 

ourselves from external interference. For many years humanity has constructed defence 

systems to protect their goods. Surveillance of our surrounding environment is an important 

aspect of defence, as it helps protectors prepare helps for any unwelcome and sudden 

interference into their territory. Surveillance systems may also have many civil applications. 

For instance, fire preventing and extinguishing is more efficient if the number of persons and 

their positions is known inside buildings. Also, automatic (using sensors) door-opening and 

light switching devices could save resources. Observation of traffic conditions may help drivers 

avoid a collision. However, surveillance performed by humans may be inaccurate due to the 

“human factor”, which may cause unpredictable consequences. Moreover, human sense of the 

surrounding environment is limited by personal abilities. The “human factor” may be reduced 

by auxiliary devices or assistant systems. 

During the last 70 years, progress in electronics made it possible to build a computer, a device 

that utilizes logic and arithmetic-based operations. Further development helped to construct 

powerful computing units, which surpassed humans in logic and arithmetic calculations. One 

of the computer science branches, artificial intelligence, studies how to develop smart systems 

that could make a decision depending on input parameters. Success in artificial intelligence 

over the last 30 years has made it possible to build semi- and fully automatic decision-making 

systems. One of these systems is an automatic surveillance system that can detect, determine 

the class, and estimate the parameters of the objects around. 

One of the advanced automatic surveillance technologies allows determination of the type of 

object, which is performed by automatic target classification. Such a system performs 

surveillance on large areas and for multiple target scenarios simultaneously. It can, for 

example, estimate the number and position of persons inside buildings, estimate traffic 

conditions, perform automatic door opening and light switching, warn of invasion to the area, 

etc. The “sensing”, or environment understanding is done by devices called sensors. Some 
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sensors can overcome human abilities in sensing and, therefore, such systems have high 

potential in automatic surveillance. 

In recent years, there has been a growing interest in the development of reliable monitoring 

and surveillance devices, to be used in urban areas and near-critical zones [1]–[4]. For example, 

the emergence of autonomous driving cars along with the ongoing advancements in 

autonomous vehicles technology drove the research for developing a pedestrian recognition 

system to ensure pedestrians safety [5]–[8]. In addition, the continuously increasing threat of 

national terrorism and criminal acts is now considered the main driving force for researchers 

to develop more reliable surveillance systems to be installed in urban environments [1]. A 

significant push to the development of new systems is also given by the advancements in 

several applicative scenarios, such as subsurface prospection [9]–[11], non-destructive testing 

[12], [13], and transportation infrastructure monitoring [14]–[16]. Optical and radar sensors are 

nowadays considered the most promising technologies to be used in such systems [17]. Optical 

sensors measure the energy of optical light. Such sensors are low-cost and can reconstruct a 

picture seen by the human eye. It makes it easy to recognize objects in good light conditions 

and absolves obstacles. Systems based on camera sensors could be used for a wide view, short-

range surveillance, or narrow view, far-field surveillance. However, good performance is 

achieved with good weather conditions only. Fog or rain may reduce their efficiency. 

Moreover, powerful hardware is required due to the processing of large data amounts.  Radar 

sensors, on the other hand, are based on the reflection of electromagnetic waves. Radar devices 

are very well known for their high detection capabilities. They are also capable of providing a 

very precise measurements of the target’s velocity, range, angle of arrival, and direction of 

motion.  Other advantages of radar sensors include almost all weather and light condition 

operations, capability to penetrate through objects, in addition to short and long operation 

distance.  

In this framework, short-range radars [18], [19] are particularly interesting because of their 

robustness against adverse weather conditions and non-sensitivity to lighting conditions [20], 

[21], problems that can severely affect video-based devices [22]. Different types of radars were 

used in target detection and classification applications. In particular, the Frequency Modulated 

Continuous Wave (FMCW) radar technology has been widely adopted in the production of 
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cost-effective and compact systems for several applications [23]–[33], and in particular in 

automotive applications [34]–[39]. On the one hand, these radars do not suffer from severe 

blind range issues that normally affect monostatic pulsed radars [40]. On the other hand, they 

are generally cheaper and can cover bigger areas than Light Detection and Ranging (LIDAR) 

and Long-Wave Infrared (LWIR) devices [21]. they can simultaneously provide both range 

and velocity. Such information can be obtained through different processing schemes, e.g., by 

using a 2D FFT technique [41]. Moreover, unlike pulse and Ultra-Wide Band (UWB) radars, 

FMCW systems require lower sampling rates and lower peak-to-average power ratio to detect 

the distance and speed of multiple moving targets [42], [43].  

1.1 State-of-art: 

Many different approaches for FMCW radar target classification have been presented in the 

literature, where several solutions have been developed in [14], [20], [21], [44]–[60]. Often, 

the proposed approaches involve the use of Machine Learning methods (ML) [61], such as 

Support Vector Machines (SVM) or Deep Learning Neural Networks (DLNN). Some of the 

adopted classical machine learning techniques deal with features extracted from the FFT 

spectrums or the Range-Doppler maps. For example, authors in [62] and [52] presented a 

human-vehicle classification system based on a 24 GHz FMCW radars sensor, and a support 

vector machine classifier (SVM) [63]. The system showed a good classification performance 

using features extracted from the range and velocity profiles of the targets. Another human-

vehicle classification system based on SVM and a 77 GHz FMCW radar sensor was introduced 

in [53], where features based on the Radar Cross Section (RCS) were used [64]. In that regard, 

a recursive Bayesian solution for the problem of joint tracking and classification of airborne 

targets using the RCS as the key feature was presented in [65]. Another Joint tracking and 

classification based on the aerodynamic model and radar cross-section was presented in [66]. 

The proposed methodologies, according to simulations, showed a good performance. 

A multiclass-target classification method using an advanced mmwave FMCW radar operating 

in the frequency range of 77 - 81 GHz, based on custom range-angle heatmaps and machine 

learning tools has been proposed in [67]. The proposed technique achieves an accuracy of 97.6 
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% and 99.6 % for classifying the UAV and humans, respectively, and an accuracy of 98.1 % 

for classifying the car from the range-angle  FOV (Field Of View) heatmap. In addition, a 

vehicle classification system based on radar measurements was presented in [56], where height 

and length profile-based features were used. 

Deep learning classification techniques applied on radar measurements for radar target 

classification have been adopted in [68]–[70]. A moving target classification system based on 

automotive radar and deep neural networks was presented in [60]. Another radar target 

classification system based on FMCW radar and Recurrent Neural Networks (RNN) were 

presented in [71] and [72]. However, unlike classical machine learning techniques, for optimal 

performance, deep learning networks usually require a huge amount of data to perform the 

training step [55]. Indeed, this implies the need for a big memory capacity, especially with the 

largest networks. This puts some limits on the required hardware specifications to run deep 

learning algorithms with big training data, especially at the GPU (Graphical Processing Unit) 

level. Also, a bigger training set means that much more training time is required. Moreover, 

works based on Synthetic Aperture Radar (SAR) [73] and Inverse Synthetic Aperture Radar 

(ISAR) techniques [74] have been reported, too in [14], [57].  

Alternative methods for the classification of ground targets are based on the micro-Doppler 

signatures [59], [60], [75]. The micro-Doppler content arises in radar returns due to the Doppler 

effect caused by micromotions [76]. All motions in the scene affect the frequency of the radar's 

transmitted wave (as well as all other reflected waves) by changing it, with the value of the 

frequency shift proportional to the radial velocity. The time-varying behaviour of micro-

motions forms a micro-Doppler signature in a form of Frequency Modulated (FM) multi-

component signals. The micro-Doppler phenomenon arises with the motion of a non-rigid body 

or a complex motion when the global motion consists of several local micro-motions. Micro-

Doppler signature is a characteristic of motion preserved for a special type of objects. Human 

activities, generally, involve different body parts with different motion structures. Therefore, 

these activities could be analysed by micro-Doppler signatures. A Human-Robot classification 

system based on 25 GHz FMCW radar using micro-Doppler features was introduced in [77]. 

Another target classification system based on micro-Doppler signatures was introduced in [78]. 

An additional micro-Doppler-based target classification approach combined with an SVM 
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classifier was presented in [79]. Although micro-Doppler features proved to be good in radar 

target classification, they are difficult to extract. Nevertheless, the extraction of a micro-

Doppler signature usually requires a quite long illumination of the targets, along with a large 

number of consequent observations to be processed. This comes with consequent practical 

issues in the presence of relatively fast targets like cars and motorcycles [54]. This fact makes 

it impossible to extract such features with low-cost radar devices.  

Despite the great advances in these fields, the radar-based ground surveillance with Automatic 

Target Recognition (ATR) capability for single or simultaneous multiple targets still represents 

a quite challenging problem. Indeed, many of the methods reported in literature allow the 

presence of only a single target at a time in the monitored area, and systems able to eventually 

manage multiple targets simultaneously are usually limited to the estimation of the positions 

and velocities, without ATR capabilities. Finally, compact, and low-cost systems are usually 

required, leading to further limitations in terms of computational resources and achievable 

radar resolutions. Consequently, there is the need for novel detection techniques, specifically 

tailored to low-end devices. 

1.2 Thesis Objectives: 

The objectives of this thesis project are as follows: 

1. Looking deeply into the possibility of detecting and classifying targets passing through 

a security gate using a system based on low-cost radar hardware. 

2. Building the system’s hardware with the best hardware tools suited for the required 

application 

3. Design a novel processing chain for multi-target classification 

4. Building a sufficient data set on which the system can be trained on 

5. Training, testing, and optimizing the system performance in an outdoor environment. 

6. Validating the system performance in a different environment with different 

environmental conditions.  
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The developed system’s performance was tested and validated in two different environments, 

and it showed a good classification performance in classifying single and multiple targets 

passing in the FOV of the radar. These results will be further discussed in detail in the next 

chapters. 

1.3 Overview of the Proposed System: 

In this framework, a new short-range surveillance technique based on low-cost FMCW radar 

technology, aimed at overcoming the significant limitations in terms of resolution, acquisition 

speed, and ambiguity that afflict this hardware platform is proposed. In particular, a novel ad-

hoc processing chain able to perform the detection and classification of multiple targets in a 

cluttered environment has been specifically developed. The proposed system consists of a 

Distance2Go radar board developed by Infineon technologies [80], a Raspberry Pi 3B+ mini-

PC, and a portable PC running MATLAB software. The radar board continuously transmits the 

radar signal and receives echo signals reflected by the targets. The Raspberry Pi collects the 

 

Figure 1.1  Overview of the system hardware and software architecture 
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target's echo signals and transmits them to the remote PC for processing. Firstly, clutter and 

leakage removal is provided by a modified Background Subtraction (BS) technique, which is 

based on the BS technique used in image processing [81]. Thereafter, a stretch processing 

approach is adopted for computing the range-Doppler maps for each collected data frame. To 

isolate the contributions of each target on these maps, the Density-Based Spatial Clustering of 

Applications with Noise (DBSCAN) method [82] is employed, which assigns a numerical tag 

to each detected cluster. After that, a specifically-designed multi-target tracking algorithm, 

based on the α-β filter [83], [84], and a proper tracking scheme [18], [40], [85], that assigns a 

unique target-ID to each target is used to track the targets among the different frames. The 

tracking filter provides the feature extraction block with the necessary information needed to 

later classify the target as either a truck, motorcycle, car, or pedestrian using a multi-class SVM. 

This whole procedure is summarized in Figure 1.1. The proposed system was tested in two 

different cluttered environments. The cost of the measurement setup presented in this paper is 

around just 300 € (radar board, ~200 €; Raspberry PI 3B+, ~50 €, optional camera, ~10 €; 

power bank along with the boxing and the other expenses, ~50 €), which is one of the key 

features of the system.   

1.4 Contributions: 

The proposed setup permits the use of low-cost radar hardware in a quite complex and 

advanced radar application, i.e., the detection and classification of multiple targets passing 

through a gate. It also offers the option to perform all the processing schemes in real-time, 

either on the Raspberry Pi embedded PC or using a portable PC. The possibility of performing 

some simple online processing tasks, like FMCW processing, directly on the radar board adds 

additional flexibility to the system. This is all offered in cost-efficient, portable, and power-

friendly hardware. 

1.5 Thesis Structure: 

The thesis is structured as follows: 
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• Chapter 2 covers the parameter selection of the FMCW radar system, as well as 

hardware and software description. 

• Chapter 3 covers the basic signal model and processing technique used in the FMCW 

radar system. It also covers the different pre-processing algorithms applied to the 

received target signal before tracking and classification. 

• Chapter 4 covers in detail the different aspects of the developed multi-target tracking 

filter and shows its performance in some real-world scenarios. 

• In chapter 5 a description of the chosen features is presented along with a detailed 

explanation of how they were extracted. 

• The performance of the system in real-world scenarios is addressed in chapter 6. 

• The last chapter lists the conclusion and future works. 
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2. Chapter 2: System Architecture 

This chapter describes the hardware and software architectures of the developed gate 

monitoring system. First, the hardware components and the methods of their interconnection 

are described. Subsequently, the operating logic of the developed software and the details of 

its various processing blocks are illustrated. 

2.1 Hardware Architecture: 

The developed system mainly consists of three components (Figure 2.1 shows the prototype 

made, while Figure 2.2 schematizes the connections of the components): 

• A radar board 

• A Raspberry PI 3B+ embedded PC 

• A control PC 

 

Figure 2.1 Hardware prototype of the gate monitoring system 
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We can notice that Figure 2.1 also shows a camera sensor included in the system. The camera 

was used only during the data acquisition phase to take a photo of the passing target. The radar 

device is based on the Distance2Go demo board developed by Infineon [80], which is a credit 

card sized board, and is composed of two parts: 

• The radar main board 

• The debugger board 

The radar main board contains a BGT24MTR11 radar transceiver, equipped with a pair of 

arrays of microstrip patch antennas (a transmitting and a receiving one) characterized by a 

12 dBi gain and 20° × 40° beamwidths (defining in this way the Field of View, FOV). The 

antennas used for the transmission and reception of the electromagnetic field (dedicated to the 

two channels) are integrated on the same board. In particular, such antennas are planar arrays 

composed of 4 × 2 elements (rectangular patch antennas). The board also includes a frequency 

control part for managing the timing and the number of transmitted chirps. In the receiving 

stage, there is also an analog amplification part dedicated to signal filtering and amplification, 

as well as a quadrature down-conversion mixer. Finally, it contains an XMC4200 micro-

controller that controls the whole operation of the adopted radar board. In particular, it manages 

the data communication between board and PC and can be used for performing simple online 

signal processing tasks (provided that a proper firmware is adopted). In the developed system, 

the default firmware that enables the board to only capture the radar raw data without any other 

processing capabilities has been used. All the processing chains, including the FMCW radar 

processing, have been implemented on the control PC in a MATLAB environment. The 

 

Figure 2.2 Diagram of the connections between the main blocks making up the system 
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communication between the PC and the radar board is performed via serial communication 

through the USB port. The debugger board can be used for programming the XMC micro-

controller.  

The second block of the system is a Raspberry PI 3B+ embedded PC, which was used as a link 

between the PC and the radar board. The Raspberry PI mini-PC is locally connected to the 

Distance2Go board via USB port while communicating with the control PC via WiFi. In this 

way, the Raspberry allows you to control the radar and collect its measurements remotely 

without the need for a wired network. The power supply of the Distance2Go board and the 

Raspberry Pi can be supplied via a power bank or by using a power supply with USB output. 

The Raspberry PI collects the data from the radar board and transmits it to the main PC via a 

Wi-Fi network.  

The final part of the prototype consists of a PC running MATLAB, which controls the radar 

board via the Raspberry PI through the Raspberry PI toolbox. This toolbox helps create a virtual 

port for accessing the USB ports of the Raspberry PI. The PC collects the measured radar 

signals and performs the data processing and classification. 

2.1.1 Radar Module Configuration Parameters: 

The following radar module parameters have been set by the manufacturer and cannot be 

modified (unless there are modifications to the XMC firmware and/or circuit changes to the 

board): 

𝑇𝑟𝑑 = 200 μs (2.1) 

𝑇𝑝𝑙𝑙_𝑠 = 400 μs (2.2) 

𝑀 = 6144 byte (2.3) 

𝑃𝑜𝑢𝑡,𝑚𝑎𝑥 = 10 dBm (2.4) 

where 𝑇𝑟𝑑 is the down-chirp time following the transmitted up-chirp (an abrupt transition from 

the maximum frequency of the up-chirp to the minimum frequency of the subsequent up-chirp 
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can cause various problems including the generation of spurious signals), 𝑇𝑝𝑙𝑙_𝑠 is the recovery 

time (steady-state time) required by the PLL before generating the next up-chirp, 𝑀 is the 

amount of memory available to the microcontroller ADCs to digitally store the radar echo, and 

𝑃𝑜𝑢𝑡,𝑚𝑎𝑥 is the maximum transmitted power. It is important to note that no samples are 

collected during the 𝑇𝑟𝑑 and 𝑇𝑝𝑙𝑙_𝑠 periods. 

Contrary to those just illustrated, the following parameters can potentially be modified with 

commands given to the board via the serial interface but, if set with values other than those 

reported and declared by the manufacturer as optimal, they can lead to a significant deviation 

of the digitized signal compared to what indicated by the theoretical models relating to the 

operation of FMCW radars: 

𝑇𝑐 = 1500 μs (2.5) 

𝐵 = 200 MHz (2.6) 

where 𝑇𝑐 is the duration of the up-chirp and 𝐵 is the relative band. In particular, the frequency 

modulation covers the frequency range [𝑓0, 𝑓0 + 𝐵], with 𝑓0 = 24.025 GHz. From the value of 

the band, we can calculate the theoretical resolution obtainable for the measurements of the 

radar-target distance (range): 

Δ𝑅 =
𝑐

2𝐵
= 75 cm (2.7) 

where c is the speed of light in vacuum. 

In addition, to have a maximum unambiguous detection distance of the targets equal to 𝑅𝑚𝑎𝑥 =

25 m, an appropriate number of samples 𝑁𝑠 equally spaced over time must be selected with 

which to digitize the radar echo based on the following relationship: 

𝑁𝑠 ≥
4𝐵𝑅𝑚𝑎𝑥

𝑐
= 67 (2.8) 

In order to optimize the execution of the FFTs that are necessary for the processing of the 

received signal, it was chosen to adopt a number of samples equal to a power of two, that is 
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𝑁𝑠 =  64, accepting a slight decrease in the maximum obtainable distance. In fact, it is not 

possible to adopt the next two power (128) as this would cause problems related to the limited 

amount of memory available on the XMC, which for example, includes the huge decrease in 

the number of chirps per frame (𝑁𝑐) from 24 to 12, causing a degradation in the Doppler 

spectrum resolution. Furthermore, the adoption of 𝑁𝑠 =  128 would imply a maximum limit 

on the size of the range (called the instrumental range) unnecessarily much greater than the 

energy range [86], i.e. greater than the maximum distance actually perceivable by the radar 

given the radiated power and that reflected by the target. 

Note that the above values satisfy the following important condition: 

𝑇𝑐 ≥
2𝑅𝑚𝑎𝑥

𝑐
 (2.9) 

This imposes that the duration of the up-chirp is greater than the maximum round-trip time, 

i.e., the time it takes the electromagnetic wave to reach a target placed at the maximum distance 

and return to the antenna, in order to avoid ambiguity in the interpretation of the demodulated 

signal. It is also important to note the following points: 

1. The maximum round-trip time is much less than the recovery time given by 𝑇𝑟𝑑 +

𝑇𝑝𝑙𝑙_𝑠, that is 

2𝑅𝑚𝑎𝑥

𝑐
= 166 ns ≪ 𝑇𝑟𝑑 + 𝑇𝑠𝑡 = 600 μs (2.10) 

This implies that the received chirp does not overlap with the next chirp to be 

transmitted and thus no spurious beat frequencies are generated in the receiving mixer. 

2. The maximum round-trip time is much less than the sampling time, that is 

2𝑅𝑚𝑎𝑥

𝑐
= 166 ns ≪ 𝑇𝑠 =

𝑇𝑐

𝑁𝑠
= 23.4 μs (2.11) 

Since the ADC timer starts counting when the transceiver starts generating the chirp to 

be transmitted and the first sample is collected after the time 𝑇𝑠, this implies that the 

first sample is collected when the demodulated signal is already at the ADC input. It 
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follows that the effective echo observation window is equal to 𝑇𝑐 and therefore the band 

used in the modulation is actually equal to 𝐵. 

Due to the limited memory availability of the microcontroller, the number of chirps transmitted 

and collected in a single frame is equal to 𝑁𝑐 = 24. In the first implementation of the system, 

due to some limitations in the interface of the Raspberry mini-PC with the control PC, this 

number was reduced to 𝑁𝑐,𝑒𝑓𝑓 = 21. This value implies the following performances relating to 

the radial velocities directly observable by the Doppler component of the radar echo: 

|𝑣𝑟,𝑚𝑎𝑥| =
𝜆0

4𝑇𝑃𝑅𝑇
≅ 5.3 

km

h
 (2.12) 

Δ𝑣𝑟 =
𝜆0

2𝑇𝐶𝑃𝐼,𝑒𝑓𝑓
≅ 0.53 

km

h
 (2.13) 

where |𝑣𝑟,𝑚𝑎𝑥| is the maximum absolute value of the detectable radial speed, 𝑇𝑃𝑅𝑇 = 𝑇𝑐 +

𝑇𝑟𝑑 + 𝑇𝑝𝑙𝑙_𝑠  is the PRT (Pulse Repetition Time), 𝜆0 is the wavelength in vacuum relative to 

the frequency 𝑓𝑐 = 𝑓0 +
𝐵

2
, Δ𝑣𝑟 is the resolution of the radial speed measurement, 𝑇𝐶𝑃𝐼 =

𝑁𝑐𝑇𝑃𝑅𝑇 is the duration of the frame (also known as Coherent Processing Interval, CPI) and 

Table 2.1 Radar Sensor Parameters 

Symbol Description Value 

𝐵 Sweep Bandwidth 200 MHz 

𝑓0 Center Frequency 24.025 GHz 

𝑓𝑠 Sampling Frequency 42667 Hz 

𝑅𝑚𝑎𝑥  Maximum Range 25 m 

𝑉𝑚𝑎𝑥  Maximum Velocity 5.4 km/hr 

∆𝑅 Range Resolution 0.75 m 

∆𝑉 Velocity Resolution 0.4 km/hr 

𝑁𝑠  Number of Samples/Chirp 64 

𝑁𝑐 Number of Chirps/Frame 21 

𝑇𝑐  Up-Chirp Time 1.5 ms 

a Chirp Slope 133 MHz/s 

𝑇𝑃𝑅𝑇  Pulse Repetition Time 2100 µs 

𝑇𝐶𝑃𝐼  Coherent Processing Interval 44.1 ms 
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𝑇𝐶𝑃𝐼,𝑒𝑓𝑓 = 𝑁𝑐,𝑒𝑓𝑓𝑇𝑃𝑅𝑇 is the processed duration of the frame (due to the number of chirps 

available for processing). The bounded value of |𝑣𝑟,𝑚𝑎𝑥|  with respect to the radial speeds of 

the objects that can pass through the gate to be monitored, it is necessary to pay particular 

attention to the choice of the algorithms present in the processing chain for the classification 

of the targets. Finally, given that a frame lasts 𝑇𝐶𝑃𝐼 = 𝑁𝑐𝑇𝑃𝑅𝑇 = 0.05 s and 𝑇𝑓 = 0.2 s between 

the beginning of one frame and the next, the adopted card works with a duty cycle of about 

25%. The complete set of the radar sensor parameters is shown in Table 2.1.  

Figure 2.3 illustrates the time-frequency representation of the transmitted radar signals (chirps). 

It also further demonstrates the influence and significations of the different radar parameters 

on the time-frequency variations of the transmitted signal. 

2.2 Software Architecture: 

Figure 2.4 illustrates the flow chart describing the overall operating logic of the software 

developed for gate monitoring. The acquisition of frames from the radar card is achieved thanks 

to the ComLib libraries provided by Infineon. The beginning of an event to be recorded for any 

processing is given by the exceeding of a threshold 𝑡ℎ by the maximum peak of the IF signal 

 

Figure 2.3 Time-frequency representation of the transmitted signal. 

 



16 Chapter 2: System Architecture 

 

belonging to the frame just acquired and calibrated (i.e., after the removal of clutter and 

leakage). Thus begins the formation of a collection of frames. Following the start of the event, 

should a frame be acquired whose maximum peak does not exceed the range-threshold (𝑡ℎ), 

the recording is not immediately interrupted, as it could only be a large fluctuation in the 

reflectivity of the target again. in transit; recording is interrupted only if the threshold is not 

exceeded for a number of consecutive frames equal to N = 10 (𝑉𝑐 is the relative counter). Once 

the registration is finished, the number of frames that make up the dataset is checked (the final 

frames for which the 𝑉𝑐 counter has been increased are not considered in the count); if this is 

less than 3, the collection is discarded, since it is probably a ghost target, otherwise, this is 

processed in order to obtain the identification of the transit targets. 

Figure 2.5 illustrates the flow chart relating to the processing that the dataset relating to the 

recorded event undergoes. flowchart describing the main blocks of the developed data 

 

Figure 2.4 Gate monitoring flow chart. 
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processing algorithm. The developed approach has been specifically designed for extracting, 

from the measurements provided by a low-cost radar, a set of multi-target features to be used 

to classify different objects passing through the monitored gate. To this end, after the 

acquisition of the raw data, a background subtraction algorithm is used to calibrate the 

measurements. Then, the FMCW processing based on the 2D FFT analysis [41] starts whenever 

a signal with an amplitude higher than a proper range detection threshold is detected. The 

Range-Doppler matrix obtained from the 2D FFT Processing then undergoes clustering with 

the DBSCAN algorithm. After that, an ad-hoc designed peak to cluster assignment step is used 

to confirm the detections coming from real targets in the range spectrum, and later on to 

separate the contributions of each target in the spectrum in order to facilitate the subsequent 

extraction of the range-spectrum-based features. This step also decreases the false alarm rate 

as other detections coming from noise or clutters are discarded. The indices of the confirmed 

detections are then fed to a specifically designed multi-target tracking algorithm, based on the 

α-β filter, that assigns a unique target-ID to each target. The tracking filter provides the feature 

extraction block with the target IDs and indices, whereby each of the features is assigned to its 

respective target. The measured features are then fed to a multi-class SVM for classification. 

In the end, the detected target will be classified as either a truck, motorcycle, car, or pedestrian. 

 

Figure 2.5 Flowchart of the developed data processing algorithm 
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The output of the overall algorithm consists of a message indicating the type of targets passed 

through the gate during registration. The following chapters show the details of the individual 

blocks of the processing chain, including the calibration phase.  

It is worth mentioning that all the thresholds mentioned in this chapter are only related to the 

range threshold. The other used thresholds will be discussed din the later chapters. It is also 

worth noting that it has been chosen to not adopt a Constant False Alarm Rate (CFAR) methods 

to automatically determine this threshold since these algorithms may degrade the range 

resolution [85], which is already quite low in the adopted low-cost board, and the adopted 

simple thresholding strategy already allows to obtain good classification performances. 
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3. Chapter 3: Pre-Processing of the Radar Data Frame 

Prior to the tracking and the classification of the detected target as one of the aforementioned 

classes, the target’s echo signal should undergo a necessary pre-processing phase. This phase 

starts with the calibration of the radar echo signal, which is necessary to remove any spurious 

collection of points, as well as cancelling the contributions of the environment from the 

spectrum while keeping only the contributions coming from the target. Next, the target’s 

information related to distance and speed is obtained after the FMCW processing, which also 

produces the Range-Doppler map holding the signature of each target. Lastly, the DBSCAN 

clustering algorithm is applied to cluster the target’s data points on the RD maps, which is a 

crucial step before the tracking. This chapter will illustrate and explain in detail the different 

pre-processing steps used in the processing chain. 

3.1 Background Removal with Frame Subtraction: 

A Moving Target Indication (MTI) filtering technique [85] is firstly applied to cope with the 

RX-TX leakage [18] and the clutter caused by static objects [87]. In particular, the filter is a 

technique based on Background Subtraction (BS) which is a popular image processing scheme 

used for moving target recognition [81]. In the developed system, each radar data frame is 

represented as a 𝑁𝑠 × 𝑁𝑐 data matrix and can be then considered as a digital image. BS 

considers the foreground detection as the difference between a newly recorded image and an 

old image used as a reference (often called the “Background model” or “reference model”) 

[81]. In particular, standard methods, which are often also provided by commercial radars, rely 

upon the use of a fixed reference background. For the application at hand, however, this results 

in a not optimal removal of the contribution of the background, leading to the appearance of 

clutters whenever a moving target appear in the FOV of the radar. Consequently, a modified 

BS algorithm has been developed for calibration and moving object detection.  

The main difference with respect to standard BS is that the reference frame is not fixed. Indeed, 

since the electromagnetic scattering response of the scenario may vary during time (e.g., due 
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to changes in the static objects present in the scene), a varying and adaptive background 

reference model is used. In particular, the previous frame is used as a reference model, i.e., the 

calibrated frame at time step 𝑘 is given by: 

𝑌(𝑘) = 𝐹(𝑘) − 𝐹(𝑘 − 1) (3.1) 

where, 𝐹(𝑘) and 𝐹(𝑘 − 1) are the frames recorded at time steps 𝑘 and 𝑘 − 1. The data frame 

considered here is the raw data matrix obtained before the 2D FFT processing, which is directly 

provided by the radar board and represents the input data to the processing chain. However, it 

is worth noting that BS could also be performed after the FFT computation, leading to 

comparable results. Besides, it is also worth highlighting that the subtraction is carried out on 

the complex-valued data provided by the I/Q receiver. In this way, the target response, which 

changes from a frame to another, can sum constructively or destructively, thus the resulting 

peak does not necessarily have a lower amplitude. However, the static response usually has a 

similar response, thus allowing the removal of the corresponding clutters. Consequently, the 

adopted frame subtraction technique allows to significantly decrease stationary clutters in the 

radar image while keeping the scattering response of moving targets. Indeed, although the 

target amplitude may be different, the overall information needed for the subsequent 

classification is retained. Nevertheless, if a target stops when passing through the monitored 

area, its response would be cancelled by BS. However, the tracking algorithm adopted in the 

processing chain still maintains a lock on the target, allowing it to recover its response when it 

restarts moving and to perform the classification. It is also worth noting that, with respect to 

other approaches relying on the removal of the zero-Doppler areas in the range-Doppler map, 

which are often used in radar applications, BS has the advantage of removing additional noise 

(e.g., due to random changes in the scenario or to other objects with non-strictly zero Doppler 

response that may be present). 

Figure 3.1 exemplifies the application of the proposed clutter removal technique in the case of 

a single target located at 11.7 m from the radar and departing with a speed of 2 km/h. In 

particular, Figure 3.1(a) and Figure 3.1(c) show the magnitude of the range FFT (i.e., obtained 

through a Fourier transform of the chirp with the maximum FFT amplitude of the measured 
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frame) before and after BS. It can be clearly seen that before applying the frame subtraction 

technique, the obtained range-FFT spectrum has, in addition to the main target peak at 11.7 m, 

several small other peaks related to clutters and one big peak close to zero caused by the leakage 

between the transmitting and receiving antennas. In the corresponding Range-Doppler maps in 

Figure 3.1(b) and Figure 3.1(d) several artifacts are present, and a very high peak clutter in the 

zero-speed axis is also present. The target is represented by a weaker peak at 11.7 m and 2 

km/h. On the other hand, the range-FFT spectrum, after frame subtraction was applied, shows 

only one strong peak related to the target at 11.7 m. Moreover, a single sharp peak related only 

to the moving target, with no contribution from the clutters appearing on the zero-speed axis, 

is present in the Range-Doppler map. 

 

                                          (a)                                                                           (b)  

 

                                               (c)                                                                           (d) 

Figure 3.1 Example of results of the range FFT and Range-Doppler map (a)-(b) before and (c)-(d) after 

calibration with the frame subtraction algorithm. 
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3.2 FMCW Radar Processing: 

In the developed system, the board operates as a FMCW radar with a saw-tooth-like chirp 

signal and a linear frequency modulation. Specifically, a multi-chirp sequence FMCW 

approach is adopted, in which a frame composed by 𝑁𝑐 = 21 subsequent chirps is transmitted 

and processed to extract the range and Doppler information of the targets. Figure 3.2 illustrates 

the architecture of the FMCW transceiver present on the Infineon Distance2Go board. Through 

a VCO (Voltage Controlled Oscillator), externally controlled by a PLL (Phase Locked Loop), 

the following signal is generated, called up-chirp [88], [89]. 

Frequency modulation is done to estimate the range of the target. The general form of the FM 

signal of linear frequency modulation (chirp) signal is: 

𝑆𝑡𝑥(𝑡) = 𝐴𝑡𝑥 cos [2𝜋 (𝑓0𝑡 +
𝐵

2𝑇𝑐
𝑡2) + ∅0]    0 ≤ 𝑡 ≤ 𝑇𝑐 (3.2) 

where 𝐴𝑡𝑥  is linked to the amplification provided by the power amplifier that feeds the 

transmitting antenna, 𝑓0, 𝐵 and 𝑇𝑐  are respectively the initial frequency, the band, and the 

duration of the up-chirp, while ∅0  is the initial phase. The blue trace in the time-frequency 

 

Figure 3.2 FMCW transceiver present on the Infineon Distance2Go board. 
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graph in Figure 3.3 exemplifies the signal in (3.2). The relative radiated electromagnetic wave 

travels to the target positioned at a distance 𝑅(𝑡) = 𝑅0 + 𝑣𝑡 (with 𝑣 radial velocity), is reflected 

by the latter and is finally picked up by a special receiving antenna after a total time (called 

round-trip) equal to 

𝜏 =
2𝑅(𝑡)

𝑐
 (3.3) 

where 𝑐 is the speed of light in vacuum. The signal received in this way (which is a copy of the 

transmitted one delayed by a time 𝜏), amplified by an LNA (Low Noise Amplifier), is presented 

in the following form: 

𝑆𝑟𝑥(𝑡) = 𝐴𝑟𝑥 cos {2𝜋 [𝑓0(𝑡 − 𝜏) +
𝐵

2𝑇𝑐

(𝑡 − 𝜏)2] + ∅1}    𝜏 ≤ 𝑡 ≤ 𝑇𝑐 + 𝜏 (3.4) 

This signal is input to an I / Q demodulator (or I / Q mixer), which, using a copy of the 

transmitted signal, returns the following analytical signal at an intermediate frequency 

(Intermediate Frequency, IF): 

𝐼𝐹(𝑡) = 𝑆𝑟𝑥(𝑡)𝑆𝑡𝑥
∗ (𝑡) = 𝐼(𝑡) + 𝑗𝑄(𝑡) = 𝐴𝑏𝑒

−𝑗2𝜋{∅2+[
2𝑣
𝑐0

𝑓0+𝛼𝜏0(1−
2𝑣
𝑐0

)]𝑡+
2𝑣
𝑐0

𝛼𝑡2(1−
𝑣
𝑐0

)}
 

𝜏 ≤ 𝑡 ≤ 𝑇𝑐 

(3.5) 

where 𝑆𝑡𝑥
∗  indicates the conjugate complex of the transmitted signal, 𝐴𝑏 ∝ 𝐴𝑡𝑥𝐴𝑟𝑥  and ∅2 is a 

constant phase term. If multiple targets are present, the demodulation result will be a sum of IF 

signals each corresponding to a single reflector. The coefficient that multiplies 𝑡 in the second 

term of the exponential in (3.5) is the beat frequency, while the third term can be interpreted as 

a chirp on the beat frequency caused by the variation of the distance and can usually be 

neglected. As regards the beat frequency, this is composed of two addends: 𝛼𝜏0 (1 −
2𝑣

𝑐0
), 

which can be approximated with 𝛼𝜏0, represents the component of the beat frequency directly 

linked to the distance of the target, while the term 
2𝑣

𝑐0
𝑓0 is the well-known Doppler shift. The 

fact that both the distance to the target and its radial velocity contribute to the beat frequency 
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is a phenomenon known as range-Doppler coupling. However, due to the parameters illustrated 

in section 2.1.1, the Doppler term within the beat frequency is negligible, i.e., when using a 

small chirp time 𝑇𝑐, the Doppler component is usually very small and is negligible with respect 

to the size of the range bins. 

The instantaneous frequency is the derivative of the phase of the beat signal: 

𝑓𝑏 =
1

2𝜋

𝑑𝜑(𝑡)

𝑑𝑡
=

𝐵

𝑇𝑐
𝜏 (3.6) 

Based on (3.3) and (3.6) we can therefore conclude that by transmitting a single chirp and 

measuring the beat frequency 𝑓𝑏 of the relative demodulated echo, it is possible to obtain the 

distance from the target as follows: 

𝑅 =
𝑐𝑇𝑐𝑓𝑏

2𝐵
 (3.7) 

This is known as the FMCW range equation. 

In the radar field, it is often important to have information about the speeds of the targets as 

well as their distance from the radar. In this case, the common approach is to measure the rate 

of change of the phase of the beat signal between a pair of adjacent chirps; this rate of variation 

is directly linked to the Doppler shift and therefore to the radial velocity of the target. We, 

therefore, consider the transmission of 𝑁𝑐 chirp, whose overall duration is called CPI (Coherent 

Processing Interval), and whose echo constitutes the block of measurements, called frame, 

necessary to obtain the information of distance and radial speed of the targets present in the 

scene. illuminated. To illustrate the process that leads to the determination of the desired 

information, we report below, except for multiplicative coefficients, the sampled IF signal, and 

in which we assume the presence of a single target (in the case of multiple targets the 

underlying procedure is extended by adding the contributions of individual targets) [90]: 

𝐼𝐹(𝑛𝑠, 𝑛𝑐) = 𝑒𝑗2𝜋(𝑓𝑏𝑇𝑠𝑛𝑠+𝑓𝐷𝑛𝑐𝑇𝑃𝑅𝐼)   𝑛𝑠 = 0, … , 𝑁𝑠 − 1   𝑛𝑐 = 0, … , 𝑁𝑐 − 1 (3.8) 



3.2 FMCW Radar Processing:  25 

 

where 𝑛𝑠  is the index of the samples acquired in the single chirp, 𝑛𝑐 is the index of the chirp 

within the frame, 𝑇𝑠 is the sampling interval, 𝑇𝑃𝑅𝐼 = 𝑇𝑐 + 𝑇𝑟𝑑 + 𝑇𝑠𝑡 is the PRI (Pulse Repetition 

Interval) and 𝑓𝐷 =
2𝑣

𝑐0
𝑓0 is the Doppler frequency. The second addendum in the exponential of 

the previous signal arises from the variation of ∅2 due to the radial displacement of the target 

that occurs between a pair of adjacent chirps. In fact, this displacement can be quantified in 

Δ𝑋 = 𝑣𝑇𝑃𝑅𝐼 which corresponds to a phase variation equal to 
4𝜋Δ𝑋

𝜆0
= 2𝜋𝑓𝐷𝑇𝑃𝑅𝐼. We apply the 

FFT to (3.8) along the 𝑛𝑠 dimension (this operation is called range-FFT). From (3.9) we know 

that in the resulting spectrum, having support [−
𝑓𝑠

2
,

𝑓𝑠

2
] with 𝑓𝑠 =

1

𝑇𝑠
, a peak occurs at the 

frequency 𝑓𝑏; we denote by �̂� the bin in which this frequency falls. Except for multiplicative 

coefficients, the transform just carried out evaluated in �̂� has the following form: 

We now perform an FFT along the 𝑛𝑐 dimension (Doppler-FFT). The result of this operation 

is a spectrum with support [−
𝑓𝑠

2
,

𝑓𝑠

2
] × [−

𝑓𝐷𝑠

2
,

𝑓𝐷𝑠

2
], with 𝑓𝐷𝑠 =

1

𝑇𝑃𝑅𝐼
  sampling frequency along 

the Doppler axis, having a peak spectral in the bin (�̂�, �̂�), with �̂� bin along the Doppler 

dimension in which the frequency 𝑓𝐷 falls. This spectrum, indicated by the term range-Doppler 

map, therefore collects all the information regarding the distances and radial speeds of the 

illuminated targets. To sum up, The IF signal is sampled by considering, for each chirp, 𝑁𝑠 =

64 samples. Consequently, a data matrix of dimensions 𝑁𝑐 × 𝑁𝑠 is formed from the output of 

the I/Q receiver. The board provides such a data matrix as a data frame, which can be processed 

and analysed to obtain the target’s information. In particular, a 2D FFT processing [41] is 

applied to the collected data frames to simultaneously obtain the range and speed of the target. 

Such an operation is performed on the baseband signals available at the output of the I/Q 

receiver. The first FFT is applied along each chirp to provide the range bins and is called range-

FFT. The second FFT is applied along the chirps for a single range bin to provide the Doppler 

information, and it is called Doppler-FFT. The matrix obtained at the end of the 2D FFT is 

𝐹𝐹𝑇[𝐼𝐹](�̂�, 𝑛𝑐) = 𝑒𝑗2𝜋𝑓𝐷𝑛𝑐𝑇𝑃𝑅𝐼  (3.9) 
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called the Range-Doppler map and holds the signature derived from the echo signal of each 

target. The approach for the 2D FFT processing is illustrated in Figure 3.3. 

In the present work the range-Doppler maps are calculated after applying zero-padding along 

the range and Doppler dimensions in order to obtain for these axes a number of points 

respectively equal to 𝑁𝑅𝐹𝐹𝑇 = 512 and 𝑁𝐷𝐹𝐹𝑇 = 256, so as to improve visibility spectral peaks 

isolated on the maps. Furthermore, downstream of the calculation of the two-dimensional FFT, 

we consider the application of the Kaiser window with the form factor 𝐾𝑠𝑓,𝑅 and 𝐾𝑠𝑓,𝐷 

respectively along the dimensions of the range and Doppler. This allows reducing the side-

lobes of the peaks relative to the targets on the maps [74]. The Kaiser window was chosen since 

it provides a better trade off when compared to other known windows, with the ability to tune 

it's parameters. 

We conclude with a note regarding the sign of the radial velocity indicated in the range-Doppler 

map: due to the particular I / Q mixer present in the Distance2Go card, the spectral peaks occur 

in correspondence with the Doppler shift of opposite sign with respect to the 

 

Figure 3.3 Basic concept of the 2D FFT processing in multi-chirp sequence FMCW. 
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approach/departure motion of the target with respect to the radar and it is, therefore, necessary 

to correct this behaviour in the construction of the maps. 

It is worth noting that the 2D FFT processing is a well-known technique in the FMCW 

community and consequently several commercial radars provide integrated support to the 2D 

FFT processing, which may be transparent to the user. However, in order to have full control 

of the processing chain, in the present implementation of the system the whole processing chain 

is fully performed on the control PC starting from the radar raw ADC data frame provided by 

the radar board. 

3.3 Range-Doppler Map Clustering with DBSCAN: 

Considering the resolution of the adopted radar board along the range and Doppler axes (given 

in Table 2.1), as well as the dimensions of the targets and the dynamics of their movements, 

the targets will appear as extended clouds of points on the Range-Doppler map. In addition to 

that, targets with extended range profiles like cars will produce multiple peaks at different 

indices in the range-FFT spectrum. Consequently, an appropriate clustering algorithm is 

needed, in order to assign the indices of the points on the cluster maps to their respective peaks, 

which are related to each target on the spectrum, and thus consistently calculate the features 

for classification. To this end, the Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN) [82] is adopted. It is worth emphasizing that only the points at which the intensity 

of the map is greater than or equal to a proper threshold value 𝑡ℎ𝐷𝐵𝑆𝐶𝐴𝑁 selected by the user 

are considered in the DBSCAN method to remove spurious components in the Range-Doppler 

map that may be not fully removed by the clutter and leakage removal method. Moreover, the 

DBSCAN algorithm requires the definition of two more parameters: the minimum number 𝑀 

of neighbour required to identify a core point and the neighbourhood search radius 휀. 

There are two particular characteristics that made DBSCAN the best choice for the envisioned 

application: First, there is no need for any prior knowledge about the number of clusters as 

DBSCAN can automatically determine the number of obtained clusters. Second, DBSCAN 

clustering has the potential to recognize any spurious aggregation of points that are isolated 

and consequently should not be included in the clusters; they are assigned a class value of -1. 
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This feature, together with the adoption of a tracking scheme, is also useful to remove ghost 

targets generated by multipath reflections and thus reducing the false alarm rate. Indeed, the 

appearance of multipath reflections on the range-Doppler maps is hardly exploitable for 

classification, because of their strong dependence on a-priori unknown and barely predictable 

environmental factors, and they can be expected to act more as a flickering disturbance to be 

removed.  

 

Figure 3.4 Result of the DBSCAN clustering on the Range-Doppler map, showing two clusters for two 

moving targets and a cluster of some spurious aggregation of points that is assigned a value of -1. 
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The steps that make up this algorithm are shown below: 

1. Select the first untagged point in the dataset as the current search point. Initialize the C 

= 1 cluster counter. 

2. Find the points located within the distance ϵ from the current point. 

1. If the number of points in that neighbourhood set is less than M, then mark the 

current point as noise. Go to step 4. 

2. Otherwise, mark the current point as belonging to cluster C. 

3. Iteratively select each point of the proximity set as a new current point and repeat step 

2 until further points are detected in the related proximity sets that can be labelled as 

belonging to cluster C. 

4. Select the next unlabelled point in the dataset as the new current point and increment 

the cluster counter C = C + 1. 

5. Repeat steps 2-4 until you have labels for all points in the dataset. 

DBSCAN provides the true range points values along with their indices for each target, which 

is very helpful especially in the multi-target situation. These values are very crucial for the next 

steps related to multi-tracking and features extraction. Figure 3.4 presents the result obtained 

after applying DBSCAN clustering on the Range-Doppler map. Three different clusters were 

detected. The two clusters labelled (1&2) indicate the presence of two different targets as they 

have different colors. The red cluster which is labelled (-1) indicates the presence of certain 

noise in the measurements and it is not assigned to any target.  

3.4 Peaks to Clusters Assignments: 

This is a crucial and important step before the tracking and features extraction blocks, and it is 

at this stage where the DBSCAN algorithm shows its benefits and contribution to the 

processing chain. This step is used to confirm the detections coming from real targets in the 

range spectrum, and later on to separate the contributions of each target in the spectrum in order 

to facilitate the subsequent extraction of the range-spectrum-based features (especially in the 

multi-targe scenario). In other words, this step assigns the reflections of the targets on the range 

spectrum to their respective clusters on the Range-Doppler map. 
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This step can be formulated as follows. Let 𝐶𝑖 be the 𝑖𝑡ℎ cluster obtained by DBSCAN. A target 

that presents multiple reflection points generates multiple peaks in the spectrum located at 

different ranges along the range axis. All the peaks 𝑝𝑗
𝑖  with ranges 𝑅𝑗

𝑖 belonging to the 𝑖𝑡ℎ 

cluster 𝐶𝑖 are associated to a set of peaks 𝑃𝑖 = {𝑝1
𝑖 , 𝑝2

𝑖 , … , 𝑝𝐽
𝑖}. The peaks that are not associated 

with any cluster are neglected, which highly decreases the probability of false alarm. The 

tracking algorithm benefits hugely from the “peaks to clusters assignments” step by introducing 

 

 

Figure 3.5 Car (green) and pedestrian (red) clustering with DBSCAN along with their respective 

contributions in the range-FFT spectrum. 
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only one tracking file for targets having multiple peaks. The tracking of such targets is based 

on tracking the range of the maximum peak in the spectrum. In the multi-target scenario, the 

tracking algorithm uses the information collected from the “peaks to clusters assignments” step 

to recognize the different targets on the spectrum and thus creating different tracking files for 

them.  

Figure 3.5 exemplifies the results of using DBSCAN to cluster targets (pedestrian and car) on 

the Range-Doppler map, and it also shows the scattering from each target on the range 

spectrum. Comparing the images, the green cluster can be associated to the three peaks located 

in the same positions of its points, while the red cluster can be associated with the first peak. 

The importance of the “peaks to clusters assignments” step to the tracking and feature 

extraction steps will be further illustrated in the next chapters. 

3.5 Summary: 

To sum up, the collected radar data are arranged in frames that need to undergo a pre-processing 

step before being used by the tracking, and classification blocks. The first pre-processing step 

includes the calibration of the collected radar data that is used to cope with the RX-TX leakage, 

and remove the clutter caused by static objects and environmental reflections. A modified 

frame subtraction technique (based on the BS algorithm) was adopted in this case. The second 

pre-processing step includes the FMCW radar processing technique to obtain the target’s range 

and speed information. Specifically, a multi-chirp sequence FMCW approach is adopted, in 

which a frame composed by 𝑁𝑐 = 21 subsequent chirps is transmitted and processed to extract 

the range and Doppler information of the targets. After, the DBSCAN algorithm was used to 

cluster the targets points on the resulting RD maps, which is used to separate the contribution 

of the targets on the spectrum following the “peaks to clusters assignments” step. The 

separation of the target’s contribution on the spectrum is of huge importance for the tracking 

and feature extraction blocks which will be further illustrated in the next chapters. 
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4. Chapter 4: Target Tracking with alpha-beta Filter 

4.1 Introduction: 

In order to perform multi-target classification, it is necessary to define a proper set of features 

for each target at every time frame. In particular, such features are extracted from the range 

and Doppler spectra and are related to the range and Doppler profiles, range and Doppler 

spreads, and the reflectivity of the targets, as detailed in Chapter 6. Then, the features of each 

target across several frames are used to form the final feature vector that is used for 

classification. Consequently, there is the need of performing multi-target tracking to correctly 

follow the targets throughout the various frames.  

An ad-hoc tracking algorithm is proposed in this chapter, which is based on the solution of a 

one-dimensional tracking problem for each different target present in the FOV of the radar, 

using only the radar range measurements as inputs. At first, it creates separate track files for 

each of the radar detections, which are initialized with the first radar range measurements and 

zero speed. Subsequently, detection and prediction are performed, followed by an association 

phase, in order to use the radar measurements to predict the position of the targets on the next 

frame. Such predictions are compared with the new radar measurements to determine the track 

files the new measurements should be assigned to. After that, it uses a credit system to 

determine and control the lifetime of the created track files of each target. It also provides an 

estimate of the target’s speed, which is not directly possible with the radar hardware since its 

ability to unambiguously detect speed is limited to 5.4 km/h.  

In particular, the α-β filter has been adopted in this study [84]. This chapter describes the 

implementation of the α-β filter for multiple target tracking. The parameters and the testing of 

the constant speed α-β filter are discussed. The data association and the credits system 

implemented along with the predictor are also discussed. 
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4.2 Tracking Model: 

The tracking algorithm predicts the target's range and speed supposing a constant speed model. 

Then the predicted values are saved in a target tracking file. The tracking information is then 

provided to the feature extraction block for extracting the features of each target alone and later 

on classifying the targets to one of the aforementioned classes.  

The α-β tracking algorithm uses the predicted range values from previous detects along with 

the current measured range to predict the range and speed of each target on the next frame. The 

α-β proposed here adopts Newton’s motion model with a constant velocity which has the 

following equation of motion for range prediction: 

𝑅(𝑘) = 𝑣𝑘 + 𝑅0 (4.1) 

Where 𝑅(𝑘) is the instantaneous range predicted at time 𝑘, 𝑣 is the constant velocity, 𝑘 is the 

time, and 𝑅0 is the reference range at the previous time frame 𝑘 − 1. 

4.3 Alpha-Beta Filter Implementation: 

Figure 4.1 illustrates the considered α-β filter structure. In the figure, 𝑦(𝑘) is the current range 

measurement, while 𝛼 and 𝛽 are filter parameters, and 𝑇𝑓 is the frame sampling time. 

 

Figure 4.1 α-β tracking filter implementation. 
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The α-β tracking system can be modelled by the following state model [91]: 

𝐴 =  [

1 − 𝛼𝑛          (1 − 𝛼𝑛)𝑇𝑓 

−𝛽𝑛

𝑇
                1 − 𝛽𝑛  

] (4.2) 

𝐶 =  [

1 − 𝛼𝑛 
𝛽𝑛

𝑇𝑓
 

] (4.3) 

𝐺 =  [1    0] (4.4) 

Ф =  [
1       𝑇𝑓 

0       1 
] (4.5) 

The state equation is: 

𝑥(𝑘|𝑘) =  𝐴 × 𝑥(𝑘|𝑘 − 1) + 𝐶 × 𝑦𝑛 (4.6) 

Where, 

𝐴 = (1 − 𝐶𝐺)Ф (4.7) 

The z transform of (4.6) is 

𝑥(𝑧) =  𝐴𝑧−1𝑥(𝑧) + 𝐶𝑦𝑛𝑥(𝑧) (4.8) 

Combining the above equations yields the transfer function of the system [91]: 

[
ℎ𝑥(𝑧)
ℎ𝑥′(𝑧)

] =
1

(𝑧2 − 𝑧(2 − 𝛼𝑛 − 𝛽𝑛) + (1 − 𝛼𝑛)) [

𝛼𝑛 × 𝑧(𝑧 − (𝛼𝑛 − 𝛽𝑛))
𝛼𝑛

𝛼𝑛 × 𝑧(𝑧 − 1)
𝑇𝑓

]

 

(4.9) 



4.4 Multi-Target Tracking:  35 

 

Real-time multi-target tracking starts with initiation followed by measurement association and 

predication. Detections at the first frame initiate one or more tracks. On the next frames, the 

new detections will be either associated with the existing tracks or used to create new ones. At 

first, detections at the current frame are associated with the targets. However, for the un-

associated detections, new tracks will be created. After that, predictions will be made for all 

the existing tracks. 

4.4 Multi-Target Tracking: 

In our system, in order to make multi-target classification feasible, we need to calculate the 

proposed features for each target at each range bin at every frame. After that, the measured 

features for each target among several frames need to be assigned together and averaged to 

form the feature vector to be used later for classification. This means that multi-target 

classification requires a multi-target tracking system. 

In our radar sensor, the sampling time (𝑇𝑓) is measured in frames that are collected every 

200 𝑚𝑠. The target classification phase is done in conjunction with the multiple target tracking 

process.  

The overall algorithm for multi-target tracking is illustrated in Figure 4.2, and it is summarized 

in detail in the following sections: 

4.4.1 Track Initialization: 

In the first frame, a track is initialized for each target identified by DBSCAN, whose initial 

state is given by the distance measured by the radar and zero speed. Furthermore, for each of 

these sets, a common credit value of value 6 is assigned (illustrated below). 

4.4.2 Detection: 

When a new frame is acquired, it is analysed to detect the targets that are present in the scene. 
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Figure 4.2 Tracking scheme 
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4.4.3 Data Association: 

The new detections are associated with existing tracks or are used to initialize new tracks. In 

particular, the association between an existing track and a new survey takes place by solving 

an assignment problem using the Hungarian algorithm [92], where the cost function is given 

by the difference between the distance corresponding to the survey itself and the distance 

predicted by the track in step 4.4.5. The detections not associated with any existing tracks are 

used to initialize new tracks, whose initial status is given by the measured distance and zero 

speed. A common credit value is also set for the new tracks. The cost is given as follows: 

𝐶𝑜𝑠𝑡𝑘
𝑖 = 𝑅𝑘−1

𝑖 − 𝑦𝑘
𝑖  (4.10) 

where, 𝑅𝑘−1
𝑖  is the 𝑖𝑡ℎ range prediction of the 𝑖𝑡ℎ target at the previous time frame, and 𝑦𝑘

𝑖  is 

the 𝑖𝑡ℎ range detection measured of the 𝑖𝑡ℎ target on the current time frame. The cost is 

calculated for each new track, and tracks associations are based on lowering the value of the 

corresponding cost matrix. In other words, each new detection is associated with the track 

where the value of the cost is minimal.  

4.4.4 Credit System: 

The credit system is used to check the activity of a certain target track file. The active tracks 

get new detections at every new frame, and so they get new predictions and associations. This 

permits the targets to have a lifetime measure based on their history. Every new target starts 

with an initially given credit that is constant for all targets. Whenever a target track misses an 

association with the new detections it loses a credit. On the other hand, whenever a target track 

gets an association, it gains credit. When the target track runs out of credits it is then considered 

a dead and inactive track and so it is deleted. 

4.4.5 Alpha-Beta Filter Update and Prediction: 

The traces associated with detections are updated through the correction operation indicated in 

(4.11)-(4.12). 
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𝑅(𝑘|𝑘) = 𝑅(𝑘|𝑘 − 1) + 𝛼[𝑦(𝑘) − 𝑅(𝑘|𝑘 − 1)] (4.11) 

𝑣(𝑘|𝑘) = 𝑣(𝑘|𝑘 − 1) +
𝛽

𝑇𝑓

[𝑦(𝑘) − 𝑅(𝑘|𝑘 − 1)] (4.12) 

where 𝑅(𝑘|𝑘) and 𝑣(𝑘|𝑘) are the corrections, based on the current distance measurement, of 

the estimated distance and speed, respectively. 

the operations in (4.13)-(4.14) are applied to predict the status of all the active tracks 

(associated or not) in the next frame. When no detection for the target track at the current time 

frame is recorded, only a prediction is performed using (4.13) and (4.14). In that case, the 

predicted velocity stays constant, and the predicted range is based on that predicted velocity. 

If no detections are associated with a target track for some number of frames (e.g., equals to 

the initially assigned credit value), it results in a linear prediction or ‘coasting’ target. Coasting 

is allowed for a short period of time after which the target track is deleted. 

𝑅(𝑘 + 1|𝑘) = 𝑅(𝑘|𝑘) + 𝑇𝑓𝑣(𝑘 + 1|𝑘) (4.13) 

𝑣(𝑘 + 1|𝑘) = 𝑣(𝑘|𝑘) (4.14) 

where 𝑅(𝑘 + 1|𝑘) and 𝑣(𝑘 + 1|𝑘) are the predictions for the next frame, based on the current 

state of the filter 𝑅(𝑘|𝑘), and 𝑣(𝑘|𝑘), respectively. 

4.4.6 Alpha-Beta Filter Weights: 

The parameters α and β are constant values selected by the user. Such parameters, whose values 

must reside in the range (0,1) for stability reasons, significantly affect the dynamic 

characteristics of the filter. Some methods for defining their optimal values are available for 

specific problems, e.g., [84]. However, it is also possible to heuristically find suitable values 

by performing some empirical analysis of their meaning. Indeed, the choice of α and β should 
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be based on the accuracy of the measurements returned by the radar module of the distance and 

velocity of the targets occupying the illuminated scene: if this accuracy is high, then high values 

can be adopted for the two parameters, while otherwise low values allow obtaining a greater 

smoothing effect on the state estimate. Choosing high values for α means that more priority is 

put on range measurements rather than previous range predictions, whereas high values for β 

result in higher priority on the velocity measurements other than the previously predicted 

velocity. 

 

             (a)                                                              (b) 

 

            (c)                                                               (d) 

Figure 4.3 Camera images and tracking of test case 1. The circle symbol indicates the predicted path by the 

alpha-beta filter, while the star symbol indicates the measured path by the radar. 

 



40 Chapter 4: Target Tracking with alpha-beta Filter 

 

4.4.7 Tracking Results: 

In the first test case of Figure 4.3, there are a pair of pedestrians moving away from the radar 

and a car also moving away (Figure 4.3(a)). Following the disappearance of the car from the 

scene, the recording ends with the presence of pedestrians only (Figure 4.3(c)). Since the two 

pedestrians are very close to each other (the separation distance is lower than the range 

resolution) and move with almost coincident trajectories, they appear on the Range-Doppler 

 

               (a)                                                                   (b) 

 
 

             (c)                                                                   (d) 

Figure 4.4 Camera images and tracking of test case 2. The circle symbol indicates the predicted path by the 

alpha-beta filter, while the star symbol indicates the measured path by the radar. 
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map as a single cluster and therefore the tracking is not able to distinguish the two underlying 

real targets, as we can see both in Figure 4.3(b) and in Figure 4.3(d). However, the method can 

follow their overall motion at a constant speed. In Figure 4.3(b) it is also clear the presence of 

the car, whose track is characterized by a greater slope than pedestrians because of its higher 

speed. We can also note in Figure 4.3(d) how the method correctly deactivates the track relating 

to the car when it leaves the radar range. 

In the second considered test case, a pedestrian and a truck are present in the radar FOV as seen 

in Figure 4.4. In Figure 4.4(a)-(b), the tracking method has been able to follow both targets 

throughout their stay in the illuminated scene. It was also able to differentiate and keep track 

of the targets even after the overlapping of their trajectories. In addition, the track related to the 

truck is correctly deactivated when it leaves the radar range for several frames (depending on 

the number of credits it has), and only the pedestrian is tracked until the end of the event 

recording, as can be seen in Figure 4.4(c)-(d). It can also be seen from Figure 4.4(b), that the 

coasting target was detected for a short time after which it was deleted as coasting is allowed 

only for a short time, which proves the robustness of the tracking. 

The third test case consists of two pedestrians, one of whom is approaching and one moving 

away, and subsequently an approaching motorcycle. Figure 4.5 illustrates some moments of 

the recorded event and the related tracking results (the different colors are used to denote 

different classes of targets in the image). In Figure 4.5(a) and Figure 4.5(c) there are the two 

pedestrians before and after the instant in which they found themselves at the same distance 

from the radar. From Figure 4.5(b) and Figure 4.5(d) it can be seen how the method is able to 

follow the trend at the constant speed of their trajectories. What is interesting is that the filter 

was able to keep the correct tracks of the pedestrians even after the occlusion as shown in 

Figure 4.5(d).  In Figure 4.5(e) the motorcycle appears. However, due to its high speed, it is 

present in recording for a few frames, as can be seen from the scarcity of points linked to it in 

Figure 4.5(f). 

In the last example case of  Figure 4.6 (test case 4), an interesting and complex tracking 

scenario is presented. The scene started in Figure 4.6(a) with the presence of two pedestrians 
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in the field of view of the radar. Similarly, to test case 1, since the two pedestrians are very 

 

             (a)                                                        (b) 

 
             (c)                                                        (d) 

 
             (e)                                                        (f) 

Figure 4.5 Camera images and tracking of test case 3. The circle symbol indicates the predicted path by the 

alpha-beta filter, while the star symbol indicates the measured path by the radar. 
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close to each other, they were recognized and tracked as a single target. In Figure 4.6(b) the 

movement of the pedestrians was disrupted by a passing car followed by a passing motorcycle. 

At this stage, the three targets present in the FOV of the radar were detected and tracked 

successfully, the tracking algorithm was able to successfully detect and track the three targets 

presented in the illuminated scene with three separate tracks as shown in Figure 4.6(c). This 

(a)                                                                                          (b) 

 
(c)                                                                                          (d) 

 
(e)                                                                                          (f) 

Figure 4.6 Camera images and tracking of test case 1. The circle symbol indicates the predicted path by the 

alpha-beta filter, while the star symbol indicates the measured path by the radar. 
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indeed validates the robustness of the tracking algorithm in detecting and tracking the multiple 

targets passing in the FOV of the radar. Following the disappearance of the motorcycle for 

several frames from the FOV of the radar in Figure 4.6(d), its track was deleted, and a new 

track was created for the newly detected pedestrians, who were detected and tracked as a single 

target. In Figure 4.6(e)-(f), the tracking algorithm again successfully deactivates the tracks 

referred to the car and pedestrian as they have left the scene for several frames while keeping 

an active track for the new pedestrians who are still moving in the FOV of the radar. 

4.5 Summary: 

In summary, the alpha-beta filter can track the maneuvering targets in both single and multi-

target scenarios. The results of the tracking obtained in the multi-target cases are very good 

and showed that the tracking filter is capable of tracking different targets at the same time. The 

target track files generated by the filter allow for multi-target classification which is described 

in the coming chapters. 
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5. Chapter 5: Data Analysis and Features Extraction  

This chapter presents the data analysis of the radar echo signals acquired from different types 

of targets. The signal analysis provides an idea about how the different targets have different 

spectrum behaviour and the reasons behind it. Understanding the difference in the spectrum 

behaviour of each target provides us with an idea about the different features that can be 

extracted from the spectrum obtained from each target. In addition, the type of the features 

along with the methods used to extract them will be further illustrated in detail. 

5.1 Data Analysis: 

This section will provide some examples of the results obtained from the different targets. A 

spectrum analysis that explains the different spectrum behaviour of each target will also be 

provided, along with its effects on the shape of the Range-Doppler map. The examples will 

contain samples for the range-FFT spectrum, Doppler-FFT spectrum, and the Range-Doppler 

map. 

5.1.1 Some Examples of the Recorded Data: 

This part will show examples showing the difference between the echo signals reflected from 

pedestrians and vehicles. The examples will show the behaviour of the signal in three different 

domains, i.e., range-spectrum, Doppler-spectrum, and the Range-Doppler map. 

Figure 5.1 shows the range, and Doppler spectrums along with the Range-Doppler maps of a 

pedestrian, a cross-range moving vehicle, and a along-range moving vehicle. In the case of 

pedestrians, Figure 5.1(a) shows a single peak in the range spectrum and a spread in the 

Doppler spectrum (resulting from the presence of multiple peaks), which is translated to a 

spread in the Range-Doppler maps along the Doppler axis. However, in the case of vehicles, 

two different behaviours of the recorded echo signals can be noticed based on the position of 
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the vehicle with respect to the radar (cross-range or along-range), as shown in Figure 5.1(b), 

and Figure 5.1(c).  

From the comparison between Figure 5.1(b) and Figure 5.1(c), it can be noticed that the cross-

range moving vehicle shows some spread in range and Doppler spectrum which is translated 

to a spread on the axis of the corresponding heat map. On the other hand, an along-range 

moving vehicle shows no spread on the range and Doppler spectrum resulting in a single point-

shaped target on the corresponding heat map.  

Note that the range spread produced by the vehicle depends much on the size of the vehicle. 

For example, large vehicles like trucks are expected to have a big spread on the range spectrum, 

 

(a) 

 
(b) 

 
(c) 

Figure 5.1 Range and Doppler spectrums along with the Rang-Doppler maps of the reflected signals from: 

(a) pedestrian, (b) cross-range moving vehicle, (c) along-range moving vehicle 
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where small vehicles like small cars or motorcycles are expected to show a small spread on the 

range spectrum. 

5.1.2 Spectrum and Heat Map Analysis: 

• Pedestrian echo signal 

Any non-rigid body motion is modelled as several jointly connected body segments (as in 

walking humans) [76]. The human body is considered a non-rigid and deformable-body; hence, 

the motion of the human body is a mixed motion of several moving parts in addition to the 

main body, i.e., legs and arms.  This indicates that pedestrians are expected to have a spread in 

the Doppler spectrum since each part of the human body will have a different Doppler 

frequency. This explains the presence of several peaks in the Doppler spectrum of Figure 5.1(b) 

which is translated to a spread along the Doppler axis of the Range-Doppler map of Figure 

5.1(c). However, the single peak in the range spectrum of Figure 5.1(a), is explained by the 

fact that the size of the human body along the range axis is less than the radar range resolution 

(Table 2.1), which indicates that pedestrians are always expected to be recognized as a single 

target and, in the general case, should always have one frequency in the range spectrum. 

• Vehicle echo signal 

Two different cases need to be considered here, i.e., cross-range, and along-range. 

When the vehicle is very close to the radar, i.e., all the body of the vehicle is in the FOV of the 

radar (cross-range position) multiple peaks are present in the range-FFT spectrum and 

Doppler-FFT spectrum (Figure 5.1(a)-(b)), indicating a spread in the range and the Doppler 

spectrum simultaneously. This explains the result obtained in the Range-Doppler map of 

Figure 5.1(c), where the spread is clearly visible on the range and speed axis of the Range-

Doppler map.  

This is explained by the fact that the length of the vehicle is bigger than the range resolution 

of the radar and so the radar can detect more than one peak on the range-FFT spectrum 

depending on the length of the vehicle. Each of the detected peaks could have different radial 

velocities that can be bigger than the velocity resolution of the radar (Table 2.1), which results 
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in multiple peaks in the Doppler-FFT. This resulted in a Range-Doppler map having a spread 

on both axes. 

On the other hand, a moving vehicle in the far-field of the radar, where only the back or the 

front of the car appears (along-range position), shows only a single peak on the range-FFT 

spectrum. Consequently, one peak on the Doppler-FFT as well and a clean Range-Doppler 

map showing only a point shape target is obtained as in Figure 5.1(c). To explain this one 

should clearly understand the meaning of the range resolution of the radar as well as how the 

radar transmits the electromagnetic wave. So, as the radar range resolution requirement implies 

that the two targets should be separated by a minimum distance that is equal to the range 

resolution itself, one should know that this distance is only considered at different range bins 

or in other words along the range axis of the radar. Consequently, as the radar transmits the 

electromagnetic wave radially, then all the reflection points coming from the back of the 

vehicle are considered at the same range. Therefore, the result is a single big scattering point 

as seen in Figure 5.1(a).  

5.2 Features Extraction: 

To achieve a real-time classification system, it is needed to look for very simple features that 

can be extracted in an easy fashion without any complex computation that can take time and 

resources. In that regard, the feature vector is built using information that can be directly 

extracted from the range and Doppler profiles of the target. In particular, the range profile is 

 
                         (a)                                                        (b)                                                      (c) 

Figure 5.2 Range profile and velocity profile of a single measurement for a, (a) pedestrian, (b) along-range 

vehicle, and (c) cross-range vehicle 
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the measure of the spread caused by the target in the range spectrum. This spread mainly occurs 

due to a change in radial velocity, or whenever the length of the target along the range axis of 

the radar is higher than the radar range resolution. Similarly, the velocity profile is the extension 

that the target presents along the Doppler spectrum. This extension is caused by the radial 

velocities of the target's reflection points.  

In the developed system, the method presented in [62], [93] is adopted, which allows a very 

simple and direct approach to calculate the range and Doppler profiles of the targets. In this 

section, we discuss the methods used for extracting such features in single and multi-target 

situations. The range and radial velocity of the target are measured simultaneously and 

unambiguously even in multi-target situations (Figure 5.2). The measurement results of a single 

observation are shown in the Range-Doppler map. 

5.2.1 Extraction of Spectrum Based Features: 

• Range Profile:  

The range profile is the extension that the target has along the size of the range within the 

range-Doppler map and the range spectrum. This extension is caused by the spatial distribution 

of the reflection points that the target possesses and based on [62], [93], and [94], it is  

computed as follows: 

𝑅𝑝𝑟𝑜𝑓𝑖𝑙𝑒 = 𝑅𝑚𝑎𝑥 − 𝑅𝑚𝑖𝑛 (5.1) 

where 𝑅𝑚𝑎𝑥 and 𝑅𝑚𝑖𝑛 are respectively the maximum and minimum distances of the peaks 

(corresponding to reflection points of the target) in the spectrum of the range-FFT. It is worth 

remarking that only the peaks that are over a predefined threshold 𝑡ℎ𝑟𝑎𝑛𝑔𝑒 are used in the 

computation of 𝑅𝑝𝑟𝑜𝑓𝑖𝑙𝑒. Figure 5.3 exemplifies this calculation when a single car is present. 

Note that 𝑅𝑝𝑟𝑜𝑓𝑖𝑙𝑒 is 0 in the presence of a spectrum containing a single peak, as for example 

usually happens for pedestrians.  
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• Velocity Profile:  

The velocity profile is the extension that the target has along the dimension of the radial 

velocity within the Range-Doppler map and Doppler spectrum. This extension is caused by the 

radial velocities of the reflection points of the target. Since the maximum velocity measured 

by the radar is limited to 𝑉𝑚𝑎𝑥 = 5.4 km/h (as indicated in Table 2.1), an aliasing phenomenon 

is present in the Doppler spectrum, especially in the case of vehicles; thus, the calculation of 

the velocity spread is not carried out directly on the output of the Doppler-FFT. First, it is 

verified in which Doppler half-axis (positive or negative) the greatest spectral content is 

present, after which only the 3/4 of the spectrum that contains the selected half-axis are 

considered. This process can be formulated as follows. Consider 𝑆𝐷 the original Doppler 

spectrum obtained after the 2D FFT analysis, 𝑁𝑝𝑜𝑠 and 𝑁𝑛𝑒𝑔 are the numbers of positive and 

negative Doppler frequency samples contained in 𝑆𝐷 respectively, and 𝑁𝐷𝐹𝐹𝑇 is the number of 

Doppler FFT points. The new Doppler spectrum 𝑆𝐷
′  after the deletion is: 

 

Figure 5.3 Example of computation of the range spread in the presence of a car. The horizontal red line 

indicates the threshold beyond which the peaks of the spectrum are considered. 
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𝑆𝐷
′ = {

𝑆𝐷𝑈(𝑛 +
3 × 𝑁𝐷𝐹𝐹𝑇

4
), 𝑁𝑝𝑜𝑠 > 𝑁𝑛𝑒𝑔

𝑆𝐷𝑈(
3 × 𝑁𝐷𝐹𝐹𝑇

4
− 𝑛), 𝑁𝑝𝑜𝑠 < 𝑁𝑛𝑒𝑔

 (5.2) 

where 𝑛 is the discrete index on the Doppler frequency axis and 𝑈(𝑛) is the unit step function.  

Finally, the Doppler profile is computed by applying the following formula: 

 

𝑉𝑝𝑟𝑜𝑓𝑖𝑙𝑒 = 𝑉𝑚𝑎𝑥 − 𝑉𝑚𝑖𝑛 (5.3) 

where 𝑉𝑚𝑎𝑥 and 𝑉𝑚𝑖𝑛 are respectively the maximum and minimum radial velocities of the 

peaks, corresponding to the reflection points of the target, identified in the chosen spectrum 

portion. Figure 5.4 exemplifies this calculation when a single pedestrian is present in the 

scenario.  

 

Figure 5.4 Example of computation of the velocity spread in the presence of a pedestrian. The red line 

indicates the threshold beyond which the peaks of the spectrum are considered. 
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5.2.2 Extraction of Spectrum Based Features in Multi-Target Scenario: 

Using (5.1) and (5.3) to measure the range and Doppler profiles works fine for a single target 

situation. However, applying (5.1) directly in a multi-target scenario leads to wrong range 

profile estimations. This is because in the multi-target case it is always expected to have 

multiple peaks in the range spectrum that are coming from different targets. Hence, we should 

determine first the indices of the peaks corresponding to each target in the spectrum before 

applying (5.1).  

In the developed procedure, this is achieved by using the results of the DBSCAN clustering 

algorithm [82]. However, before the calculation of the range profile, it is necessary to perform 

“peaks to clusters assignments”. This step assigns the reflections of the targets on the range 

spectrum to their respective clusters on the Range-Doppler map. This step was discussed in 

detail in section 3.4. 

Unlike the range profile, the calculation of the velocity profile in the multi-target case follows 

the same procedure as in the single target case. This is because the Doppler spectrum is 

obtained at each range bin. In other words, each target will generate its own Doppler spectrum 

which is usually distinct from the others. In fact, it may occur in some cases that many targets 

move in the same range bin. However, this will not be problematic as it is not the common 

case, and it doesn’t usually last for more than one frame. 

In order to create a more robust feature vector, the previous quantities, which are just related 

to the extent of the target response in the range and Doppler spectra, have been integrated with 

other global information. In particular, the mean and variance of the parts of the spectrum 

relevant to each tracked target have been included in the feature vector. Indeed, both range and 

Doppler spectra exhibit some random variations, due to target movements, residual clutter 

components that survived the removal method, and various sources of noise. For this reason, 

such contributions can be considered as random variables. Based on this consideration, the 

following preparatory quantities for the definition of the feature vector are also introduced 

(only the spectral components of amplitude greater than a threshold 𝑡ℎ𝑟𝑎𝑛𝑔𝑒 are considered) 

[62], [95]: 
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• 𝑅1, the variance of the target spectrum contained in the range-FFT; 

• 𝑅2, the standard deviation of the target spectrum contained in the range-FFT; 

• 𝑅3, an average of the target spectrum contained in the range-FFT; 

• 𝑉1, the variance of the target spectrum contained in the Doppler-FFT; 

• 𝑉2, the standard deviation of the target spectrum contained in the Doppler-FFT; 

• 𝑉3, an average of the target spectrum contained in the Doppler-FFT. 

It is worth remarking that the standard deviations and variances used in the feature vector are 

closely related quantities. However, as often done in machine learning classification [52], [62], 

a feature vector containing redundant information has been adopted, since it may strengthen 

the classification. 

 

Fig. 5.5. Approximation of the range-FFT spectrum of each target separately from the contribution of the 

other targets in the range spectrum. 
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The measurements of 𝑉1, 𝑉2, and 𝑉3 are simple, since, at each bin, a single target is present 

with a single Doppler spectrum, thus targets at different range bins will have their own separate 

Doppler spectrums. However, computing 𝑅1, 𝑅2, and 𝑅3 in the multi-target case is more 

complicated because of the mixed contributions of multiple targets in the range spectrum. 

Consequently, to calculate the values of 𝑅1, 𝑅2, and 𝑅3, an approximated range spectrum of 

each target is obtained depending on the range bins indices obtained from the DBSCAN 

clustering. Only the part that is above the range threshold was approximated for each target 

while the other parts are set to zero. This process is illustrated in Fig. 5.5.  

To clarify things up, the process can be formulated as follows: Let 𝑗 be the index of the points 

on the range axis, 𝑖 be the cluster index, and 𝑆𝑅𝐹𝐹𝑇 is the range-FFT spectrum. Now consider 

𝑆𝑅
(𝑖)

 as the 𝑖𝑡ℎ approximated range spectrum of the 𝑖𝑡ℎ detection based on the 𝑖𝑡ℎ cluster 𝐶𝑖, i.e.,  

𝑆𝑅
(𝑖)

= {
𝑆𝑅𝐹𝐹𝑇 , ∀ 𝑅𝑗  ∈  𝐶𝑖

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5.4) 

Finally, two more features are added to the previous ones, namely the measure of reflectivity 

and the average target radial speed estimated by the tracking algorithm. The reflectivity 

measure is proportional to the Radar Cross Section (RCS), which is a measure of the ability of 

the target to reflect the radar signal in the direction of the radar receiver. The reflectivity 𝛾 was 

measured following the procedure presented in [96]. The radial speed 𝑣𝑎𝑣𝑔 of a target is 

estimated by averaging the set of radial velocities in the target track file obtained using (4.12). 

The components of the feature vector for classification are given by the means of the quantities 

listed above which are calculated on the set of available frames. The tracking algorithm 

provides the proposed feature extraction block with the correct indices of the targets along with 

their target IDs across the different frames. Based on this information, the extracted features at 

each new time frame are assigned to their true respective target. When a target track file is 

deleted by the tracking algorithm, the information about that target is no more provided to the 

feature extraction block, and so no more features are assigned to that target ID. However, the 

collected feature set of that target is saved to be averaged and classified later on, after which it 

is also deleted. 
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To sum up, the entire feature set for a single measurement is shown in Table 5.1. This feature 

set will be used to determine the model parameters of the classifier. 

Note that, the feature vector provided later to the classifier contains the average of each feature 

over several time frames taken recorded for each target. Using the average of the features is 

important to reduce the range of error that might occur in the measurements of the features 

over a single time frame. 

5.2.3 Results and Discussion: 

• Pedestrians Vs. Vehicles:  

The measurement results of a single observation are shown in the Range-Doppler map of each 

target (Figure 5.2). Three different cases for targets have been recorded. A Doppler spread 

exists in the case of pedestrians and a Range spread in the case of  an along-range moving 

vehicles. However, a cross-range moving vehicle showed a simultaneous range and Doppler 

spread. The features proposed in section 5.2.1 are measured according to a certain detection 

algorithm. Since, in some rare cases, the vehicle could have an echo signal like that of the 

pedestrian, especially  for the case of  a  cross-range  moving vehicle,  the measurements of 

Table 5.1 Features Set  

Feature Description 

𝑅𝑝𝑟𝑜𝑓𝑖𝑙𝑒  
Extension in range spectrum 

𝑅1 Variance in range spectrum 

𝑅2 STD in range spectrum 

𝑅3 Mean in range spectrum 

𝑉𝑝𝑟𝑜𝑓𝑖𝑙𝑒  
Extension in Doppler spectrum 

𝑉1 Variance in Doppler spectrum 

𝑉2 STD in Doppler spectrum 

𝑉3 Mean in Doppler spectrum 

𝛾 Reflectivity 

𝑉𝑒𝑠𝑡 Estimated target velocity 
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the features  were calculated by taking the average of several measurements for each target 

instead of using only a single measurement. The features measurements were done for 31 

samples taken from each class (31 humans and 31 vehicles). Figure 5.6 shows the obtained 

results of pedestrians vs. vehicles regarding the spectrum-based features, while Figure 5.7 

shows the features related to the speed and RCS. 

The difference in the average range profile of pedestrians and vehicles is clearly visible (Figure 

5.6(a)), where most of the time the range profile of the vehicles is a lot higher, except in two 

cases in which the measurements were zero. This is mainly because the number of obtained 

measurements for those two cases was little. In fact, the range profile of the pedestrians should 

always be zero, however in some rare cases some clutters could intervene in the measurement 

of the range profile, but still, their effect can be hugely neglected.  

On the other hand, Figure 5.6(a) also shows that the average velocity profile of pedestrians is 

greater than that of the vehicles in most of the cases. However, in many cases, it appears that 

the vehicle can have a similar velocity profile as that of pedestrians. This is mainly because 

the vehicle sometimes can have a Doppler spread like in the case of pedestrians, especially 

when the vehicle is moving in the cross-range position, but still, the average velocity profile 

of the pedestrian is notably higher. 

Figure 5.6 (b), and (c), show that the Doppler distribution of pedestrians is totally different 

from that of vehicles as they have different variances and mean, and this is clear as the variance 

and STD of pedestrians is always higher than that of the vehicles. This is explained by the 

presence of multiple peaks above the detection threshold in the case of pedestrians due to the 

movement of the legs and arms in addition to the main body. This case doesn’t apply for 

vehicles, resulting in lower peaks compared to pedestrians and so lower variance and mean. 

Finally, Figure 5.6 (b), and (c), also illustrate the difference in the range distribution of 

pedestrians and vehicles. In this case, vehicles always have a higher variance and mean, which  
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  (a)                                                                                    

 

  (b)                                                                                    

 

  (c)                                                                                    

Figure 5.6 Extracted spectrum-based features of pedestrians vs. vehicles: (a) average range and Doppler 

profiles, (b) average variance variations of the range and Doppler spread, (c) average mean variation of the 

range and Doppler spread 

 



58 Chapter 5: Data Analysis and Features Extraction 

 

is expected because of the expected range spread in the range-FFT of the vehicle. In the case 

of pedestrians,  no range spread is expected since the size of  the human main body is  mainly 

smaller than the range resolution of the radar (Table 2.1), so the low values obtained in Figure 

5.6 (b), and (c), for the variance and mean with respect to the values obtained for vehicles are 

in total agreement with what is expected. 

In Figure 5.7 it can be clearly seen how the features for speed and RCS are much lower in the 

case of pedestrians with respect to vehicles. This is accompanied by lower variations in those 

features for pedestrians. It is worth remarking that the reflectivity may be affected by the state 

of the targets, especially for pedestrians. Specifically, the height of a pedestrian can 

significantly vary the RCS; in [97] an average reduction of 5 dBsm has been observed between 

a child and an adult in the range [23,28] GHz. However, in our settings, the class of pedestrians 

is the one already showing the lower RCS, and, consequently, it is expected that a child would 

be still classified as a pedestrian. On the contrary, the variability caused by different clothes is 

quite low: For an adult, it has been found to be less than ±1 dBsm, especially when the clothes 

are electrically thin and dry [97], [98]. Finally, concerning the posture, although the different 

poses during the walk may introduce fluctuations in the RCS [98], such behaviour is implicitly 

taken into account in building the feature vector.   

• Vehicle Vs. Vehicle:  

Figure 5.8 presents the most definitive features that were used for the differentiation between 

the different targets of the vehicle class. As can be seen, these features are mostly range profile-

 

Figure 5.7 Extracted RCS and velocity features of pedestrians vs. vehicles 
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based features, and the RCS measurements. The truck class shows to have, in most of the cases, 

higher measurements in regard to the range profile-based features, while the lowest 

measurement is mostly for the motorcycles. The car class measurements fall in between. This 

indeed agrees with the expectations as the truck class, in general, has bigger dimensions when 

compared to the other two classes. The dimension of the car then comes second, and the 

motorcycles are third with the lowest dimensions. 

On the other hand, the dimension of the target is directly related to the measure of the 

reflectivity of the radar signal by the target. In other words, the bigger the dimension of the 

target the higher it can reflect the radar signal. This amount is also related to the RCS, which 

explains the results given in Figure 5.8 for the RCS measurements, where motorcycles have 

the lowest RCS measurements while trucks and cars have approximately equivalent measures 

with a slightly higher measurement for trucks in some cases. The separation between the three-

 

 

Figure 5.8 The most definitive features used in the differentiation of the vehicle class 
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vehicle classes is shown in Figure 5.9 using three distinctive features, i.e., RCS, range profile, 

and the mean of the range profile. A clear separation can be noticed between the motorcycle 

class and the two others, as the motorcycle scored the lowest values for the presented features. 

Also, a significant separation can be noticed between cars and trucks, as the car scores are 

mostly grouped in the mid-low ranges of the scattering plot, while the truck scores are scattered 

on the higher ranges of the scatter plot. The results shown in Figure 5.9 prove the robustness 

and the effectiveness of the chosen features to be used in the classification. 

5.3 Summary: 

In this chapter, a description of the collected data in the testing scenario was presented. In 

addition, some examples of some measurements taken from a pedestrian, vehicle, and multi-

target situation were shown. The pedestrian’s echo signal showed to have a single peak in the 

range spectrum and multiple peaks on the Doppler spectrum. This was translated to a spread 

 

Figure 5.9 Comparison of the scattering plot of the three vehicle classes using three different features (RCS, 

range profile, and mean of the range profile) 
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on the Doppler axis of the Range-Doppler map. On the other hand, the measurements for the 

vehicle showed that the characteristics of the reflected echo signal differ depending on the 

position of the vehicle in the FOV of the radar (cross-range or along-range). In the case of a 

cross-range moving vehicle, a range and Doppler spread in observed, while a point-shaped 

target was detected in the case of an along-range moving vehicle. The multi-target 

measurements presented showed that the proposed system performs well in detecting multiple 

targets when presented at the same time in the illuminated scene. In addition, the extracted 

features that will be used for building the classification module, later on, were also discussed 

in detail. The results obtained showed the good performance of the presented features in 

discriminating between pedestrians and vehicles, and so they can be used for building 

classification module. 
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6. Chapter 6: Experimental Classification Results 

To identify the types of objects in transit through the gate, the Support Vector Machines (SVM) 

classifier was adopted in this study. In particular, the One-Vs-All SVM was used which is a 

multi-class SVM classifier. The system was trained on a single target dataset collected by the 

system itself and tested on two different data sets collected in two different environments. The 

performance of the system was first tested in human-vehicle Classification, then in multi-class 

classification (pedestrian, motorcycle, car, and truck), and finally in multi-target classification. 

This chapter presents the evaluation phase of the proposed system in a real-world operation, 

where the system was tested in classifying the multiple targets passing in the FOV of the radar. 

The complete set of the parameters used during the training phase is presented in Table 6.1. 

 

TABLE 6.1 SET OF PARAMETERS ADOPTED IN THE PROCESSING CHAIN 

Symbol Quantity Value 

𝑇ℎ𝑅  Range detection threshold 75 mV 

𝑇ℎ𝐷  Doppler detection threshold 300 mV 

𝑟𝑚𝑖𝑛  Minimum detection range 1 m 

𝑟𝑚𝑎𝑥  Maximum detection range 25 m 

𝐾𝑅  Shape factor for the Kaiser window on the range dimension 3.2 

𝐾 Shape factor for the Kaiser window on the Doppler dimension 4 

𝑇ℎ𝐷𝐵𝑆𝐶𝐴𝑁  Threshold for DBSCAN clustering 505 mV 

𝑀 Minimum number of neighbour points for DBSCAN clustering 115 

휀 Neighbourhood search radius for DBSCAN clustering 1.2 

𝐶𝑁𝐴  Cost of non-assignment for the Hungarian algorithm 2.8 

𝛼 Alpha tracking parameter 0.9 

𝛽 Beta tracking parameter 0.3 

𝑇𝑓 Frame sampling time 200 ms 
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6.1 O-V-A SVM Classifier: 

Support Vector Machine (SVM) [63] is a well-known algorithm that behaves well in many 

classification problems. On this basis, for our problem of the classification of objects passing 

through the monitored gate, we chose to adopt the One-vs-All multi-class SVM [61], [99]. This 

is a generalization of binary SVM capable of handling the multi-class scenario. Binary SVM 

is based on the construction of a hyperplane within the data space that maximizes the distance 

from the points of both classes that are closest to the plane itself (maximizing the margin). An 

example of binary SVM is shown in Figure 6.1. 

The hyperplane can be formulated as follows: 

�̂� ⋅ 𝐱 + �̂� = 0 (6.1) 

where �̂� is the normal vector to the hyperplane, 𝐱 is an element belonging to the data space 

and �̂� is the bias of the plane. Assuming the availability of a training set 𝑋 = {𝐱𝑖}𝑖=1
𝑁  with the 

relative labels 𝑌 = {𝑦𝑖 ∈ {−1,1}}
𝑖=1

𝑁
, the maximization of the margin is obtained by 

determining the hyperplane parameters according to the following optimization problem: 

 

Figure 6.1 Example of binary SVM. The separation hyperplane is indicated with S. 
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�̂�, �̂�, �̂� = arg min
𝐰,𝑏,𝛏

[
1

2
‖𝐰‖2

2 + 𝛿 ∑ 𝜉𝑖

𝑁

𝑖=1

] , 𝑦𝑖(𝐰 ⋅ 𝐱𝑖 + 𝑏) − 1 + 𝜉𝑖 ≥ 0, 𝜉𝑖 ≥ 0 (6.2) 

where 𝛏 = [𝜉1 ⋯ 𝜉𝑁]𝑇 is the vector of the slack variables and 𝛿 is a hyperparameter which 

together with the sum of the slack variables forms the so-called penalty term. Moving on to the 

dual formulation of the optimization problem and introducing the use of non-linear kernels to 

manage classes that cannot be linearly separated in the data space, we arrive at the following 

reformulation: 

�̂� = arg min
𝛂

[∑ ∑ 𝛼𝑖𝛼𝑗𝑦𝑖𝑦𝑗𝐾(𝐱𝑖, 𝐱𝑗)

𝑁

𝑗=1

𝑁

𝑖=1

− ∑ 𝛼𝑖

𝑁

𝑖=1

] , 0 ≤ 𝛼𝑖 ≤ 𝛾, ∑ 𝛼𝑖𝑦𝑖

𝑁

𝑖=1

= 0 (6.3) 

where 𝛼𝑖 are Lagrange multipliers and 𝐾(⋅,⋅) is the kernel function. The belonging of a new 

element 𝐱 to one of the two classes is determined as follows: 

sign[𝑠(𝐱)] = {
> 0 ⇒ 𝑦 = 1

< 0 ⇒ 𝑦 = −1
 (6.4) 

where the function 

𝑠(𝐱) = ∑ 𝛼𝑖𝑦𝑖𝐾(𝐱𝑖 , 𝐱)

𝑁

𝑖=1

+ 𝑏 (6.5) 

is called the classification score. The generalization to the multi-class scenario can take place 

through the adoption of approaches using error-correcting output codes (ECOC), which allow 

transforming a multi-class classification problem into a set of binary classification problems. 

In particular, the One-Vs-All (OVA) method was adopted in this project, which starts from the 

construction of a coding matrix. By way of example, in the case of a scenario with 3 classes, 

this matrix is equal to: 
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When the 𝑖𝑗-th element takes the value 1 or −1 then the  𝑗-th classifier will consider the 

elements of the training set belonging to the 𝑖-th class as having respectively 1 or −1 label. 

More generally, in the presence of 𝐶 classes, 𝐶 binary classifiers are identified, and the coding 

matrix indicates to each of these which elements of the dataset must be considered for training. 

Once the 𝐶 optimization problems (6.3) have been solved, a new datum 𝐱 (new observation) is 

classified by interrogating all the binary classifiers, then collecting the scores 𝑠𝑗(𝐱), with 𝑗 =

1, … , 𝐶, and attributing to the new element the 𝑖-th class that minimizes the following quantity, 

called aggregation loss: 

∑ |𝑚𝑖𝑗|ℎ[𝑚𝑖𝑗, 𝑠𝑗(𝐱)]𝐶
𝑗=1

∑ |𝑚𝑖𝑗|𝐶
𝑗=1

 (6.6) 

where 𝑚𝑖𝑗 is the 𝑖𝑗 −th element of the coding matrix and 

ℎ[𝑚𝑖𝑗, 𝑠𝑗(𝐱)] =
1

2
{1 − 𝑚𝑖𝑗[2𝑠𝑗(𝐱) − 1]}

2
 (6.7) 

is called the quadratic binary loss function. 

6.2 Single Target Classification: 

This section presents the first evaluation of the system in classifying single targets passing in 

the FOV of the radar. At first, the performance of the system was tested in a human-vehicle 

classification where two approaches were followed in that regard, i.e., transfer learning and 

binary SVM.   After, the performance of the system was tested in a multi-class classification 

where the detected single targets were classified as either: pedestrian, car, truck, and 

motorcycle. 

 Classifier 1 Classifier 2 Classifier 3 

Class 1 1 −1 −1 

Class 2 −1 1 −1 

Class 3 −1 −1 1 
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6.2.1 Measurement Setup: 

Our data acquisition system is shown in Figure 6.2. The data collection was done using the 

“Distance2Go” radar board by Infineon Technologies [80]. The system has been put into a box 

and mounted on a pole, beside an internal road of the department at a height of approximately 

1.5 m. The box has been oriented in such a way that the main beam of the antenna forms an 

angle of 30 degrees with respect to the direction of the road. Moreover, the Half Power 

Beamwidths (HPBWs) on the horizontal and vertical planes are 42 degrees and 20 degrees, 

respectively [80]. Only the targets moving in the FOV defined by such HPBWs have been 

considered. The camera was only used for observation purposes and for marking the type of 

the passing targets. A MATLAB script was used to collect the radar raw data wirelessly with 

the help of a Raspberry Pi 3B+ embedded PC. The Raspberry PI collects the radar data by 

means of a USB cable and then transmits them to MATLAB via a WiFi network (Figure 2.1 & 

Figure 2.2). The data were collected for two classes: humans and vehicles. The data acquisition 

procedure was triggered only when a target passes in the FOV of the radar with a peak in the 

range-FFT spectrum higher than a previously fixed threshold.  

6.2.2 Human-Vehicle Classification Using Transfer Learning: 

For the sake of the best classification performance, the R-D maps obtained by the radar system 

should be clean and the target signature in the image must be self-evident. This indicates the 

 
                            (a)                                                                                 (b) 

Figure 6.2 (a) Positioning of the external unit in the first test scenario. (b) Picture of the environment of the 

first test scenario. 
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importance of using the data collection system in its most optimized state (Table 2.1) and 

applying a detection and calibration technique, able to suppress noise and clutters as much as 

possible. The resolution and size of the Range-Doppler image depend on the number of FFT 

points used to apply the 2D FFT processing. We used 𝑅𝐹𝐹𝑇 =  512 points for range-FFT, and 

𝐷𝐹𝐹𝑇 =  256  points for Doppler-FFT, producing a (256 × 256) Range-Doppler image. 

Figure 5.2 illustrates some examples of R-D maps obtained for pedestrians and vehicles. In 

general, both R-D maps for humans and vehicles suffer from a speed ambiguity problem. The 

problem of the ambiguity arises from the fact that the speed of the target in many cases, 

especially for cars, is higher than the maximum speed the radar can measure, which is about 

5 𝐾𝑚/ℎ𝑟. This ambiguity problem causes the presence of R-D maps that are incapable of 

reflecting the true Doppler signature since they have incorrect measurements on the speed axis. 

In addition, the low resolution of the R-D maps cannot be improved due to the inability to use 

higher values of 𝑁𝑐 and 𝑁𝑠. 

The Convolutional Neural Networks (CNNs), proved over the years to be very efficient in 

images classification. Since R-D maps can actually be considered as images [77], applying 

CNNs for classification is consistent in this case. Consequently, feature selection was not 

introduced in the proposed method: instead, the Range-Doppler maps obtained from the 2D 

FFT processing of the radar data were transformed into images and fed to a convolutional 

neural network (CNN) trained on ImageNet [100] - a dataset containing millions of visually 

identified labeled images categorized into more than one thousand classes - in order to benefit 

from feature extraction layers. Only the last classification layer is retrained using the data set 

collected with the developed system. Figure 6.3 illustrates this transfer learning concept from 

domain A to domain B [101], where the same feature extraction layers trained for domain A are 

used in the case of domain B, and then only the classification layer is re-trained with domain B 

data. The re-trained CNN is then used in the proposed solution. 

As we have previously shown in Figure 5.2, the pedestrian’s R-D map has a vertical distribution 

along the speed axis indicating the presence of different velocities for the different parts of the 

body. An along-range moving vehicle R-D map shows only a point-shaped target which 

represents one beat and Doppler frequencies. However, a cross-range moving vehicle’s R-D 

map has a broad distribution along the range and speed axis, which represents the presence of 
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a variety of beat and Doppler frequencies. The difference between the patterns of pedestrians 

and vehicles (Figure 5.2) is very clear to human eyes. Consequently, a CNN model is also 

expected to be able to differentiate between them. 

For the used CNN model, the input image size used is 256 × 256 pixels. The images in this 

experiment have been represented in RGB color mode. The experiments for the proposed 

solution were made under the following setup: 

• Hardware: Retraining the network and the inference were made on the Jetson TX2 

development kit donated by Nvidia Corporation [102]. 

• Software: Tensor flow 1.8.0, Operating System: Ubuntu 16.04 LTS. 

• Dataset: 500 images distributed evenly among two classes: car and human, each image 

is of size: 256 × 256. 

• Neural network: Inception Resnet [103]. 

The experiment was made using 80% of the dataset for training, 10% for validation, and 10% 

for testing. The training/ validation/ testing split was randomly selected. 

 

Figure 6.3 Flow of transfer learning from Dataset A to Dataset B 
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The used CNN model achieved a great performance in discriminating between humans and 

vehicles. The training and test accuracies scored 97.8% and 96.5% respectively. The 96.5% 

represents the overall accuracy of the system. The misclassification for both classes is 3.5%, 

which indicates the effectiveness of such a classifier for our application. 

6.2.3 Human-Vehicle Classification Using Binary SVM: 

In order to give a better insight into the robustness of our radar classification system, a binary 

classification test involving human-vehicle classification was carried out. The kernel function 

used for SVM in this study is the Gaussian kernel [104]. The feature set in Table 5.1 was used 

to form the feature vector. The feature vector fed into the SVM classifier is obtained by 

averaging the data samples collected for each passing target. The averaging process is done 

also for both the training set and the testing set. In this study, the classification is only done for 

a single target scenario. 

As detailed in the previous section, the feature vector 𝐱𝑗 at the 𝑗𝑡ℎ time frame upon which the 

classification was carried on is defined as: 

𝐱𝑗 = [𝑅𝑝𝑟𝑜𝑓𝑖𝑙𝑒 , 𝑅1, 𝑅2, 𝑅3, 𝑉𝑝𝑟𝑜𝑓𝑖𝑙𝑒 , 𝑉1, 𝑉2, 𝑉3, 𝛾, 𝑣𝑎𝑣]
𝑡
 (6.8) 

The feature vector was normalized using a mean normalization scheme. In particular, the 𝑙-th 

component of the normalized feature vector 𝐳𝑗  is obtained as follows: 

𝑧𝑗
𝑙 =

𝑥𝑗
𝑙 − �̅�𝑗

𝑙

𝑥𝑗,𝑚𝑎𝑥
𝑙 − 𝑥𝑗,𝑚𝑖𝑛

𝑙  (6.9) 

where �̅�𝑗
𝑙, 𝑥𝑗,𝑚𝑎𝑥

𝑙 , and 𝑥𝑗,𝑚𝑖𝑛
𝑙  are the mean, maximum, and minimum value of the 𝑙-th 

component of 𝐱𝑗 in the training set. 

As for the binary and OVA SVM method, the Gaussian kernel has been adopted, which is 

defined as follows: 

𝐾(𝐱𝑎, 𝐱𝑏) = 𝑒−𝜌‖𝐱𝑎−𝐱𝑏‖2
2
 (6.10) 

where 𝜌 is a parameter to be tuned for the problem at hand. 
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For human-vehicle binary classification, 90 samples were collected for each class forming a 

dataset of 180 samples. The dataset was separated as 80% of the data were used for training 

and the other 20% for testing. The training data and the testing data were both randomly 

selected. The cross-validation criterion was done using 10% of the training data.  

The classification performance in this scenario is perfect, which shows the robustness of the 

proposed system in classifying pedestrians from vehicles using the proposed feature vector. 

6.2.4 Multi-Class Classification Using OVA SVM: 

The four target classes are pedestrians, trucks, cars, and motorcycles. In this test, since only 30 

samples were collected for class trucks, we were forced to equilibrate the samples for the other 

classes with the truck class. In that regard, the dataset for the four target classes consists of 120 

samples, in which each target has 30 samples. The dataset again was separated into training 

and testing, where 100 randomly chosen samples were used for training (25 for each) and the 

remaining 20 samples were used for testing (used after the optimization of the classifier to 

assess the results). The cross-validation here was also done using 10% of the training set. 

Knowing that the maximum distance that can be measured by the radar is 24 m, the distance 

where the radar starts to detect and collect data samples for pedestrians ranges between 12 to 

16 m, whereas it ranges between 20 to 24 m for vehicles. No specific conditions were 

considered in this experiment other than placing the radar perpendicular to the road and directly 

facing the passing targets. 

The One-vs-All Multi-class SVM version [61], [99], [105] was used in this test. This is a 

generalization of binary SVM capable of handling the multi-class scenario. 

The OVA-SVM has been trained by using the Bayesian global optimization algorithm [106] 

available in the MATLAB “Statistics and Machine Learning Toolbox”. Moreover, a K-fold 

cross-validation scheme, with 𝐾 = 10, has been adopted to find suitable values of the hyper 

parameters C and ρ, where C is the SVM regularization parameter [107], [108]. Figure 6.4 

shows the confusion matrix obtained by applying the SVM obtained after this optimization on 

the test set, where class T stands for trucks, C stands for cars, P stands for pedestrians and M 
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for motorcycles. These must give the method good generalization skills, i.e., that it may be able 

to obtain good classification performances even on elements that are not part of the training 

set.   

The obtained classifier is then used for the multi-target classification, as detailed in the 

following Section. 

6.2.5 Pedestrians and Multi-Class Vehicle Classification using Rulex 

Software:  

Rulex is a machine learning software that supports various machine learning algorithms that 

can be easily applied in a user-friendly environment [109]. The Rulex Graphical User Interface 

(GUI) provides a means of importing training data and manipulating them before applying 

machine learning algorithms. The main proprietary algorithm for Rulex is the logic learning 

machine (LLM) [110], [111] which implements explainable AI. LLM was the main algorithm 

used for most of the classifications, where a tree-based structure, which combines vehicle 

 

Figure 6.4 Confusion matrix obtained by applying the trained OVA-SVM to the single-target test data. 
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classes to achieve more accurate results, was adopted. Then, these new combined classes are 

split recursively until all vehicles have been classified in their respective sub-classes.  

• Classification Methodology:  

The same four classes mentioned earlier were also considered here. First, running forecasts by 

relying on multiple algorithms in one overall simulation was performed. Rulex possesses 

various algorithms to choose from, such as neural networks (NN), k-nearest neighbor (KNN), 

decision trees, support vector machines, and logic learning machine (LLM), all of which can 

be used for classification. However, since the adopted methodology applies multiple ML 

algorithms in a cascaded setup and tests multiple arrangements, which can have a large number 

of forecasts, only NN and LLM were included. This was adopted since NN is a widely used 

ML algorithm and because LLM is the commercial algorithm of Rulex. Furthermore, for NN, 

a multi-layer perceptron (MLP) arrangement was applied using the back propagation algorithm 

[112]. However, since the vehicle class can be split into three sub-classes, namely, cars, trucks, 

and motorcycles, and since there is no need to differentiate between them in real-world 

scenarios, it was possible because of this fact to apply a sub-class-based tree structure, where 

the classes are nodes, and the algorithms are branches. The forecasts of the tree-based method 

 

Figure 6.5 Sub-Class based Tree Structure. 
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can lead to improved validation results by setting different weights in each forecast. Therefore, 

we can choose a convenient split ratio between training and testing data, separately for each 

forecast, where the split method used is holdout validation. It is also possible to use different 

classification algorithms in each forecast on each branch. This is useful in case the adopted 

algorithm is not generating the expected results for the dataset at hand. Figure 6.5 presents such 

a tree structure, where the leaves are the final classification outputs. 

As presented, different types of algorithms were applied to the final branches of the tree since 

they possess the lowest success rate. Therefore, the prediction accuracy is optimized by varying 

weights, data splitting, and, more critically, the algorithm used for classification. The further 

we go down the tree, the harder it gets to differentiate between classes. 

• Results and Discussion:  

The machine learning system used consists of the Rulex Engine running on the Raspberry Pi 

as an application server, which is where forecasts are applied. This engine is accessed through 

a graphical interface running on a Windows client, while a PostgreSQL server is used as the 

common storage point between both nodes. 

 

Figure 6.6 Cases 1 – 7 featuring all applied forecasts presented in this study. 
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The dataset collected by the data acquisition system described before consists of 120 rows 

equally distributed into 4 classes with 30 patterns for every class. The features set mentioned 

earlier in Table 5.1 was adopted. In order to maximize forecast accuracy, multiple tree-based 

sub-class arrangements were applied to simulate using Rulex as a client/server setup [113].  

As stated earlier, multiple cascaded simulations were applied with a varying number of classes 

as well as a cascaded order. Thus, a summary of all the applied forecasts is presented in Figure 

6.6 and described in detail in this section. In Figure 6.6, the red labels stand for the cases and 

machine learning algorithms used in that particular simulation, and the green labels represent 

classes that will be split into sub-classes in the upcoming simulation.  

In Case 1, the data was split into two classes: humans, and vehicles where LLM was used. 

The accuracy is shown in Table 6.2. 

In Case 1, the machine learning algorithm used is LLM for classification. However, in Case 2, 

only vehicle sub-classes are considered. The simulation was applied using LLM where the 

prediction accuracies are found in Table 6.3. 

In Case 3, a forecast using LLM was performed for vehicle classes by splitting the data into 

two classes as shown in Table 6.4. In Cases 4 and 5, the cars/trucks class has been split into two 

sub-classes, cars, and trucks. In Case 4, the neural network was used, whereas LLM has been 

used in Case 5. The results of these can be found in Table 6.5 and Table 6.6, respectively. 

TABLE 6.2 HUMANS AND VEHICLES TRAINING AND TESTING PREDICTION ACCURACY. 

Class Training Testing 

Humans 100% 100% 

Vehicles 95% 100% 

 

 

TABLE 6.3 VEHICLES, THREE CLASSES TRAINING AND TESTING PREDICTION ACCURACY. 

Class Training Testing 

Cars 96% 75% 

Motorcycles 94% 91% 

Trucks 100% 72% 

. 
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Cases 1 to 5 were processed separately to get a glimpse of how LLM would perform with this 

given dataset. From the outputs generated in Tables 1–5, it is possible to estimate the overall 

prediction accuracy for a cascaded setup. Furthermore, it should be noted that misclassified 

records in preceding forecasts will be treated as correctly classified in upcoming forecasts, 

which leads to the overall accuracy of the cascaded system being incorrectly estimated. The 

preceding forecasts were all performed with a 70%/30% split for training and testing data, 

respectively, and with all weights being set to unity. 

TABLE 6.4 CARS/TRUCKS AND MOTORCYCLES TRAINING AND TESTING PREDICTION ACCURACY. 

Class Training Testing 

Motorcycles 100% 91% 

Cars/Trucks 98% 100% 

 
TABLE 6.5 CARS AND TRUCKS WITH NEURAL NETWORKS TRAINING AND TESTING PREDICTION ACCURACY. 

Class Training Testing 

Cars 95% 87% 

Trucks 100% 70% 

 

TABLE 6.6 CARS AND TRUCKS WITH LLM TRAINING AND TESTING PREDICTION ACCURACY. 

Class Training Testing 

Cars 95% 100% 

Trucks 100% 66% 

 

TABLE 6.7 CASES 1 THEN 2 PREDICTION ACCURACY. 

Class Forecast 

Humans 100% 

Motorcycles 91% 

Cars 75% 

Trucks 72% 
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Furthermore, multiple cascaded setups can be applied which are based on the previous 

forecasts. When cascading cases 1 and 2, the projected output is presented in Table 6.7. In the 

case where cases 1, 3, and 4, cascaded the projected output is provided in Table 6.8. 

 

When cases 1, 3, and 5 are cascade, the obtained results are shown in Table 6.9. Other variations 

of initializing the cascaded system with LLM can be found in Table 6.10, which is case 6, 

where one class for humans along with two classes for vehicles is taken. 

 

 

TABLE 6.8 CASES 1, 3 AND THEN 4 PREDICTION ACCURACY. 

Class Forecast 

Humans 100% 

Motorcycles 91% 

Cars 87% 

Trucks 70% 

 

TABLE 6.9 CASES 1, 3 AND THEN 5 PREDICTION ACCURACY. 

Class Forecast 

Humans 100% 

Motorcycles 91% 

Cars 100% 

Trucks 66% 

 

TABLE 6.10 HUMANS AND VEHICLES 2-CLASSES TRAINING AND TESTING PREDICTION ACCURACY. 

Class Training Testing 

Cars/Trucks 97% 94% 

Motorcycles 94% 100% 

Humans 94% 69% 
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Finally, a single forecast for all four classes which is applied using LLM is presented in Table 

6.11, namely, case 7, which consists of forecasting all classes in a single block. With the 

variation added in Table 6.10 and Table 6.11, two additional combinations can be applied to 

cascade. Thus, case 6 with case 4 can be cascaded, which employs neural networks, or it can 

be cascaded with case 5 which uses LLM. These last two combinations include a situation 

where the previous prediction was not 100% accurate, which needs to be considered when 

theoretically estimating the overall accuracy. When combining case 6 with case 4, the 

cars/trucks class has an accuracy of 94%, so, naturally, the neural network predictions in case 

4 will be multiplied by 0.94. The same can be said for case 5, where the cars and trucks classes 

success rates are multiplied by the same factor. Table 6.12 and Table 6.13 provide the projected 

output forecast accuracy for the last two scenarios. 

 

All the preceding simulations only provide an estimation of actual results when cascading 

multiple engines. This is due to not considering the false-positive cases of the forecast. The 

entire dataset was taken into consideration for each algorithm block while ignoring some of the 

rows which were correctly classified in the abandoned class. In case two algorithms are 

cascaded, the first block should be followed by a Rulex data management block which will 

filter out the true and false positives in the abandoned class and remove them from the table. 

TABLE 6.11 DEFAULT LLM FORECAST TRAINING AND TESTING PREDICTION ACCURACY. 

Class Training Testing 

Humans 100% 73% 

Cars 100% 100% 

Motorcycles 84% 91% 

Trucks 90% 72% 

 

TABLE 6.12 CASES 6 THEN 4 PREDICTION ACCURACY. 

Class Forecast 

Humans 100% 

Motorcycles 69% 

Cars 0.94 ∗ 87 =  82% 

Trucks 0.94 ∗ 70 =  66% 
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However, the multiplication of the proceeding blocks with their parent class’s success rate still 

must be done to calculate the overall accuracy. For case 1, the data was split 70/30, with 70% 

used for training and 30% being used for testing. The same was applied for case 3. However, 

for case 4, with the reduced number of rows, the data were split 65/35, with 65% used for 

training and the remaining 35% being used for testing. The main reason for changing the split 

ratio in case 4 is due to the fact the prediction is applied to half of the dataset, and it was found 

that increasing the size of the test set can lead to higher accuracy for the given data.  

As for weights, the only way to set them and optimize results is by trial and error and intuition. 

There is no universal method to select weights accordingly. The unity gain in the case 1 block 

should already provide very good results, so there is no need to change the weights. With a 

unity gain, in case 3, the cars/trucks class, which will be used in the proceeding block, should 

be accurate while keeping the motorcycles class forecast precise enough. A gain of 1.5 was 

chosen for the cars/trucks field and 1.0 for motorcycles. As for the final block, which is case 

4, both trucks and cars classes, which originate in case 3, have an equal true positive rate of 

80% in testing. Therefore, weights are left at unity.   

Table 6.14 represents the accuracy for training and testing of cases 1, 3, and 5, respectively, 

and as predicted using Rulex. All the forecasts present good results for testing. Humans were 

detected with a rate of 100% and vehicles overall at a rate of 96.67%. In case 3, which is block 

2, the cars/trucks class has a true positive rate of 93.75% and motorcycles at 90%. As for the 

cars and trucks block, which is case 5, the success rate is 80% for both trucks and cars. Table 

6.15 and Table 6.16 present the overall output true and false-positive rates for the chosen All-

LLM forecast. Humans are detected without any errors for the test dataset. The overall forecasts 

TABLE 6.13 CASES 6 THEN 5 PREDICTION ACCURACY. 

Class Forecast 

Humans 100% 

Motorcycles 69% 

Cars 0.94 ∗ 100 =  94% 

Trucks 0.94 ∗ 66 =  62% 
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of the motorcycles, cars, and trucks have been calculated based on the preceding forecasts to 

become 90.63% for motorcycles and 77.34 for both cars and trucks. 

 

 

6.3 Multi-Target Classification:  

This section presents the evolution of the system performance in classifying multiple targets 

passing in the FOV of the radar. The system is first tested on a multi-target dataset collected 

in the first testing environment. After that, its performance was validated using a multi-target 

dataset collected in a different environment with different environmental conditions. 

TABLE 6.14 TRAINING AND TESTING ACCURACIES FOR CASES 1, 3, AND 5 AS PREDICTED USING RULEX 

BEFORE COMPUTING THE ACTUAL ACCURACIES. 

Case Training Testing 

Case 1 Humans Vehicles Humans Vehicles 

100% 95.82% 100% 96.67% 

Case 3 Cars/Trucks Motorcycles Cars/Trucks Motorcycles 

100% 100% 100% 93.75% 

Case 5 Cars Trucks Cars Trucks 

95% 100% 80% 80% 

 

TABLE 6.15 MAIN FORECAST. 

Class Forecast 

Humans 100% 

Vehicles 96.67% 

 

TABLE 6.16 VEHICLES FORECAST. 

Class Forecast for Vehicles 

Motorcycles 0.9667 ∗ 93.75 = 90.63% 

Cars 0.9667 ∗ 80 =  77.336% 

Trucks 0.9667 ∗ 80 =  77.336% 
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6.3.1 Multi-Target Validation in the Testing Scenario: 

After training the OVA-SVM, the performance of the system in classifying multiple targets has 

been evaluated by considering the first testing scenario of Figure 6.2. The experimental 

validation was performed on 93 multi-target samples, which belong to a different dataset from 

the one used for training. Figure 6.7 shows the classification performance of the proposed 

method on the whole dataset. The perfect classification score indicates that the proposed 

method was able to classify all the targets correctly, while the imperfect classification indicates 

that not all the targets were classified correctly. The bad classification score indicates that none 

of the targets were correctly classified. Some specific examples that were presented in section 

4.4.7 are considered here to validate the performance of the system in multi-target 

classification. 

The first test case consisted of a pair of pedestrians moving away from the radar and a car also 

moving away. Figure 4.3 illustrates some moments of the recorded event and the related 

 

Figure 6.7 Performance of the proposed method in classifying targets from the multi-target dataset. 
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tracking results (the different colors are used to denote different classes of targets in the image). 

The two pedestrians were detected and tracked as a single target. All the targets are correctly 

classified as shown in Table 6.17, which also indicates the aggregation losses calculated for 

each class and the estimated average radial speeds. Note that recognition occurs with wide 

margins compared to competing classes. The estimated average radial speeds are compatible 

with the motion of the targets in the scene. 

The second test case consisted of a pedestrian and a truck (Figure 4.4). The aggregation losses 

and the estimated average radial speeds reported in Table 6.17 highlight the robustness of the 

classification and the goodness of the tracking. 

The third test case contained two pedestrians, one of whom is approaching and one moving 

away, and subsequently an approaching motorcycle. From Figure 4.5(b) and Figure 4.5(d) it 

TABLE 6.17 RECOGNITION OF THE TYPE OF TARGET MADE ON THE STORED TRACKS, AGGREGATION LOSS AND 

ESTIMATED AVERAGE RADIAL SPEEDS. P = PEDESTRIAN, M = MOTORCYCLE, T = TRUCK, C = CAR. 

 

Real class 

 

Predicted class 

Aggregation loss Average 

radial velocity 

[km/h] 

C P T M 

TEST 1 

P P 0.55 0.06 0.68 0.44 3.2 

P P 0.57 0 0.76 0.65 -3.4 

M M 0.67 0.5 0.71 0.03 -33.7 

TEST 2 

P P 0.66 0 0.62 0.82 2.3 

C C 0.01 0.79 0.49 0.84 26.5 

TEST 3 

P P 0.63 0 0.7 0.56 -5.8 

T T 0.46 1.06 0.04 0.94 -15.3 

TEST 4 

P P 0.52 0.01 0.53 0.66 2.55 

C C 0.22 0.73 0.55 0.28 19.36 

M M 0.43 0.37 0.42 0.17 16.92 

P P 0.6 0 0.81 0.73 4.4 
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can be seen how the method is able to follow the trend at the constant speed of their trajectories. 

The result of the classification, the aggregation losses, and the estimated average radial speeds 

are shown in Table 6.17. 

In the last example case of  Figure 4.6 (test case 4), the scene started with the presence of two 

pedestrians very close to each other, they were recognized and tracked as a single target. In 

Figure 4.6(b) the movement of the pedestrians was disrupted by a passing car followed by a 

passing motorcycle. Following the disappearance of the motorcycle from the FOV of the radar 

in Figure 4.6(d), a new track was created for the newly detected pedestrians. The aggregation 

losses and the estimated average radial speeds reported in Table 6.17 highlights the robustness 

of the classification. 

6.3.2 Multi-Target Validation in a Different Scenario: 

To confirm the robustness of the proposed method, another experiment was done in a totally  

different environment and under different conditions. The radar was mounted on a pole near a 

side public road at 3 m height and at about 5 m distance from the street, tilted with a 45-degree 

angle toward the street (Figure 6.8).  

 
                             (a)                                                                         (b) 

Figure 6.8 (a) Positioning of the external unit in the second test scenario. (b) Picture of the environment of 

the second test scenario. 
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 A total of 37 samples were collected for this test. The training of the OVA-SVM was not 

performed, since the old training parameters found for the first scenario were used. However, 

the different environmental conditions required to retune some of the parameters of the 

algorithms used in the developed method. In particular, the higher distance of the target from 

the radar compared to the first scenario required to decrease the range and DBSCAN detection 

thresholds for obtaining an improved detection of the target contribution in the range spectrum 

and the resulting DBSCAN clusters. On the other hand, the higher cross-range movement of 

the targets with respect to the radar compared to the along-range one in the first scenario 

imposed higher variations in the Doppler spectrum. This is mainly due to the greater variation 

in the radial velocity of the targets, and thus a higher Doppler threshold should be adopted to 

avoid detections caused by noise. Such considerations, together with preliminary empirical 

tests on some targets, have been used to retune the aforementioned parameters. The values of  

 

Figure 6.9 Performance of the proposed method in classifying targets from the second multi-target dataset. 
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TABLE 6.18 MODIFIED PARAMETERS ADOPTED IN THE PROCESSING CHAIN (EXPERIMENT 2) 

Symbol Quantity Value 

𝑇ℎ𝑅  Range detection threshold 50 mV 

𝑇ℎ𝐷  Doppler detection threshold 500 mV 

𝑇ℎ𝐷𝐵𝑆𝐶𝐴𝑁  Threshold for DBSCAN clustering 260 mV 

 

 
           (a)                                                                  (b) 

 
           (c)                                                                  (d) 

Figure 6.10 Camera images and tracking obtained from the second scenario (first test case). The circle 

symbol indicates the predicted path by the alpha-beta filter, while the star symbol indicates the measured 

path by the radar. 
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the modified parameters are shown in Table 6.18.  As in the previous test,  Figure 6.9 shows  

the performance of the proposed method on the whole dataset. Perfect, imperfect, and bad 

classification has the same meaning as presented before.  

 

                                                 (a)                                                                  (b) 

 

                                                 (c)                                                                  (d) 

Figure 6.11 Camera images and tracking obtained from the second scenario (second test case). The circle 

symbol indicates the predicted path by the alpha-beta filter, while the star symbol indicates the measured 

path by the radar. 
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Also in this second scenario, the behaviour of the method has been analysed in detail for some 

significant cases. The first test case (Test 1) concerns the presence of two targets, of which one 

is a pedestrian departing and the other is an approaching car (Figure 6.10 (a)-(c)). From Figure 

6.8 it can be clearly seen the narrow-angle of the radar in this new setup. However, the presence 

of the targets can be still clearly seen. The method was able to track the two targets perfectly 

and follow the trend even after the occlusion of the two targets (Figure 6.10 (b)-(d)). The 

aggregation losses and the classification results are shown in Table 6.19. The reason behind 

the lower difference margin of the aggregation loss compared with the previous tests is because 

the model used here is the previously trained model, built on a different scenario. However, the 

method still shows sufficient robustness to perform the classification.  

In the subsequent test case (test 2), three pedestrians are approaching with two separate paths. 

Observing Figure 6.11(b)-(d), the pedestrians were tracked very well for some frames before 

they exit the scene. Looking at Figure 6.11(c)- (d), a similar case as in test 2 of the first scenario 

occurs, where the two pedestrians that were very close to each other were recognized and 

tracked as one target. Finally, the robustness of the classification is shown in Table 6.19. As in 

the first test case, a lower margin in the aggregation loss compared to the first scenario is 

present.  

TABLE 6.19 RECOGNITION OF THE TYPE OF TARGET MADE ON THE STORED TRACKS, AGGREGATION LOSS AND 

ESTIMATED AVERAGE RADIAL SPEEDS. P = PEDESTRIAN, M = MOTORCYCLE, T = TRUCK, C = CAR. 

 

Real class 

 

Predicted class 

Aggregation loss Average 

radial velocity 

[km/h] 

C P T M 

TEST 1 

P P 0.7 0.14 0.52 0.36 1.94 

C C 0.18 0.37 0.34 0.4 -6.4 

TEST 2 

P P 0.5 0.22 0.31 0.28 -1.18 

P P 0.3 0.2 0.45 0.42 -2.22 

TEST 3 

M M 0.45 0.255 0.63 0.25 -5.16 

C C 0.1 0.71 0.4 0.82 2.1 
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Finally, the last test case (Test 3) shown in Figure 6.12 concerns a motorcycle and a car 

approaching the radar (Figure 6.12 (a)). The two targets are successfully detected and tracked, 

as can be seen from Figure 6.12 (b). The motorcycle track was deleted after it left the scene for 

several frames, while the car was still tracked until it parked on the side of the road (Figure 

6.12 (c)-(d)). The two targets were correctly classified by the system and the robustness of the 

classification is shown in. It is however worth noting that also in this second case the classifier 

margins are lower than in the first scenario. In particular, the motorcycle is quite close to being 

 

           (a)                                                                  (b) 

 
           (c)                                                                  (d) 

Figure 6.12 Camera images and tracking obtained from the second scenario (third test case). The circle   

symbol indicates the predicted path by the alpha-beta filter, while the star symbol indicates the measured 

path by the radar. 
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classified as a pedestrian. This behavior can be related to the diversity of the scenario used to 

train the classifier. Indeed, since the positioning of the radar has been changed, the range and 

Doppler features may be different. Nevertheless, the approach seems to be quite robust with 

respect to such changes. The aggregation losses and the classification results are shown in 

Table 6.19. 

6.4 Summary:  

This chapter presented the experimental phase that was followed to test the performance of the 

developed system. The performance of the system was firstly tested in human-vehicle 

classification, where two approaches were followed in that case, i.e., transfer learning and 

binary SVM. The SVM classifier showed a slightly better performance with an almost perfect 

classification result, while the result obtained with transfer learning was 96.5% classification 

accuracy. After that, the performance of the system was tested in the multi-class classification 

of the single targets passing in the FOV of the radar. the classes considered in this study are 

trucks, cars, pedestrians, and motorcycles. The OVA SVM was used in this test and the system 

showed a good performance in differentiating the different target classes with an overall 

accuracy of around 85% using a very small dataset for training and testing.  Another multi-

class test was carried out using the machine learning software Rulex. Multiple forecasts were 

cascaded in a tree-like structure while tuning the parameters of every forecast. This approach 

achieves higher accuracy over the classical approach of applying a single forecast for all 

classes. The last test was a multi-target validation of the system performance. The system was 

trained on the collected single target data and tested using the OVA SVM on two multi-target 

datasets. The system was firstly tested on the multi-target dataset collected in the first testing 

environment. Later, its performance was validated on a second multi-target dataset collected 

in a different environment with a different environmental condition. The obtained results were 

very good in both single and multi-target situations which proves the robustness of the 

proposed processing chain and the goodness of the classification. 
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7. Chapter 7: Conclusions and Future Works 

7.1 Conclusions:  

People’s safety, sometimes, can be at the heart of target classification systems. For example, 

in autonomous vehicles, such systems are used to ensure pedestrian's safety. Radars and vision 

sensors are the main competitors in this field of application. However, radar sensors are proved 

to be more robust in bad weather and bad lighting conditions. Among the different available 

radar technologies, FMCW radars are the most widely used for such applications. This is 

indeed for their abilities to provide simultaneous range and Doppler information. In addition, 

they require a lower sampling rate and lower peak to average ratio compared to pulse and UWB 

radar sensors. 

In this study, a cost-efficient multi-target classification system for smart gate monitoring was 

proposed. The system adopts a novel short-range surveillance technique based on low-cost 

FMCW radar technology. The data processing method is based on an ad-hoc chain composed 

of several blocks, which perform clutter and leakage removal by means of a frame subtraction 

technique, clustering with the DBSCAN algorithm applied on the Range-Doppler maps, then 

a peak to cluster assignment step is introduced before tracking of targets with an α-β filter, 

features extraction, and finally classification using OVA SVM classifier.  

A prototype of the system, equipped with a low-cost Distance2Go radar module from Infineon 

and a Raspberry PI 3 Model B+ mini-PC, has been assembled and used to experimentally test 

the developed procedure in real operating environments. The target data were collected by the 

system and processed using custom MATLAB software. In this study, four classes of targets 

were considered (trucks, cars, pedestrians, and motorcycles), and the classification is 

performed using features extracted from the range and Doppler spectra. The system was trained 

only on the single target data set, then the performance of the system was tested in two different 

scenarios with different conditions.  
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First, a human-vehicle classification was carried out following two approaches, i.e., transfer 

learning and binary SVM, which both yielded good classification results. After a multi-class 

classification test was done using OVA SVM to differentiate between the four classes of targets 

under study, i.e., cars, trucks, motorcycles, and pedestrians, and a good result with an overall 

accuracy of 85% was obtained.  

The machine learning software Rulex ported to a Raspberry Pi in a client/server setup for edge 

computing applications has also been used to make forecasts on a pedestrian and vehicle 

classification dataset for urban security applications. Multiple forecasts were cascaded in a 

tree-like structure while tuning the parameters of every forecast. Classes were split into sub-

classes and single process simulations were applied, where we estimated the overall accuracy 

for various cascaded setups. After exhausting all the possible arrangements, the setup with the 

best-projected output was simulated in a cascaded configuration, which provides an improved 

prediction outcome. This approach achieves higher accuracy over the classical approach of 

applying a single forecast for all classes. Further, combining classes into a parent class can be 

useful in practice, such is the case with the vehicle's parent class. However, this approach is 

exhaustive and time-consuming and may require setting parameters for different forecasts and 

various ML algorithms. Moreover, the tree-based method for improving machine learning 

forecasts can be used in various configurations. After applying the proposed method, humans 

were classified with an accuracy of 100% and vehicles with an accuracy of 96.67%. The final 

vehicle sub-classes forecast accuracies are 90.63% for motorcycles and 77.34% for the cars 

and trucks classes.  

The final test was a multi-target classification test that was done on two different multi-target 

datasets that were collected in two different environments with different conditions. The 

obtained results show that the developed technique, although relying on data provided by low-

cost components with limited radar resolutions and computational capabilities, can effectively 

recognize the targets, even in complex situations involving multiple simultaneous objects with 

different velocities and moving directions. In the first scenario, the system was tested on a 

multi-target dataset that was collected in the same environmental conditions as the training data 

and the system showed good accuracy in classifying the multiple targets. In the second 

scenario, no training has been done and the already trained system was tested on a new multi-
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target dataset that was collected in a different environmental condition. Also, in this case, the 

system showed a good performance in classifying the different passing targets. 

7.2 Future Works:  

As for future works, further developments will be aimed at including more advanced 

processing blocks, e.g., tracking schemes based on probabilistic models of associations. 

Moreover, the integration of enhanced radar boards, e.g., with the possibility of providing the 

positions of the targets through directions of arrival of the reflected signals or working at higher 

frequencies, will be also pursued to increase the classification capabilities especially in the 

presence of multiple targets with small distances. In addition, other classification techniques 

need to be tested, i.e., deep learning classification algorithms. In particular, Convolutional 

Neural Networks (CNN), Long Short-Term Memory (LSTM), and Recurrent Neural Networks 

(RNN), which can deal directly with radar images and time sequence frames without the need 

for a feature extraction step. Such techniques also require much more training data, which 

indicates the need to build a much bigger dataset for future works. 
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