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Abstract— The collaboration between humans and robots in
an object search task requires the achievement of shared plans
obtained from communicating and negotiating. In this work,
we assume that the robot computes, as a first step, a multi-
agent plan for both itself and the human. Then, both plans are
submitted to human scrutiny, who either agrees or modifies it
forcing the robot to adapt its own restrictions or preferences.
This process is repeated along the search task as many times as
required by the human. Our planner is based on a decentralized
variant of Monte Carlo Tree Search (MCTS), with one robot
and one human as agents. Moreover, our algorithm allows
the robot and the human to optimize their own actions by
maintaining a probability distribution over the plans in a joint-
action space. The method allows an objective function definition
over action sequences, it assumes intermittent communication,
it is anytime and suitable for on-line replanning. To test it, we
have developed a human-robot communication mobile phone
interface. Validation is provided by real-life search experiments
of a Parcheesi token in an urban space, including also an
acceptability study.

I. INTRODUCTION

Collaborative human-robot planning is an important func-
tionality for many application tasks as, for example, search &
rescue [17] or object searching. It integrates the teammates’
contribution to the task, and they have to make their own
plans, communicate and negotiate the best plan. Moreover,
these processes have to be done on-line, and often in real-
time. In mixed human-robot teams the complexity increases,
as robots and humans do not share the same knowledge,
but they have to generate a common shared plan. The robot
may not know the human plan, and one way to solve this
is by predicting the human’s intention and sharing such
prediction with the human in order to receive some feedback.
Alternatively, the human anticipates his/her plan, allowing
the robot to look for the best shared plan. In this work we
focus on shared path planning, and assume that the robot first
creates its own plan using a prediction of the human path
plan, and shares the resulting plan with the human. Then the
human revises both plans and may either agree with them, or
propose a modified plan, in which case the robot will have
to modify its own plan.

We propose to use a multi-agent planner in human-robot
collaborative settings. Building a shared plan for all the
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Fig. 1.
volunteer and a robot collaborating in a search task. Right: Map of an
ongoing search task. Here, the object location probability (violet grid) and
the current shared plan (green and red paths) are displayed.

Multiagent Human-Robot Collaborative Search. Left: A

team members, even if not explicitly communicated, provides
knowledge on each agent’s probable contribution. Using the
insight from multi-robot and multi-agent literature, we aim
to obtain a team-aware motion shared plan that combines the
human exploration ideas with the robot optimal exploration
policy. Moreover, the robot will make the shared plan take
into account either the human’s intention or the human’s
feedback. This process will be repeated as many times it
is required until the goal is reached.

In this work, we have developed a multi-agent shared
plan that is based on a decentralized variant of Monte Carlo
Tree Search (MCTS) [4] and also uses the Social Reward
Sources (SRS) model [8]. The SRS model allows to use
sources’ target sets, define shared goals and build agents’
mental models. Moreover, the team members themselves
may be defined as sources of reward to model inter-agent
dependencies.

The present work is organized as follows. Section II
explains the related work. Section III explains the col-
laborative search plan and the general method. Section V
describes the HRI interface for the human, the experiments
and the achieved results. Finally, section VI summarizes the
conclusions.

II. RELATED WORK

In this section, the state of the art is presented. The
overall goal of this research is to develop robots that work
cooperatively in shared plans with people. Roughly speaking,
we review human and robot task and goal representations,
current approaches to human-robot collaborative navigation
settings and several multi-agent and multi-robot works where
parallelisms to the human-robot collaboration case can be
found.



A. Task Representation in Human-Robot Teams

When facing human-robot joint action, studies on human-
human joint action can be inspiring for human-robot team
work [12], [7]. According to [24], human interpretation
of robot actions in terms of action goals and means to
achieve them is similar to how other human’s actions are
conceived. This, however, does not mean this representation
is understandable by robots or, equivalently, that humans may
understand the robots’ internal knowledge representation.

Shared task representations require fluid human-robot
communication, to share knowledge about the current status
of the world. This may include gesture recognition [18] and
natural language [23].

In [1], authors introduce applications of social eye gaze,
[2] explores eye-hand behaviours in human-robot shared
manipulation and [19] reviews intent detection, arbitration
and communication aspects of shared control for physical
human-robot collaboration.

B. Human Robot Collaborative Navigation

Human-robot collaboration studies those systems where
humans and robots work together to achieve shared goals,
a broad field sustained by many pillars: knowledge repre-
sentation, planning, communication, plan sharing, decision
making, agreement and adaptation. Within this framework,
human-robot collaborative navigation (HRCN) focuses on
shared navigation tasks, ranging from goal allocation over a
number of agents to complex synchronous movements, like
dances or acrobatics. Concretely, in this paper, we tackle
human-robot collaborative search, we go one step further
considering the problem of collaborative exploration making
use of a robot and a person.

Some works see the human as a manager [20], [22]
Hong et al. [13] refer to it as a “busy genius” and they
achieve better performance in multi-robot search applying
semi-autonomous teleoperation. The TRADR project [17]
aims to enhance human-robot teams collaboration in USAR,
highlighting report generation studies and work agreement
handling and evaluation [21], though the agreement genera-
tion process is yet to be included. Johnson et al. [15] present
a new design process for human-robot collaborative applica-
tions focusing on identifying joint activity interdependences:
the coactive design. Other alternative approaches include co-
driving, as the collaborative teleoperation of a robot through
dialogue [10] or the collaborative control of wheelchair [6].

Finally, side-by-side navigation [9], [11], [14] is one of
the first steps into collaborative models, but they cannot be
extended to other applications as they are task-focused.

C. Multi-Agent Path Planning

In multi-agent planning, there is a family of sampling
algorithms which are commonly used: the Monte Carlo Tree
Search (MCTS). Browne et al. [5] reviews the usage of
these methods and a large set of possible variations and
enhancements present in the literature. One good recent
example of a multi-robot MCTS implementation for path
planning is the work of Best et al. [4]. They adapt the MCTS

to an interleaved distributed setting while presenting a new
tree expansion policy (discounted UCT). In this work, each
robot expands a global tree for all the agents and shares
its computed probabilities for a set of dynamically selected
available plans over a PRM connected through Dubins paths.
Their implementation enables a robust distributed global plan
expansion.

III. COLLABORATIVE SEARCH

One recurrent human activity is searching something, an
object or a person in a specific environment. People use their
environment knowledge, experience and strategy to do the
searching task. When the search is done in a team of people,
the strategies are different and usually overall efficiency is
enhanced via a coordination among the team members.

In this work, we approach the challenge of designing
robots capable of collaboratively participate in search tasks
while being part of human-robot mixed teams. In general,
searching may include a large spectrum of actions such as
active perception and object manipulation. In our approach,
we consider the search as a navigation task where the
environment is assumed to be fixed (no possible physical
interaction with the environment for occlusion removal), the
robot sensors are in the robot platform and the target object
is on ground level. On the other hand, both the robot and
the human can move freely, they can communicate through
a mobile phone app and both team members may follow any
search policy and even lose contact.

A. System Overview

The human-robot collaborative system consist of two
agents, the robot and the human. As a first approach, we have
considered that the task begins with the robot making a first
plan of both itself and the human. Then the robot displays
these plans to the human in the HRI interface. The human
can decide to follow the robot proposal or, conversely, ask
for another one. Additionally, the human may convey to the
robot its intentionality and/or the robot goal before asking
for a new plan. In any case, they will ask for a replan and
the robot will make another proposal plan. The agreement
and decision process will finish when human accepts the
shared plan. In the following sections we will explain the
MCTS planner and detail the HRI interface. This process is
repeated until the searched object is found.

B. Problem Statement

The human-robot collaborative search task may be defined
as the process through which a given team of agents A,
comprised of both humans and robots, explores a known
space to locate an object O. During this process, agents
can update their belief over the object location through
the exploration of the environment, the observation of their
colleagues’ actions and the received information through
active communication. The task is assumed as finished when
the object is found.

In the experiments presented in this thesis, the team
consists of one person and one robot. We focus on searching



Fig. 2. Collaborative Search Testbed. From top to bottom, left to right:
a) The robot infers the unexplored zone from its detection range (red circle)
and the person’s (blue circle). b) People detection is impossible when the
person is out of sight, hence no inference is done. ¢) The person indicates the
robot to avoid searching through that zone, as either it is already explored
or the person will do it on their own. d) The person finds the object, thus
indicates the robot to come.

both human and robot accessible spaces, so both are assumed
capable of navigating through it autonomously. To perform
this task, we build an observability graph upon a discretised
representation of the search space, as shown in Fig. 2.

In the following sections, we formalise the core mechanics
of this problem.

1) Agent Detection Model: During the search process, the
object location belief is continuously updated based on the
actors’ actions. Hence, we should model the probability of
an agent ¢ € A detecting an object O at a certain location
P = (rq,0,), where (r4,0,) are the polar coordinates of the
location p in the human a reference.

P(Da(p, A)|O(p)) M

where At = t; —tg is the search time and D, (7, At) and
O(p) state the object being detected by agent a and actually
being at the given location, respectively. We make a number
of assumptions:

Assumption 1. Detection models are independent of their
initial time ¢p,. In other words, human detection capability
does not change over time. So for one agent:

P(Da(p, At)|O(p)) = HP(ﬁa(ﬁ, Ati)|O(P)) @)

where the overline in D, expresses the complementary
statement, i.e. being “undetected by agent a”, and

toio = 1o, tfif =ty, ty, =to T =100, .., lf 1

i+1

Assumption 2. Detection models are independent of
PoVa € A. Human detection capability is independent on
the perceiving human position, as long as (14, 6,) is visible,
and on all other participating agents’ position. Whereas,
change of focus or occlusions in its field of view due to
other teammates proximity are not considered. So for each
location:

A
P(D(5. A)0@) = [[ PDa@.A0I0@) ()
a=1
2) Object Location Probability: At a given time ¢, where
to is the task beginning and ¢ty = t, the updated object
probability on each location given the current accumulated
global search is:

Fig. 3. Search Social Reward Sources. From left to right: a) Individual
search social reward source proportional to the probability of detecting the
object in its center area. b) Visualization of the object location probability in
an intermediate timestamp of a two-agent collaborative search. ¢) Additive
visualization of the rewards generated by all the search reward sources in
the previous timestamp.

5.y — P(D:0®)) - P(O(p))
P(O(P)|Dy) = 2 4
(O®@)|D:) POy )
To update the global object location belief, we make the
following assumption:
Assumption 3. Humans make no false positives while
searching or, on another perspective, they filter them auto-

matically. Consequently:

P(D:(p)|0(p)) - P(O(p))
1 - 7 P(D,()|0() - POOG)
The previous formula can be further simplified for the
uniform prior case. If we are working on a uniform space
discretisation, we may use:

P(O(P)|D:) = )

- P(ﬁt(m|o(m)
POBIP) = -5 o 5, 5103 ©

where P(D(p)|O(p)) is iteratively updated from observa-
tions using the detection model. One may obtain an efficient
belief using a dynamic programming approach.

C. Task Modelling through SRS

The SRS modelling [8] of the collaborative search task
Weg is quite straightforward. We represented the collabora-
tive search as a number of SRSs equivalent to that of the
search space discretisation. In other words, each possible
object location generates a function of reward. Each source
1, generates a reward proportional to the probability of
detecting the object on the source location P(O(py, )| D:)
along the search space (Fig. 3.a). All sources can be com-
bined by the planner, for instance in an additive form,
while being subject to independent consumable dynamics.
This allows for a coherent reward evolution inference on
the planner simulations whilst allowing the planner to be
disentangled from any task knowledge, such as visualization
restriction or detection models.

Vos = (Y | P(O®@y,)) >0) @)

Likewise, belief is updated along the search progress and
sources are generated at each replanning phase. Fig. 3.b
shows a timestamp on a two-people search process. On
the other hand, Fig. 3 is the visualization of merging all
the resulting social reward sources, which is proportional to
the probability of seeing an object from the given lookout
(discretisation block).



IV. MULTI-AGENT MCTS PLANNER

This multi-agent planner is a decentralized variant of the
Monte Carlo Tree Search (MCTS) similar to Best et al. [4],
but incorporating robots and humans in the process instead
of only robots. The inclusion of humans in the loop has
huge implications. The global team objective function has to
include both humans and robots, their differences and mutual
interaction, into account. Moreover, since the communication
between the human and the robot is asynchronous and slow,
the model cannot include information exchange iterations
in planning time. It often has to update the shared plans
using the previous human information or predictions and
the interaction information is added in the objective function
through the usage of the SRS model.

A. Problem statement

We consider a team of A agents 1,2...A, humans or
robots, where each agent a plans its own sequence of future
actions z“ in a decentralised manner. Each action x7 has an
associated cost ¢} and a required completion time ¢7. The
feasible set of actions and associated costs at each step j are
a function of the previous actions (z{,z3,...,x_;). Thus,
there is a predefined set X'® of feasible action sequences
x? for each agent a. We use x to denote the set of action
sequences for all humans and robots = := {z' z2,...,24}
and X to denote the set of all feasible x. Likewise, 2( and
X(@) define the set of action sequences and feasible action
sequences of all agents but a.

The aim is to maximize a global team objective function
g(z) that is a function of the action sequences of all agents.
We assume each agent a knows the global objective function
g, but does not know the action sequences (@) selected
by the other agents. For most of our proposed approach,
we assume ¢ is deterministic given a known set of action
sequences &, though each agent a may only have a partial or
inaccurate perception of g, a local objective function f*(zx).

In the presented approach, the objective function g is
indirectly build through the Social Reward Sources model
[8]. Thus, the planner must be able to deal with an arbitrary
dynamic objective function that may change due to the past
action sequences Ty, j_i.

As we assume some agents in the setting may be humans,
the problem must be solved in a decentralized and online
setting. Agents may be able to communicate and make
shared plans expressed in the objective functions f{l-4%},
The agents being robots and humans, however, are unable to
communicate during planning time to improve coordination.
Therefore, each robot will plan based on the information it
has available locally. Due to this, communication needs may
be encoded in g(z), enabling active communication plans.

B. Algorithm Overview

The algorithm runs simultaneously and asynchronously on
all robots in the team; we present the algorithm from the
perspective of one robot, being the agent 0 of the team.
The algorithm cycles between the three phases illustrated
in Figure 4: (1) incrementally grow a set of feasible action

sequences for each agent of the team X', (2) individually
compute the probability distribution over each agent possible
action sequences and (3) incrementally grow a search tree
using MCTS while taking into account information about
the other agents’ objectives and plans.

C. Building the Search Space

In this MCTS implementation, we use the RRT (Rapidly
exploring Random Trees) to generate a feasible restricted set
of each agent’s possible paths X°. These paths can be seen
as heterogeneous action sequences, each one leading to a
different goal.

In Best et al. [4], they build a multi-agent MCTS planner
over a common PRM. Their agents, however, are assumed
to have the same mobile and planning capabilities, a premise
that does not hold in human-robot settings. Using individual
RRTs, each agent tree may be expanded with different
restrictions and precision. Moreover, since we do not know
the human’s plan, we assume that the robot will predict it
using also a RRT planner. This path plan together with the
robot plan will be communicate through the HRI interface
to the human for human’s approval or rejection, and in the
last case the human will ask for a replanning.

1) Agent Action Set: Each agent action is assumed to
be a movement action and represented by a RRT node :.
Movement actions are defined by their origin, the node’s
parent location, their goal, their own location, and the
completion time. Additionally, each action node can store
a distribution probability over its children electability on a
satisfactory shared plan.

Every RRT node i with position p;* and time ¢¢ can have
an unbounded number of children ch (i), but the number of
actions eligible after each agent action is bounded to N,.
Moreover, the node stores a probability distribution ¢i* over
the elegible actions (further developed in section IV-D.2).

D. Building a Human-Robot Team Plan

We aim to build a collaborative navigation plan to tackle
shared tasks over heterogeneous action sets with variable
time horizons. To do so, the MCTS planner should ensure
temporal coherence in the tree expansion, deal with coex-
istence of agent action sequences with different temporal
length and provide a feasible reward propagation mechanism
to deal with a dynamic environment.

1) MCTS State: MCTS states are defined over the agents’
action RRT trees. Each state s is formed by a list of ongoing
agent actions on time t,, , = {z% 2!,...,22} and each
one’s remaining time to finish rt, = {rt! rt2, .. rt2}, as
well as the current collaborative plan time of the state.

Each MCTS state s; can have a determinate number
of children states ch(sy). The number of children states
is bounded by |ch(sy)| < Hga”"rts’lf:o) ch(x? ). In other
words, each MCTS state can only have as many successors
as the existent possible combinations of finished tasks’
eligible children. Moreover, a new state should be generated



Fig. 4. MCTS Tree expansion. Example of a collaborative plan expansion
for a two-member team.These corresponds to our tested case, being a robot
and a human correspondingly. The green, blue and red markers illustrate
three possible different plans and each agent RRT mapping of their MCTS
nodes.

after each agent task is finished. More insight about this
restrictions can be found in section IV-D.2.

2) MCTS expansion: First, an individual agent reward
upper bound is calculated over each agent RRT. Rewards
for each agent a action sequences % € X“ are updated
using the method explained in [8]. Then, all these rewards are
back-propagated and each tree node ¢ stores the maximum
attainable individual reward from it. For each, only the N,
children nodes with the highest upper bound are considered,
further pruning the search tree, and a selection probability
qi weighted by those bounds is assigned to them.

The multi-agent plan is expanded from the root node s,
which is constituted by the root actions of each agent (0-time
actions). In every iteration m, one of the expandable states
Sm in the collaborative plan tree is randomly selected. From
it, a chain of future states is continuously simulated until a
final state is reached. Each new simulated state is sampled
from a probability distribution ¢ defined by each individual
agent action node probability distribution ¢*.

An example of an ongoing collaborative plan expansion
of a two member human-robot team may be found in Fig. 4.
Such team distribution is equivalent to the one used in the
presented experiments.

Additionally, we added some predefined preliminary ex-
pansion to the MCTS tree. To ensure the viability of early
plans we collect potentially rewarding goals from the indi-
vidual agents’ action sequences and combine them to define
end state candidates.

E. Objective Function

We may define the collaborative plan objective function
g(z) as the additive combination of all the rewards influenc-
ing the team. This includes the rewards related to each agent

Fig. 5. Human-robot multi-agent MCTS. Examples of the presented
MCTS method. From left to right: a) Global plan fulfilling three shared
goals. b) Maximizing global rewards, even at the expense of increasing
individual agent’s effort. ¢) One of the shared goals is inaccessible due to
some hazard. d) Two hazards in the scene, but they only affect one of the
agents (green). The planner adapts to keep fulfilling the three shared goals.

actions cost and perceived influence of the environment, the
shared task and team interaction.

{1,..,A}
g@) = > (Ri+R%)+ Rr+ Ri ®)
being
Ri@) == > ©)
ac'jez“
S(z?)
RE(@®) = > re(Ve a8, sy, Ats,) (10)
Sk
S(2)
RT(m) = Zrt(wzam%ak’tswAtsk) (11)
Sk
S(z) {1,..,A}

Ri(m) =Y > rml(Wi, &, te, Ats,)  (12)
Sk a

where S(x) is the set of MCTS states defined by the action
sequences . r.(¥.,x® t, At) is the reward generated by
the environmental sources set W, to target agent a while
performing action x® during a period of At initiated at time
t. Likewise, r; and r; are the rewards generated by sources
U7 and W7 , given the action sequences in Zs,_,, (action
sequences that generate the tree branch connecting the initial
state s and the state si). Finally,

rty — Ats  if 22 = 22
2= s AR 13
" {t? — Ats  otherwise (13)
Ats = ts — ty(s) (14)

where p(s) is the parent state of s.

The images in Fig. 5 are presented to provide some
qualitative example of the model. In them, a human-robot
team of three members is given three shared goals and we
are shown the plan built by one of the agents using the
multi-agent MCTS model over the SRS representation of
four different environments.

V. EXPERIMENTS

We validate our model using the BRL map from the
Barcelona Robot Lab Dataset'. The explorable area is dis-
cretised and all obstacles in the scene are assumed to block

"http://www.iri.upc.edu/research/webprojects/pau/
datasets/BRL/



Fig. 6. Experimentation. Human-robot pair collaboratively searching for
a green Parcheesi token.

Fig. 7. Mobile App’s main screen. Left: Execution of the system using
only human’s current position, the robot makes both plans autonomously
considering A as the starting point of the experiment. Right: Execution using
all system functionalities, also A as the starting point for the experiment.
1) Replan button. 2) Input data selection menu. 3) Robot’s current position.
4) Human’s desired goal for the robot. 5) Path calculated for the robot. 6)
Human’s current position. 7) Human’s intended goal. 8) Path calculated for
the human.

both the view of the robot and the human. We tested the
model in a two-agent environment, where human participants
collaborate with the robot in the a search task of a green
Parcheesi token (Fig. 6).

A. HRI Interface and Experiments Setup

In order to allow both agents to communicate relevant
information to each other as mentioned in section IV-A, we
designed a mobile application based on the previous work
from Kohler et al. [16]. The resulting app looks like Fig. 7.

Normal operation is as follows: the user indicates their
position and, optionally, other relevant data such as their
intention or the one they wish for the robot, and presses the
Replan button. The robot calculates both plans and, if the
user dislikes the result, this can be rejected asking for a new
calculation by pressing the Replan button again. Otherwise,
the robot will interpret that the user has accepted the plans
made by the robot and will start moving. Using these replan
policy the team can reach an agreement.

This interaction allows the appearance of different types
of relationships: master-slave with the robot acting as master
if the human only indicates their position and follows the
path calculated by the robot, master-slave with the human
as master if the human indicates the desired goal for the
robot or a peer-to-peer relation if the human indicates their
intention and leaves the robot to plan its path on its own.

Regarding the experiments setup, we selected an outdoor
setting with two areas: one open space where it is easy to
maintain direct line of sight between agents and another
covered with multiple occlusions due to walls and columns
making it necessary to maintain communication through the
previous application. The robot is based on a Pioneer 2
mobile platform, the application is executed on a Nexus 5
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Fig. 8. Multiagent Human-Robot Collaborative Search. Experimental

data.

Non-expert HRI Roboticists HRI

Fig. 9. Interface Communication. Human to robot message count per
episode. From left to right: a) Results from people without contrastable
knowledge of robotics. b) Results from people with studies or jobs related
with robotics.

mobile with Android 10 and communications are carried out
through the deployment of a local Wi-Fi network.

B. Results

A total of 19 volunteers, 4 women and 15 men, partici-
pated in the experiment. They were between 18 and 40 years
old (mean: 21.95 std: 5.39) and, on a scale of 1 (None) to 5
(Expert), their average self-evaluated knowledge in robotics
was 2.37 (std: 1.21). No one could practice using the setting
or the mobile app, neither had any previous experience using
it. Each of them participated in one or two episodes and,
additionally, participants were surveyed after the interaction.

In Fig. 8, we can observe a graph depicting 21 search
episodes. Each episode is characterized by two stripes, a
green one representing the search area covered by the robot
and an orange depicting the perceived contribution of the
human. The light green and red lines represent the average
value of each of them over all the episodes. Each episode
ends when the object is found by any of the team members,
such event being depicted with a yellow circle.

The task was finished on all episodes, with a mean time
to completion of 316.20s and covering an average explored
zone of 67.9% of the map. In the robot’s perception, both the
human and the robot explored more or less equivalent areas,
a value that might be underestimated in the human case due
to the asynchronous update of their location in occlusion
situations.



Robot mean std |Mobile App mean std
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Fig. 10.
Godspeed questionnaire [3].

In Fig. 9, it can observed the number of human to robot
interactions through the mobile on each episode. Here, we
may differentiate between non-expert users (13) and people
with technical or academic knowledge of robotics (6). Non-
experts users indicate their position to the robot with great
variability from almost never to assiduously while experts do
make regular use of this functionality due to their intuition
of the basic needs of the robot. Regarding the intention of
the person transmitted to the robot through Human Goal
messages, non-experts users tend not to make use of this
functionality and either accept the plan calculated by the
robot and establish a master-slave relationship with the robot
as master or pulse again the Replan button looking for a route
closer to their original intention. Expert users, though, do use
this functionality showing a tendency towards peer-to-peer or
master-slave relationships being these users the master.

Finally, in Fig. 10 are depicted the obtained results from
participants’ feedback. The results seem to indicate that
participants appreciate that the robot fulfills its purpose in a
competent way, but that there are doubts about how it does
it. About the mobile app, the most valued functionality is
to request another plan, probably because it is necessary for
any type of relationship established with the robot. In any
case, there is consensus that the application helps to solve
the task.

VI. CONCLUSIONS

In this paper, we approach the usage of multi-agent motion
planners in human-robot team settings. We developed a new
human-robot MCTS multi-agent planner for collaborative
navigation plans, including human robot interaction through
its objective function. Human’s intentionality and decision
agreement are included in the system through the objective
function and the replanning policy.

We tested the model using the collaborative search testbed
in real world and evaluated human-robot interaction by both
expert and non-expert participants. The experiments were
conducted in the Barcelona Robotic Lab and human-robot
communication was enabled through the development of a
mobile phone app. All experiments conducted reached the

HRI Acceptability Study. Participants’ feedback concerning the robot and the mobile interface. Some of the questions are inspired from the

final objective of the search, finding a Parcheesi token, and
we collected subjective perception of the process from the
participants. The results concerning the acceptability of both
the planner and the interface are promising and suggest
further research.
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