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ABSTRACT
We investigatewhich physical properties aremost predictive of the position of local star forming
galaxies on the BPT diagrams, by means of different Machine Learning (ML) algorithms.
Exploiting the large statistics from the SloanDigital SkySurvey (SDSS),we define a framework
in which the deviation of star-forming galaxies from their median sequence can be described
in terms of the relative variations in a variety of observational parameters. We train artificial
neural networks (ANN) and random forest (RF) trees to predict whether galaxies are offset
above or below the sequence (via classification), and to estimate the exact magnitude of the
offset itself (via regression). We find, with high significance, that parameters associated to
variations in the nitrogen-over-oxygen abundance ratio (N/O) are the most predictive for the
[N ii]-BPT diagram, whereas properties related to star formation (like variations in SFR or
EW(Hα)) perform better in the [S ii]-BPT diagram. We interpret the former as a reflection of
the N/O-O/H relationship for local galaxies, while the latter as primarily tracing the variation
in the effective size of the S+ emitting region, which directly impacts the [S ii] emission lines.
This analysis paves the way to assess to what extent the physics shaping local BPT diagrams
is also responsible for the offsets seen in high redshift galaxies or, instead, whether a different
framework or even different mechanisms need to be invoked.
Key words: galaxies: ISM – galaxies: abundances – galaxies: evolution

1 INTRODUCTION

Rest-frame optical emission lines contain a wealth of information
about the physics of gas and stars in star-forming galaxies. The rel-
ative intensity of both collisionally excited and recombination lines
indeed reflects the properties of the ionising radiation source, dust
content, density, temperature, chemical abundances, and kinemat-
ics of the gas within the emitting HII regions (Kewley et al. 2019).
Classical diagnostic diagrams based on optical emission lines, such
as the [O iii]_5007/Hβ versus [N ii]_6584/Hα (Baldwin et al. 1981)
and [O iii]_5007/Hβ versus [S ii]__6717, 31/Hα (Veilleux & Oster-
brock 1987), also known as the ‘BPT’ diagrams, have been widely
used in the literature to discriminate between different ionising
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sources and excitation mechanisms in galaxies, in order to separ-
ate, for instance, galaxies ionised by star formation processes from
those whose spectra are dominated by the presence active galactic
nuclei (AGNs) in their centre. Both Kewley et al. (2001) and Kauff-
mann et al. (2003c) provided classification schemes to separate
star-forming galaxies from AGNs, the former based on predictions
from photoionization models, while the latter more empirical. In-
terestingly, star-forming galaxies in the local universe are observed
to follow a remarkably tight sequence in these diagrams, which is
generally interpreted as a result of the correlation between metalli-
city and ionization parameter (U) in star-forming galaxies (McCall
et al. 1985; Dopita & Evans 1986; Mingozzi et al. 2020). Indeed,
strong-line metallicity diagnostics widely adopted in large statist-
ical studies are often based on calibrating the position of galaxies
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on such diagrams against their oxygen abundance (see Maiolino &
Mannucci 2019, for a review).

The advent of integral field spectroscopic surveys of local
galaxies like CALIFA(refs), MaNGA (Bundy et al. 2015) and
SAMI(refs), provided the chance to review the standard classific-
ation schemes by leveraging on the information about the spatial
variation of emission line ratios across galaxies. For instance, many
studies have shown that spectra from low-ionisation emission line
regions (LINER) are not necessarily associated to a nuclear origin
(e.g., Yan & Blanton 2012; Belfiore et al. 2016; Hsieh et al. 2017).
Various authors have also explored and modelled different multi-
dimensional reprojections of the standard line ratios diagnostics to
attempt breaking some of the degeneracies in the determination
of seyfert-like, shock-like and star-forming spaxels in integral field
data (e.g., D’Agostino et al. 2019; Ji et al. 2020; Law et al. 2021b).
Aside from discriminating between different ionising sources, it is
interesting to note that the distribution of star-forming galaxies itself
in the BPT diagrams presents a non-negligible amount of scatter,
which is shown to correlate with different physical properties (e.g.,
Masters et al. 2016; Faisst et al. 2018). Therefore, these diagrams are
a valuable source of information, as the relative position of sources
within the plane can be used to get more insights on the difference
in their underlying physical conditions.

Moreover, in the last decade it has been widely demonstrated
that star-forming galaxies at high redshift (i.e., 1 <z< 3) occupy a
slightly different position on the classical BPT diagrams, showing,
on average, a clear offset towards higher [O iii]_5007/Hβ and/or
[N ii]_6584/Hα compared to their local counterparts. In general,
such deviation is attributed to a combined effect of the evolution in
the underlying stellar populations associated to, e.g., a hardening
of the far ultraviolet (FUV) ionising spectrum, alpha-enhancement,
contribution from binarity and rotation (e.g., Steidel et al. 2014;
Strom et al. 2017; Topping et al. 2020b; Topping et al. 2020a)
and/or in the physical properties of the ISM like density, ionisation
parameter and gas chemical abundances (e.g., Shapley et al. 2015;
Yabe et al. 2015; Kashino et al. 2017; Masters et al. 2016). Several
attempts have beenmade to theoreticallymodel the emission line ra-
tios in the BPT diagrams and reproduce their variation with cosmic
time, by coupling the evolution of galaxy properties from cosmolo-
gical simulations with state-of-the-art stellar and nebular emission
models (e.g., Kewley et al. 2013; Byler et al. 2017; Hirschmann et al.
2017; Xiao et al. 2018). However, although variations in emission
line ratios can be theoretically reproduced by means of the interplay
of many different parameters, it is often difficult to break the degen-
eracy and disentangle their true relative contribution, which requires
both a large variety of independent observational constraints as well
as a careful assessment of the underlying model assumptions. For
instance, some models often assume fixed, underlying correlations
between different abundance patterns with zero-scatter (e.g., N/O
and C/O with O/H), and hence cannot grasp the direct impact of
variations of such abundances at fixed metallicity on the modelling
of the emission lines.

With this scenario in mind, in this work we present a com-
plementary, self-consistent and fully data-based framework which
exploits machine learning algorithms to quantitatively describe how
the distribution of local star-forming galaxies across the BPT dia-
grams is connected to different observational properties and what
we can infer about the relationships between the observed variations
in line ratios and the underlying physics of star-forming galaxies. In
particular, we leverage on the large statistics provided by the Sloan
Digital Sky Survey (SDSS, York et al. 2000) to perform a detailed
analysis of the dependencies between the deviation of galaxies from

the mean star formation (SF) locus and a variety of key observa-
tional parameters, directly or indirectly tracing different physical
properties of galaxies.

In recent years in fact, machine learning techniques have seen
an increasingly significant impact on astronomical studies, in re-
sponse to the undergoing rapid growth in size and complexity of
datasets as provided by current large surveys like SDSS, MANGA
or GAIA (Gaia Collaboration et al. 2016), and in preparation for
future ones like DESI (Levi et al. 2013), SKA (Dewdney et al.
2009) and LSST (Ivezic et al. 2008). Such algorithms are success-
fully implemented to solve a variety of different problems, including
the classification of galaxy morphological types (e.g., de la Calleja
& Fuentes 2004; Barchi et al. 2020; Vavilova et al. 2021; Reza
2021), the identification of transients (Sooknunan et al. 2021), or
themulti-parametric analysis of very large databases of galaxy prop-
erties (e.g., Teimoorinia et al. 2016, 2021; Ho 2019; Bluck et al.
2019, 2020). Inspired especially by the latter works, in this paper we
train and test artificial neural networks (ANN) and random forest
decision trees (RF) to assess the performance of a set of carefully
selected parameters (both individually and as a whole) and identify
which properties are the most relevant in predicting the observed
deviation of star-forming galaxies from their average sequence in
both the [N ii]- and [S ii]-BPT diagrams. In a forthcoming paper of
this series, we will expand on the present work by exploiting the
information provided by MaNGA in order to compare trends on
global/integrated and local/spatially resolved scales. This approach,
if successful in describing what observed in the local Universe,
could then be tested on high redshift galaxy samples to assess to
what extent the physics that govern the scatter in local BPT dia-
grams is the same causing the observed evolution in the emission
line properties at high-z or, instead, whether a different framework
or even different physical mechanisms need to be involved.

The current paper is structured as follows. In Section 2 we
describe the observational dataset, the sample selection and we
introduce the set of parameters adopted in this work. In Section 3 we
describe framework and metrics adopted for describing the scatter
within the [N ii]-BPT diagram, whereas in Section 4 the proper
machine learning analysis is performed. In Section 5, we repeat the
same analysis for the [S ii]-BPT diagram. We summarise the results
and present our conclusions in Section 6. Throughout this paper, we
assume a standard 𝛬CDM cosmology with with H0 = 70 km s−1,
Ω𝑚=0.3, and Ω𝛬 = 0.7.

2 DATA

2.1 SDSS data

2.1.1 Sample Selection

The sample is drawn from the seventh data release (DR7) of the
Sloan Digital Sky Survey (SDSS) (Abazajian et al. 2009), whose
galaxy properties and emission line fluxes are provided by the
MPA/JHU catalog1. We selected galaxies classified as star forming
according to their position on the [N ii]-BPT diagram, following
the more robust classification scheme by Kauffmann et al. 2003b
and further requiring the equivalent width of the Hα to be higher
than 6, in order to set a more stringent limit to contributions from
low ionisation gas powered by different types of stellar populations
(e.g., Cid Fernandes et al. 2011; Zhang et al. 2017; Lacerda et al.

1 available at http://www.mpa-garching.mpg.de/SDSS/DR7/
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2018). We applied a redshift cut on z > 0.035 in order to ensure
the presence of the [O ii]_3727 emission line within the wavelength
coverage of the SDSS spectrograph and sample at least the inner 2
kpc of galaxies. In addition, we discarded all galaxies whose cata-
logue flags indicates unreliable stellar mass and star-formation rate
(SFR) estimates, which includes also all those galaxies showing
non-physical aperture correction factors lower than 1. Moreover,
we applied a signal-to-noise (S/N) threshold2 of 5 on Hα and
3 on all the emission lines involved in the analysis, namely Hβ,
[O ii]_3726, 3729, [O iii]_5007, [N ii]_6584 and [S ii]_6718, 6732.
All emission lines were corrected for reddening, where required,
from the measured Balmer Decrement (assuming an intrisinc value
of Hα/Hβ=2.87, as given by the case B recombination) and adopt-
ing the Cardelli et al. (1989) extinction law. Finally, we removed
galaxies affected by poor photometric deblending by selecting on
the DEBLEND_NOPEAK and DEBLEND_AT_EDGE flags, as
well as galaxies whose aperture correction factors are lower than 1
(e.g., where the stellar mass derived from the total photometry is
lower that the stellar mass derived within the fibre). After applying
all these criteria, the total analysed sample is reduced to 128,120
galaxies.

2.1.2 Observational parameters and physical properties

In this work we aim at quantitatively assessing which physical prop-
erties are most connected with the position of galaxies in the BPT
diagrams. Therefore, we consider direct measurements of physical
quantities, as well as a variety of different observational proxies, as
the main parameters in our analysis. The full list of involved para-
meters is described in the following and also reported in Table 1
and 2.

The total stellar mass for our galaxies is provided by the
MPA/JHU catalog and have been estimated from fits to the pho-
tometry, following the prescription of Kauffmann et al. (2003a) and
Salim et al. (2007). Star formation rates used in this work are de-
rived from the extinction corrected Hα luminosity inside the fibre,
adopting the calibration proposed by Kennicutt & Evans (2012).We
then apply the aperture corrections provided by the MPA/JHU cata-
log, which build on the work of Salim et al. (2007) to improve those
originally provided by Brinchmann et al. (2004), to compute the
total SFR for our galaxies. Both stellar masses and SFRs estimates
are re-scaled to a common Chabrier (2003) IMF.

Spectral indices like DN(4000) and EW(H𝛼) are provided for
SDSS galaxies by theMPA/JHU catalog too. In particular, EW(H𝛼)
is a model-independent tracer of the specific star formation rate
(sSFR=M★/SFR), quantifying the relative contribution of recent
star formation on the integrated star formation history (SFH) of
galaxies, whereas DN(4000) is a sensitive probe of the overall age-
ing of the stellar population. We also consider the central velocity
dispersion of the Balmer lines (e.g., 𝜎H𝛼) as a tracer of the gas kin-
ematics and potentially revelatory of non-virial motions (as shocks
are known to produce kinematic components with velocity disper-
sion significantly larger than those of HII regions, see e.g., Rich
et al. 2010; D’Agostino et al. 2019; Law et al. 2021b).

In terms of properties derived from emission line ratios, we
measure the gas-phasemetallicity exploiting the calibrations presen-
ted in Curti et al. (2017, 2020) (which are defined on the Te-based

2 applying the re-scaled uncertainties provided by the MPA/JHU group,
which include both the uncertainties on the spectrophotometry and con-
tinuum subtraction

abundance scale). We refer to Curti et al. (2020) for a detailed
description of the procedure, where metallicity is constrained by
simultaneously adopting several emission line ratios in order to
minimise the degeneracies and biases intrinsic to each individual
calibration. The [N ii]/[O ii] and [N ii]/[S ii] ratios are taken as an
observational proxy of the nitrogen-over-oxygen (N/O) abundance.
More specifically, [N ii]/[O ii] traces the N+/O+ ionic abundance ra-
tio, which closely matches the N/O abundance ratio because of the
similar ionization structures of the two elements. The [N ii]/[S ii]
ratio works well in tracing N/O too, given the close ionisation po-
tential of S+ and O+ ions, although presenting a small residual
dispersion compared to [N ii]/[O ii], which is shown to correlate
for instance with the star formation rate (Hayden-Pawson et al., in
prep.). Both line ratios can be easily converted to N/O following
a variety of different calibrations (e.g., Hayden-Pawson et al., in
prep., based on the SDSS stacked spectra described in Curti et al.
2017, or Pérez-Montero & Contini 2009).

The ionisation parameter instead is mapped on the
[O iii]_5007/[O ii]_3727, 29 and [Ne iii]_3869/[O ii]_3727, 29 line
ratios, which can be converted to U following the calibrations
presented in Kewley et al. (2019). The former (Aller 1942) is easily
observed across the full sample of selected star-forming galaxies,
but presents a secondary dependence on metallicity (Kewley & Do-
pita 2002), while the latter (Levesque & Richardson 2014) is mildly
affected by dust extinction, but requires the detection of the faint
[Ne iii]_3869 in individual sources. Finally, the electron density of
the gas (Ne) is traced by the observed ratio between the lines of the
sulfur doublet, i.e. [S ii]_6718/[S ii]_6732, which is a widely adop-
ted diagnostic in star-forming HII regions as it is highly sensitive
to Ne in the regime between the critical densities of the two lines
(Osterbrock & Ferland 2006).

3 FRAMEWORK

3.1 Variation of physical properties across the [N II]-BPT
star-forming sequence

We will initially focus our investigation on the [N ii]-BPT diagram,
where star forming galaxies in the local Universe are observed to
form quite a tight sequence. In this work, we adopt a polynomial
fit as representative of the locus of highest density of star-forming
galaxies along the sequence (hereinafter, SF sequence, or SF locus),
as originally provided by Kewley et al. (2013) and given by

log( [O iii]/H𝛽) = 0.61/(log( [N ii]/H𝛼) + 0.08) + 1.1 . (1)

In Figure 1, the selected star-forming SDSS galaxies are plot-
ted in the [N ii]-BPT diagram and colour-coded in each panel by
the different galaxy properties and parameters described in Sec-
tion 2.1.2. To aid the visualisation of the underlying trends, galaxies
are binned in small hexagons, and the average value of each para-
meter in such bins is considered. In addition, lines of constant value
(i.e., iso-contours) in each parameter are marked in white, while the
polynomial fit to the SF sequence of equation 1 is shown by the
red curve. Finally, the histogram of values in a given parameters
is shown, together with the average and standard deviation of the
distribution, within its reference panel.

By visually inspecting Fig. 1, it is immediately evid-
ent that the relative position of galaxies on the [N ii]-BPT
diagram is strongly correlated with different physical proper-
ties. In particular, moving along the sequence of star-forming
galaxies (e.g., from the bottom-right to the upper-left) we
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Figure 1. Distribution of the selected star-forming galaxies from the SDSS in the [N ii]-BPT diagram. In each panel, the colour-coding reflects the average
value computed in small hexagonal bins for the following parameters (moving along rows from the upper left to the bottom right): log(M★), log(SFR),
log(sSFR), log(EW[Hα]), Hα/Hβ, Dn4000, 𝜎H𝛼, [S ii]_6717/_6731,12+log(O/H), log([N ii]_6584/[O ii]__3727, 29), log([N ii]_6584/[S ii]__6717, 31),
log([O iii]_5007/[O ii]__3727, 29). White contours indicate lines of constant values in each parameter. The best-fit to the median SF locus from Eq. 1 is
indicated by the red curve. In each panel, we also plot an histogram of the distribution of values for the reference parameter, reporting its average and standard
deviation, and the ∇‖ statistics, which quantifies the magnitude of the gradient in that parameter along the best-fit curve, in units of 𝜎. Finally, in each panel
we show the vector representative of the direction of maximum variation across the diagram in the reference parameter, whose angle is computed (positive
counter-clock wise from the x-axis) from the ratio of the partial correlation coefficients between that given parameter and each individual BPT-axis, i.e. with
[O iii]_5007/Hβ at fixed [N ii]_6584/Hα, and viceversa.

can recognise clear trends in stellar mass, specific star form-
ation rate (or, equivalently, EW(Hα)), gas-phase metallicity,
[N ii]_6584/[S ii]_6717, 31 and [N ii]_6584/[O ii]_3727, 29 (both
tracingN/O), [O iii]_5007/[O ii]_3727, 29 (tracing primarilyU) and
Hα/Hβ (tracing dust extinction).

However, a more careful assessment provides deeper insights
about the nature of such dependencies. In particular, the distribu-
tion of star-forming galaxies in the diagram form a very smooth
sequence in oxygen abundance, with variations in log(O/H) closely
following the shape of the SF locus, and lines of constant metal-
licity which are, instead, almost orthogonal to the best-fit line at
any given point. Not surprisingly, the [N ii]-BPT has been mod-
elled and calibrated for a long time against oxygen abundance to
serve as a metallicity diagnostic, and likewise, have been the indi-
vidual line ratios upon which the diagram is defined (e.g., Pettini
& Pagel 2004; Maiolino et al. 2008). Different properties (and their
tracers), which are physically connected to metallicity likeM★, N/O
and U, although characterised by the presence of a strong gradient
along the sequence, do show iso-contours at various levels of in-
clination with respect to the best-fit line. For instance, lines of
constant [O iii]_5007/[O ii]_3727, 29 (i.e., constant U) are almost

everywhere parallel to the x-axis (hence spanning a variety of dif-
ferent inclinations from the best-fit line of the SF of equation 1),
demonstrating the strong correlation between ionisation parameter
and [O iii]_5007/Hβ. For parameters like SFR and 𝜎H𝛼 instead, it
is more difficult to identify a clear trend along the SF sequence,
whereas clear segregation in such parameters can be seen between
galaxies lying leftmost and rightmost the best-fit curve.

We can try to quantitatively estimate the amplitude of the
variation in each parameter along the SF sequence as described
below. First, we perform a bi-variate spline interpolation over the
underlying (binned) distribution of star-forming galaxies, so to infer
the values assumed by each parameter at any discrete (sampling)
point along the best-fit curve of the SF locus.From the array of
values assumed by each parameter on the SF sequence best-fit curve,
we can then compute a ‘gradient array’ (from second order accurate
central differences in the interior points of the original array), whose
amplitude (i.e., the square root of the sum of its elements, taken in
quadrature) is reported in each panel as ∇‖ : such statistics are useful
to quantify how strongly each parameter varies as we move along
the the best-fit line of the SF locus or, in other words, to what extent
the sequence of star-forming galaxies in the [N ii]-BPTdiagram can

MNRAS 000, 1–?? (2021)
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be interpreted as a sequence in a given physical property. This
quantity is further normalised by the 1𝜎 dispersion of values in
each parameter, in order to account for the different dynamic ranges
and allow a meaningful comparison between different quantities.

The highest ∇‖ values (> 0.30𝜎) are found for M★, O/H,
[N ii]/[O ii] and [N ii]/[S ii], confirming that the sequence of star-
forming galaxies in the [N ii]-BPT is primarily a sequence in stel-
lar mass, metallicity and nitrogen-over-oxygen abundance (i.e., the
variation in such parameters along the SF sequence is relatively
large compared to the overall distribution of values within the en-
tire diagram). Relatively high scores in ∇‖ are marked also by
[O iii]/[O ii], (s)SFR and EW(H𝛼). However, we note that although
for some properties like O/H a large ∇‖ is actually associated with a
smooth and monotonic variation along the sequence, for others (like
e.g., SFR) it is the result of having the best-fit line crossing more
irregular patterns within the diagram, hence varying even rapidly
but not necessarily monotonically along the curve.

Another potentially interesting aspect to consider is how much
each parameter is correlated individually with the line ratios of the
[N ii]-BPT, i.e., with the two axis of the diagram, if taken separ-
ately. To estimate this we compute, for each given parameter, the
Spearman partial correlation coefficients with both [N ii]_6584/Hα
and [O iii]_5007/Hβ; a partial correlation coefficient quantifies the
strength of correlation between two variables while keeping fixed
the third (and/or further variables in case of higher dimensionality
problems), and is defined as

𝜌𝐴𝐵,𝐶 =
𝜌𝐴𝐵 − 𝜌𝐴𝐶 · 𝜌𝐵𝐶√︃
1 − 𝜌2

𝐴𝐶

√︃
1 − 𝜌2

𝐵𝐶

(2)

where 𝜌𝐴𝐵 indicates, in general, the Spearman correlation coeffi-
cient between the two variables A and B.We then follow, e.g., Bluck
et al. (2019), and define the vector representing the preferential dir-
ection of variation in a given parameter across the diagram, i.e.,
which is the average direction one should follow across the diagram
in order to maximise the variation in that given parameter. The in-
clination of such vector with respect to the horizontal axis can be
derived from the arctangent of the ratio of its two components, i.e.,
from the ratio of the partial correlation coefficients of its specific
reference parameter with the individual BPT axis:

𝜑 = tan−1
(
𝜌𝑌 𝑝,𝑋

𝜌𝑋 𝑝,𝑌

)
(3)

where p is any of the parameters in our set and Y, X are the
log([O iii]_5007/Hβ), log([N ii]_6584/Hα) line ratios, respectively.
Such ‘correlation vector’ and its associated 𝜑 angle are shown for
all parameters in the corresponding panel of Fig. 1.The analysis is
performed on binned data in order to avoid biases introduced by the
non homogeneous density distribution of individual galaxies across
the diagram, as well as to remove strong outliers.

The introduction of the ‘correlation vector’ further confirms
that the direction of preferred variation in metallicity is closely
aligned with the shape of the SF sequence (𝜑 = −46°, pointing
from the upper-left to the bottom-right in the diagram), being pos-
itively correlated with the x-axis while negatively with the y-axis.
We further note that for N/O tracers, the gradient vector is more
inclined towards the x-axis for [N ii]/[O ii] than it is for metal-
licity, whereas it has almost a flat inclination (𝜑 = −6.6°) for
[N ii]/[S ii], as possibly driven by the secondary, additional SFR-
dependence of such line ratio. For ionisation parameter tracers like
log([O iii]_5007/[O ii]_3727, 29) instead, the vector is almost per-
fectly vertical (𝜑 = 90.1°), showing that such parameter in star-
forming galaxies is almost entirely (positively) correlated with the

y-axis and basically uncorrelated with the x-axis (when the other
axis is fixed) in the [N ii]-BPT. For the other parameters, the dir-
ection of the gradient vector presents different levels of inclination
with respect to the SF locus: DN(4000) is well correlated with
[N ii]_6584/Hα (low 𝜑 values), whereas 𝜎H𝛼 and SFR present
gradient vectors whose inclination (close to 𝜑 ∼ 45°) suggests a
comparable level of correlation with both [N ii]-BPT axis, taken
individually.

3.2 Metrics: Δlog(p), distance D and angle \

Following the observations and the analysis presented in the pre-
vious Section, we now take a step further and try to build a relat-
ively straightforward modelling of the observed scatter in the BPT
diagrams, which is based on the two main assumptions described
below:
i) each galaxy which is shifted from the best-fit curve (i.e., which
does not follow the bulk of galaxy distribution along the SF se-
quence) experiences an offset which we describe to occur ortho-
gonal to the curve at any point (hence, it experiences the minimum
possible offset);
ii) such an offset correlates with relative variations in, either one
or more, physical parameters, when compared to the average values
pertaining to galaxies which closely follow the SF sequence.

The aim of the subsequent analysis is therefore to connect the
offset from the best-fit line of the SF sequence with the observed
variation in different physical parameters, quantify the amount of
underlying correlation and assess which parameters are the most
useful in predicting the observed deviation of galaxies from the
median loci across the diagram. For each galaxy in the sample,
we thus introduce the Δlog(𝑝) metric, defined as the difference
between the (logarithm of the) value assumed by a given galaxy in
the parameter p and the average value assumed by galaxies which
lie on the closest point along the best-fit curve of the SF sequence
(i.e., assuming a purely orthogonal offset):

Δlog(𝑝) = log(𝑝) − < log(𝑝) >SF locus . (4)

We note here that considering the logarithm of each quantity makes
the comparison between different parameters more meaningful and
straightforward.

In Fig. 2 we replicate the scheme of Fig. 1, but in this case
the small hexagons in each panel are colour-coded by the average
variation in the logarithm of the relative parameter (i.e., the average
Δlog(𝑝) in the bin), as defined in equation 4; the best-fit line of
the SF sequence is instead coloured according to the typical value
assumed by each parameter at any given point along the curve, as
inferred from interpolating over the underlying galaxy distribution
(we refer to the previous subsection for more details). The colour
scheme (centred on zero) helps to identify trends between the re-
lative location of galaxies and the magnitude of variations in the
various parameters: for instance, whether a galaxy occupies the re-
gion above or below the best-fit curve is visually seen to correlate
overall very well with different properties, e.g. both N/O tracers,
Δlog([O iii]/[O ii]), Δ𝜎H𝛼, whereas the strength of the correlation
with variations in other parameters like SFR or EW(Hα) appears
more limited to specific regions of the diagram.

We note here that an important corollary following directly
from our framework andmain assumptions is that the location of any
given galaxy lying on the best-fit curve can be, in principle, predicted
by the only knowledge of its gas-phase oxygen abundance, whereas
any offset can be considered to occur at fixed O/H, as iso-contours
in this quantity appear orthogonal everywhere to the SF sequence
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(see Fig. 1). Indeed, the amplitdue of Δlog(O/H) is basically zero
(or very mild) almost everywhere across the diagram, meaning that
for any given point on the SF sequence, all galaxies located along
an orthogonal line that originates from that point can be assumed
to have the same metallicity.

We first attempt to quantify the amount of variation in each
parameter across the SF sequence by means of the Δ⊥ statistics,
defined as the difference between the average Δlog(p) computed
in galaxies lying in the regions upward and downward the best-fit
line, normalised by the standard deviation of (the logarithm of)
values spanned by each parameter; this quantity is reported for
each feature within the corresponding panel of Fig. 2. In terms of
absolute dynamic range, the amplitude of Δlog(p) is maximum for
𝜎H𝛼(0.74 𝜎), and relatively high also for M★, SFR and both N/O
tracers, whereas it is minimum (as expected) for metallicity. We
note here that Δlog(p) statistics grasp well what could be already
inferred by visually inspecting Fig. 1 and 2, quantifying how the
average orthogonal variation in a given parameter with respect to
the SF sequence best-fit compares with the ‘width’ of the overall
distribution of values in that parameter (i.e., with 𝜎). However, we
also stress that a high value in Δlog(p) does not necessarily imply a
stronger causal connection with the offset from the SF sequence, as
some parameters might be intrinsically more connected with it even
if characterised by a lower dynamical range in their logarithmic
variation. In order to properly ascertain which parameters in our set
are of most impact on the level of scatter in the diagram, we will
therefore exploit a number of machine learning (ML) techniques,
as outlined in the following Sections. The full set of parameters and
the associated properties and statistics discussed in this Section are
summarised in Table 1.

The ML analysis will be targeted at reproducing (with the
highest possible accuracy) the offset of galaxies from the SF se-
quence in the BPT diagrams. We can thus introduce a few more
parameters, whose definitions are based on the framework described
above, which will help us in identifying the target labels for the ML
algorithms; such quantities are here described for the [N ii]-BPT,
but are defined in an equivalent way for the [S ii]-BPT, as discussed
later in Section 5. Firstly, for each galaxy in the diagram we can
define the offset vector as the vector pointing to the same galaxy
and originating from the closest point on the best-fit line of the SF
sequence (i.e., the vector is orthogonal to the curve at any point and
its amplitude is the minimum possible). Its length D is then simply
given by the Euclidean distance of the galaxy from the best-fit curve
defined by equation 1 in the [N ii]-BPT diagram parameter space,
and can be written, in terms of its components, as :

D =

√︄∑︁
𝑖

(Δ𝑞𝑖)2 , (5)

where Δq is the difference between the q-coordinate of a given
galaxy in the diagramand the q-coordinate of the nearest point on the
best-fit curve, with q ∈ [log([N ii]_6584/Hα), log([O iii]_5007/Hβ)]
for the [N ii]-BPT. In the left-hand panel of Fig. 3, the distribution
of star-forming galaxies in the diagram is now colour-coded by
D (again, averaged in small hexagonal bins to aid visualisation):
galaxies lying below the SF locus best-fit are assigned a negative
value of D, in order to distinguish them from galaxies located above.
This quantity represents one of the target labels for the machine
learning analysis presented in Section 4, but can be also simply
used to identify whether a galaxy is located above or below the SF
sequence.

In the right-hand panel of Fig. 3 instead, each hexagonal bin is
colour-coded according to the (average) angle formed by the offset

vector of a galaxy with the horizontal axis (increasing positive
counterclockwise), as given by :

\ = tan−1
(Δ log( [O iii]/H𝛽)
Δ log( [N ii]/H𝛼)

)
. (6)

This parameter is useful to quantify which is the predominant com-
ponent of the offset vector, i.e. whether the offset occurs preferen-
tially along the [N ii]/Hα- or the [O iii]/Hβ-axis. Given the shape
of the distribution of star forming galaxies within the [N ii]-BPT,
offsets in the bottom-right part of the sequence occur preferentially
along [N ii]/H𝛼 (i.e., low values of \), whereas \ increases (hence
deviations in [O iii]/H𝛽 becomes increasingly more relevant) as we
move along the SF sequence towards the upper-left region. Whether
this has an impact on the results of the ML analysis will be specific-
ally addressed in Section 4.4.

4 MACHINE LEARNING ANALYSIS

4.1 Algorithms, problems and parameters

In the previous section, we have attempted to assess how the position
of star-forming galaxies within the [N ii]-BPT diagram correlates
with a variety of physical parameters, by visually inspecting the
distribution of such parameters within the diagram and introducing
statistics aimed at quantifying the amplitude of variations along and
across the SF sequence. Here, we move a step forward and imple-
ment different machine learning algorithms in order to provide a
more robust and quantitative assessment of the drivers of the scat-
ter across the star-forming galaxy sequence in the diagram. The
ultimate goal is to provide a method to robustly identify which
physical parameters are statistically more connected with the devi-
ation from the SF locus, adopting a framework which is completely
based on observational data and independent on any of the standard
prescriptions included in the majority of photoionisation models.
In practice, Artificial Neural Networks (ANN) and Random Forest
(RF) of decision trees are trained and tested on our large sample of
selected SDSS star-forming galaxies in order to solve both a classi-
fication and a regression problem. The former, aimed at describing
which parameters perform better in predicting whether a galaxy is
simply located above or below the best-fit curve representative of
the SF sequence. The latter, instead, to assess the ability of each
variable (and of the whole set) in predicting the exact distance (i.e.,
the amplitude D of the offset vector described in equation 5) from
the SF sequence itself.

The implementation of both ANN and RF algorithms allows
us to tackle these two problems from rather different angles. With
the ANN, we aim at exploring the performance of each parameter
individually, as well as the maximum potential of the full set as
a whole, by means of a model-independent approach free of any
underlying assumptions about correlations, linearity and monoton-
icity within the data. Unfortunately, when fed with a set of multiple
parameters, ANN do not provide information about the relative im-
pact that each individual parameter has in contributing to its overall
predictive power, i.e., one might ask whether the full set of para-
meters is really required to achieve the highest level of accuracy
or even a subset could provide comparable results and, ultimately,
which parameters specifically contain the informations that max-
imise the predictivity of the model. For this reason, we perform
the same analysis implementing also RF decision trees, which in-
trinsically allows us to disentangle the relative importance of even
highly correlated features involved in the prediction algorithm. In
other words, by means of the RF analysis we aim at assessing which
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Figure 2. In this figure, the panels are organised as in Fig. 1, but now the hexagonal bins are colour-coded by the average Δlog(p), as defined for equation 4 for
each parameter and assuming a purely orthogonal ‘offset vector’ from the best-fit curve of the SF locus. Within each panel, such curve is colour-coded by the
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Parameter Physical property ∇‖ 𝜑 Δ⊥ multi-parameter set

log(M★[M�]) Stellar mass 0.3𝜎 5.6° 0.6𝜎 3

log(SFR[M� yr−1]) Star formation rate 0.26𝜎 42.7° 0.59𝜎 3

log(sSFR[yr−1]) Specific SFR 0.25𝜎 161.5° 0.15𝜎 7

EW(H𝛼)[] Specific SFR 0.29𝜎 163.2° 0.02𝜎 3

H𝛼/H𝛽 Dust extinction 0.03𝜎 −24.0° 0.51𝜎 7

DN(4000) Age of stellar populations 0.12𝜎 15.4° 0.32𝜎 3

𝜎𝐻𝛼 [km/s] Gas velocity dispersion 0.002𝜎 39.8° 0.74𝜎 3

[S ii]_6717/6731 Gas density 0.2𝜎 217.9° 0.33𝜎 3

12 + log(O/H) Oxygen abundance 0.31𝜎 −45.8° 0.04𝜎 7

log([N ii] _6584/[O ii] __3727, 29) N/O abundance 0.36𝜎 −26.9° 0.42𝜎 7

log([N ii] _6584/[S ii] __6717, 31) N/O abundance 0.32𝜎 −6.6° 0.67𝜎 3

log([O iii] _5007/[O ii] __3727, 29) Ionisation parameter (U) 0.26𝜎 90.1° 0.31𝜎 3

Table 1. Full list of the parameters of interest for the analysis of the [N ii]-BPT diagram. For each quantity, we report the values of the statistics introduced in
Secion 3 and reported in each panel of Fig. 1 and 2. In the last column, we mark the parameters which are included in the set for the multi-parametric ANN
and RF analysis; for more details about the justification of such selection, we refer to Section 4.

of the involved (and intercorrelated) parameters are intrinsically the
most informative in predicting our target variables when the full set
is used in concert.

The set of parameters to be considered in the analysis is taken
from the list of observables and properties discussed in Section 2.1;
in particular, in the last column of Table 1wemarkwhich parameters
are included in the multi parametric ML analysis. In fact, although
each parameter is assessed through the ANN individually (i.e., by
feeding the network with the data relative to only one parameter at
a time), when evaluating the performances of the algorithms con-
sidering multiple parameters altogether it is warranted to perform a
careful selection of the quantities to be included in the final set, in
order to avoid nuisance parameters which either duplicate the phys-
ical information and/or are trivially correlated with others, or with
the target labels. From now on, we refer to the analysis performed
on such list of parameters as the ‘multi-parameter’ run(s), and to the
list itself as the ‘multi-parameter’ set ; accordingly, the RF analysis
will also be based upon the subset of parameters included in this
list.

First, we decide not to include metallicity at all in the ML
analysis. In fact, being oxygen abundance mostly derived from the
combination of several strong line ratios (including the line ratios
which constitute the BPT-axis, see Section 2 and Curti et al. 2020),
such quantity can be trivially recovered from a combination other
emission line-based parameters and the BPT line ratios themselves
(which are at the basis of the definition of the distance target label
D); hence, in our framework log(O/H) can be treated as a nuisance
parameter, not independent from the others, which could bias the
performances of both the ‘multi-parameter’ ANN run and the relat-
ive feature importance assessment performed by the RF. However,
based on what is shown in Fig. 1 and on the assumptions i) and
ii) discussed in Section 3, the contribution from metallicity to set-
ting the offset from the best-fit line is likely to be negligible, being
iso-O/H lines orthogonal to the SF sequence at any point (as also
quantified by a Δ⊥ statistics ∼ 0 for log(O/H)). Hence, we can add
a third assumption to our framework, that is iii) any contribution to
the observed offset from the SF sequence from any of the involved
parameters is assumed here to occur at fixedmetallicity. The validity
of such assumption is further discussed later in the text.

Then, we chose to adopt [N ii]/[S ii] instead of [N ii]/[O ii] as
a tracer of the N/O abundance in the ‘multi-parameter’ analysis of
the [N ii]-BPT diagram. As stated before, this choice is primarily
motivated by the fact that we aim to provide the network with a

set of parameters which are as much as possible independent from
one another and whose linear combinations are not trivially con-
nected, from a mathematical point of view, to the position on the
[N ii]-BPTdiagrams itself and to our target labels. We have tested
in fact, that including both [N ii]/[O ii] and [O iii]/[O ii] together
(even in their Δlog(p) form) the ANN can reconstruct something
very similar to the [N ii]/[O iii] ratio (which is closely related math-
ematically to D), ‘artificially’ boosting its performances. For the
same reason, the RF would be strongly biased towards the choice of
these two parameters in its relative feature importance computation,
well beyond the underlying physical connection of such paramet-
ers to the target variable, and hiding potential contributions from
other quantities. Nonetheless, we acknowledge that [N ii]/[S ii] in-
trinsically accounts also for small residual dependencies on top of
N/O (see e.g., Hayden-Pawson et al. 2021), as sulphur abundance
could not exactly trace the oxygen one in case of strong variations
the ionising conditions; hence, such a parameter is less reflective
of the ‘true’ nitrogen-over-oxygen abundance than [N ii]/[O ii] is.
Therefore, although our ‘fiducial’ analysis of the ‘multi-parameter’
runs is based on [N ii]/[S ii] as a tracer of N/O, within the text, and
more specifically in Appendix A, we discuss also different combin-
ation of parameters, including [N ii]/[O ii] and modifying the list
of the other emission lines-based parameters in the set accordingly
(for instance assuming [Ne iii]/[O ii] instead of [O iii]/[O ii] to trace
the ionisation parameter). However, we anticipate and reassure that
none of the main results presented in this paper is affected by the
choice of different N/O tracers.

Furthermore, we choose EW(Hα) as an independent probe of
the sSFR (in order to avoid trivial correlations between sSFR, SFR
and M★), and log([O iii]_5007/[O ii]_3727, 29) as a tracer of the
ionisation parameter because requiring even low-significance (e.g.,
2.5𝜎) detections of the [Ne iii]_3869 emission line would intro-
duce significant sample selection biases (i.e., preferentially remov-
ing galaxies in the high-mass, high-metallicity, bottom-right region
of the diagram). Finally, we also remove Hα/Hβ from the ‘multi-
parameter’ runs, as the BPT diagrams are, by definition, insensitive
to dust extinction (thanks to the small wavelength separation of their
lines), hence any correlation between such parameter and the loc-
ation of galaxies in the diagram would necessarily follow from the
correlation between the dust content and other physical parameters;
moreover, this would further limit the algorithms to perform any
trivial mathematical operation between emission line-based para-
meters. Before proceeding, each feature in the dataset is properly
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rescaled by subtracting its average value and normalised by the
interquartile (i.e, 25𝑡ℎ − 75𝑡ℎ percentile) range.

4.2 Artificial Neural Networks

Artificial Neural Networks (ANN) are a set of algorithmswith struc-
tures that are inspired by the neural networks that constitute the
human brain, and whose flexible structure and non-linearity allows
to perform a wide variety of tasks (Baron 2019). For the purposes of
the present work, a multilayered neural network is designed exploit-
ing the TENSORFLOW3 package within a PYTHON environment.
The baseline structure of the network is very similar for both the
classification and the regression task, however the details (and the
relative differences) are described for each of the two cases within
the dedicated subsections. In brief, a typical network consists of an
input layer, output layer, and several hidden layers, where each of
these contain neurons that transmit information to the neurons in
the succeeding layer. The input data is transmitted from the input
layer through the hidden layers, and reaches the output layer, where
the target variable is predicted. The value of every neuron in the
network (except those in the the input layer) is a linear combination
of the neurons in the previous layer, followed by the application of
a (typically non linear) activation function. The weights of the net-
work are model parameters which are optimized during the training
stage via back-propagation.

For the purposes of training the network, we randomly select
the two-thirds (∼ 67 per cent) of the dataset to define a training
sample, with the remaining one-third (∼ 33 per cent) that constitutes
the test sample (and which the network does not interact with at
all during the training stages) over which the performances of the
ANN are evaluated. Given the large available statistics, this choice
provides a sufficiently large set to perform an extensive training of
the network without sacrificing its ability to generalise; moreover,
both sub-samples are large enough to be fully representative of the
distribution of galaxies in the BPT of the whole parent population.
Nonetheless, we stress here that none of the results presented in this
paper are affected by a different choice in sample splitting (e.g, a
50-50 per cent or a 75-25 per cent splitting are two widely adopted
approaches).

We perform the analysis by either feeding the network with one
parameter at the time, to evaluate their individual connection with
the galaxy offset from the SF locus, and with a set of multiple para-
meters simultaneously (see previous section), in order to explore
the maximum predictivity potential of the data. Because of the in-
creased impact of overfitting in the ‘multi-parameter’ run compared
to the individual runs, the structure of the network is slightly differ-
ent in the former case than in the latter and its overall complexity is
reduced, for both classification and regression analysis, as described
more in detail in the following sections.

4.2.1 Classification

We first start with a rather sample classification analysis. The goal is
then to determine which parameters are best in predicting whether
a galaxy is offset above or below the SF locus in the BPT diagrams.
In principle, in this case we do not need to assume any particular
direction of the ‘offset vector’, but galaxies are just assigned either
1 or 0 label according to their position above or below the SF
locus (i.e., according to positive/negative values of D), defining a

3 https://www.tensorflow.org/overview

simple binary classification problem. However, we recall that the
Δlog(p) values of equation 4 which go into the network are actually
computed by assuming a purely orthogonal deviation.

We design a multilayered network composed of two hidden
layers (with 12 and 6 neurons, respectively), with a rectified linear
unit (ReLu) activation function for the hidden layers and a sigmoid
function for the one-dimensional (i.e., a binary 0/1 value) output
layer. The main advantage of using the ReLU function over other
activation functions is that it does not activate all the neurons at the
same time (i.e., the neurons will only be activated if the output of
the linear transformation is larger than zero), whereas the sigmoid
function is largely used in models where the output layer should
return a probability (in this case, the probability of belonging to a
given class), since it maps any input values onto the [0, 1] range.
The model is compiled implementing the ADAM solver (with a
learning rate = 0.001) and optimising the standard binary crossen-
tropy loss function. The ‘Accuracy’ (i.e., the fraction of galaxies
correctly classified) is the metric assumed by the model to assess
its performance during the training procedure and when applying
its predictions to the test sample.

Such network structure is the result of an extensive direct ex-
perimentation with the dataset aimed at maximising the accuracy
while keeping overfitting at a minimum. As an uncontrolled in-
crease in the complexity of the network can lead to significant
overfitting (i.e., the network performing significantly better on the
training sample than on the test sample), we require the difference
in accuracy between the performance of the model on the training
and test samples to be within a few per cent, and we tune the net-
work hyperparameters accordingly. As briefly metioned above, in
the ‘multi-parameter’ run we decide to reduce the complexity of
the network by implementing a single-hidden layer with 10 neurons
only, in order to minimise the impact of overfitting. For this binary
classification problem, the two classes (i.e., above and below the
best-fit line) are also randomly re-sampled in order to be equally
represented in both the training and test set (i.e., to have 50 per cent
of galaxies lying above and 50 per cent lying below the SF locus
in both training and test samples). In any case, we also consider
here the area under the true positive rate (TPR)–false-positive rate
(FPR) curve (known simply as the area-under-the-curve, ‘AUC’) as
an additional metric to evaluate the network performance; one of
the advantages of the AUC statistic in fact is that it is insensitive to
the fraction of each class provided to the network. Furthermore, for
the classification problem we focus only on galaxies with values of
|𝐷 | > 0.025, i.e., we remove galaxies which lie so close to the best-
fit line to be potentially misclassified given the typical uncertainties
on their measured emission line ratios.

In the left panel of Fig. 4 we present the results of the binary
classification analysis for the set of parameters described in Sec-
tion 3. The fraction of correctly classified galaxies is shown on the
y-axis, and the parameters used to train the network are shown on
the x-axis and ordered from the most to the least predictive. The first
bar in the plot refers to the run performedwith the ‘multi-parameter’
set, which contains only a sub-set of the full list of parameters, as lis-
ted in the last column of Table 1 and according to what is discussed
in Section ??.

When all the parameters from the ‘multi-parameter’ set are
fed together into the network, the model achieves an impressive
classification accuracy of 90.57±0.11 per cent (AUC=96.72±0.07
per cent) on the test sample. Therefore, the position of a galaxy
with respect to the SF sequence in the [N ii]-BPT (i.e., whether a
galaxy is offset above or below it) can, in principle, be predictedwith
excellent accuracy by knowing no more than the set of parameters

MNRAS 000, 1–?? (2021)
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adopted here 4. No significant variation on the performances is
obtained from either increasing the network complexity or slightly
varying the values of the hyperparameters, further confirming the
stability of the result.

In terms of performances of individual parameters (i.e.,
when the network is fed with only one parameter at the time),
Δlog([N ii]/[S ii]) achieves the best performance compared to the
rest of the set, with an accuracy of 87.07 ± 0.14 per cent; adopting
Δlog([N ii]/[O ii])provides a comparable (though slightly lower) ac-
curacy of 80.85 ± 0.18 per cent. This means that deviations in the
N/O abundance from the average value pertaining to galaxies along
the SF locus (traced either by [N ii]/[O ii] or [N ii]/[S ii]) are ex-
tremely informative in predicting whether galaxies are offset above
or below the SF sequence itself, and perform better than any other
individual parameter in our set.

Among the other parameters, deviations in M★ and 𝜎H𝛼rank
immediately after N/O tracers, although scoring significantly lower
accuracies, followed by parameters tracing deviations in the ion-
isation parameter, SFR and dust extinction. We note finally that
deviations in sSFR (probed either by Δ EW(Hα) or directly by the
ratio between SFR and M★) and electron density (probed by the
[S ii]_6717/_6731 ratio) achieve instead a result only ∼ 10 percent
better than a purely random variable (reported by the last bar and
equivalent, in a balanced-sample binary classification problem, to
tossing a coin with 50% probability of success), hence proving to
be not very informative overall at describing the relative position of
galaxies with respect to the SF locus within this diagram.

4.2.2 Regression

We now move to a different part of the analysis, which shares
the same goal as the previous one (i.e., describing the connection
between relative variations in different physical parameters and the
scatter in the BPT diagrams) but set a different target label for the
ANN. In particular, we now want to test the ability of our group
of parameters to predict the magnitude of the offset (i.e., the length
D of the offset vector, taken positive if pointing above the best-fit
line) from the sequence of local star-forming galaxies, in a standard
regression analysis. Here, following what is discussed in Section 3,
and differently from the classification analysis, the offset vector is
assumed to be exactly orthogonal to the best-fit curve of the SF
sequence, at any given point. In principle then, there is no reason
to assume a priori that the classification and the regression analysis
should provide the same results, although the two problems are
clearly closely related to each other.

Similar to the previous case, we create a network with two
hidden layers (12 and 6 neurons, respectively) and a ReLu activation
function. The model is compiled with the ADAM optimiser (with
a learning rate = 0.001) and minimises the mean squared error
(mse) as the loss function. Again, for the ‘multi-parameter’ run
the complexity of the network is reduced to a single-hidden layer
with only 10 neurons, in order to control the impact of overfitting.
Extensive testing of the network outputs and performances suggests
adoption of a mini-batch gradient descent5 algorithm with a batch

4 this, however, does not automatically imply that different parameters
would not perform equally well, or perhaps even better
5 A gradient descent is an optimization technique used to find the weights
of machine learning algorithms. It works by exploiting the error associated
to model predictions on the training data to update the parameters in order
to reduce the discrepancies at the following steps. The ‘mini-batch’ gradient

size of 128 and 32 for the ‘individual’ and ‘multi-parameter’ runs
respectively, and to train the network over a total of 100 epochs.

In the bottom panel of Fig. 4, we report the results of the
ANN regression analysis, where the performance of each individual
parameter in our set (and of the ‘multi-parameter‘ run) is assessed
on the basis of that of a purely random variable. Following, e.g.,
Bluck et al. (2019), we define in fact the ‘improvement over random’
metric as

IoR𝑖 =
RMSE𝑖 − RMSErand
0 − RMSErand

, (7)

where RMSE𝑖,rand is the root-mean-squared-error of the i-th vari-
able and of a purely random variable respectively, whereas zero
represents, by definition, the best possible performance in terms of
RMSE in a regression problem (i.e., the target variable is predicted
with 100 per-cent accuracy).

When trained with the ‘multi-parameter’ set, the network
achieves an IoR = 44.81 ± 0.19% in predicting the exact distance
D from the SF sequence in the test sample. The values of D pre-
dicted for the test sample by the network in the ‘multi-parameter’
run are compared to the true target D values as shown in the inset,
upper-right panel of Fig. 4; we report a median of the errors on the
predictions of ` = 0.002 and a standard deviation of 𝜎 = 0.038.
Similar results are found on the training sample, with no significant
overfitting reported.

Individual parameters rank in a very similar order as in the clas-
sification problem, with Δlog([N ii]/[S ii]) and Δlog([N ii]/[O ii])
(associated with relative deviations in the N/O abundance) being the
most predictive quantities (IoR = 33.45± 0.31% and 22.8± 0.26%,
respectively) of the distance from the best-fit line of the SF sequence
in the [N ii]-BPTdiagram. It is interesting to note that, such paramet-
ers aside, none of the included quantities scores above 20 per cent
in IoR, with six out of nine parameters marking an improvement
below 10 per cent. This is somehow expected, and confirms that
predicting the exact distance from the SF sequence (in regression)
is much more difficult than just classifying a galaxy as belonging
to the region above or below it; indeed, no individual parameter,
except for those associated to variations in N/O, is really capable
of providing enough information to predict our target variable D
with a high level of accuracy. However, when the information from
multiple parameters is provided, the predictive power is increased
and the network can reproduce the offset of star-forming galaxies in
the [N ii]-BPT with significantly higher accuracy.

4.3 Random Forest

In this section, we exploit a random forest (RF) of decision trees
in order to determine how effective a given parameter is in solving
the classification and regression problems addressed before, when
considered in direct comparison with the other parameters. In fact,
the RF treats multiple parameters as if they were in a competition,
selecting the most useful for each decision node.

In general, a decision tree is a set of consecutive nodes, where
each node represents a condition on one feature in the dataset. The
conditions are of the form X 𝑗 > X 𝑗 ,𝑡ℎ , where X 𝑗 is the value of

descent is a variation of this approach, which splits the training dataset into
small batches that are used to calculate the errors and update the model
coefficients. Its main advantages over the standard gradient descent are
that the model is updated more frequently (which allows for a more robust
convergence), an increased computational efficiency, and that it does not
require to maintain all the training data in memory at once.

MNRAS 000, 1–?? (2021)
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Figure 4. Upper Panel: Results from the ANN classification analysis aimed at predicting whether galaxies are located above or below the best-fit line of the
star-forming galaxies sequence in the [N ii]-BPT diagram (as schematised in the upper-right inset panel). Histogram bars report the absolute fraction of correctly
classified galaxies for both the ‘multi-parameter’ set (see last column of Table 1), and each parameter taken individually (ordered from most to least predictive);
the last bar report, for comparison, the performance of a random variable (which is equivalent to 50 per cent accuracy in a binary classification problem).
Bottom Panel: Results from the ANN regression analysis aimed at predicting the exact magnitude D of the offset from the best-fit line of the star-forming
galaxies sequence in the [N ii]-BPT diagram, as defined in Eq. 5. Histogram bars in this case report the ‘improvement-over-random’ (IoR) statistics (ordered
from most to least predictive parameter, with the a random variable scoring, by definition, 0% IoR). Within the top-right, inset panel, we compare the D values
predicted by the network on the test sample in the ‘multi-parameter’ run to the ‘true’ D target values for the same galaxies. In both panels, we also report the
number of galaxies in the training and test sub-samples and the relative AUC and RMSE scores of the ‘multi-parameter’ runs.
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the feature at index j and X 𝑗 ,𝑡ℎ is a threshold, which is determined
during the training stage. The lowest nodes in the tree are usually
called ‘leaves’, and carry the final assigned label of a particular path
within the tree (e.g., in our classification case, whether a galaxy is
labeled as above or below). A RF, then, is simply a collection of
decision trees, where different decision trees are trained on different
bootstrapped, randomly-selected subsets of the original training set
(and where, if desired, random subsets of the input features can
be selected during the training of each individual tree to construct
the conditions in individual nodes). The final RF prediction is just
an aggregate of individual predictions of the trees in the forest, in
the form of a majority vote; the main advantage is that, while a
single decision tree tends to overfit the training data, the combina-
tion of many decision trees in a RF generalizes well to previously
unseen datasets. Furthermore, by quantifying the decrease in im-
purity provided by each parameter in each fork and within each
tree of the RF, the relative importance of the various parameters
is established. This competitive approach is especially useful when
the parameters considered are highly inter-correlated in a complex
and highly non-linear manner.

We recall here that the following RF analysis is based on the
‘multi-parameter’ subset defined in the last column of Table 1,
whose selection is justified in detail in Section 4. To implement
the RF into our analysis, we adopt the RANDOMFORESTCLAS-
SIFIER and RANDOMFORESTREGRESSOR classes from the
SCIKIT-LEARN package in PYTHON.

4.3.1 Classification

In the binary classification scheme, we set up a forest of 100 in-
dependent estimators, allowing each tree to grow indefinitely but
setting a minimum threshold to the number of samples allowed at
each leaf-node equal to the number of galaxies in the training sample
divided by 250 (i.e., ∼ 350 samples in our case). This choice allows
us to control overfitting, which is assessed by requiring the differ-
ence in performances between the training and the test sample to
be limited to a few percent. The RF Classifier is set to minimise
the Gini impurity as the loss-function at each decision node. The
accuracy of the RF classification task is assessed by evaluating the
AUC on both the training and the test sample. We perform 30 in-
dependent runs (randomised at the training-test sample split level),
hence evaluating the average and standard deviation of the results
over 30×100 = 3000 independent estimators. Consistently with the
ANN analysis, only galaxies with |D|> 0.025 are included in the RF
classification analysis.

In the following, we also explore and discuss two different ways
for computing the relative feature importance. Firstly, we leave the
RF free to consider the entire set of parameters at each decision
split (i.e., what we call the ’All features’ case, setting the max
features hyperparameter of the RF accordingly). In this way, the
algorithm is capable to fully handle the inter-correlations between
the different features and find the one (or the group of paramet-
ers) which is most intrinsically connected with the target variable.
In Fig. 5, the results of the RF classification analysis in this first
case are shown by the filled bar chart. The parameters are ranked
in terms of their relative importance (from the most to the least
relevant), which is reported on the y-axis. The overall performance
of the RF model on both the training and test sample is reported
in terms of AUC: the RF achieves an AUC = 96.35 ± 0.09 per
cent in the binary classification task, a performance comparable to
that scored by the ANN when trained with the ‘multi-parameter’
set. However, although at first sight the ranking in the relative im-

portance of the various parameters resemble that obtained in Fig. 4
for the ANN analysis (in terms of accuracy of individual features),
there are a number of remarkable differences. In particular, the
relative importance of Δlog([N ii][S ii]) (hence deviations in N/O
abundance) is strongly dominant over the other parameters, ac-
counting for more than 80% of the total predictive power, whereas
Δlog(EW[H𝛼]) and Δlog(DN(4000)) (tracing variations in the spe-
cific star formation rate and age of stellar populations) are ranked
second and third, respectively, retaining together about 10% of the
residual relative importance. Interestingly, although these paramet-
ers were among the least performing, individually, in the ANN
analysis, the RF highlights how their information is more comple-
mentary to Δlog([N ii]/[S ii]) than any other parameter in the set.
On the contrary, the importance of all the remaining parameters is
strongly suppressed, revealing how their individual predictive power
(as measured by the ANN) was likely due to underlying correlations
with one of the best-ranked features.

In addition, we have also explored the case in which only a
fixed number of (randomly selected) features are considered at each
node of the RF trees, by setting the max features hyperparameter
equal to the square root of the total number of parameters in the
set (what we label the ‘

√
𝑁features’ case). Although, in this second

approach, the correlations between parameters are not fully accoun-
ted for in computing the feature importance ranking, this analysis
provides an insightful estimate of which parameters perform better
in case the most important one(s) is(are) not available. The results
of this further classification analysis are shown in Fig. 5 by the
empty, hatched bar chart. The algorithm is now forced to take into
consideration also different features than the most important ones,
spreading the final relative importance among a larger number of
parameters; in fact, log(M∗) and 𝜎Hα are now ranked higher than
Δlog(EW[H𝛼]) and Δlog(DN(4000)). Nevertheless, the RF still ro-
bustly identifies Δlog([N ii]/[S ii]) (hence, variations in N/O) as the
most important parameter, which corroborates the interpretation of
its role of primary physical driver of the scatter in the [N ii]-BPT.
A result fully consistent with such interpretation is also recovered
when considering Δlog([N ii]/[O ii])in place of Δlog([N ii]/[S ii])to
trace variations in N/O, and is presented in Appendix A.

4.3.2 Regression

For the regression problem, we design a very similar RandomForest
structure as for the classification task, and only change the loss-
function to themean squared error. The results of the RF regression
analysis are shown, for both the ‘All features’ and ‘

√
𝑁features’ cases

described in the previous section, in the bottom panel of Fig. 5.
Overall, the performance of the RF in predicting the exact distance
from the SF sequence is comparable to that achieved by the ANN,
with a median and standard deviation of the residuals of 0.0002 and
0.039, respectively. The parameters’ ranking closely traces what
seen already for the classification problem, with Δlog([N ii]/[S ii])
being, by far, the most important parameter and retaining more
than 80% of the total predictive power, which increases to > 90%
when Δlog(DN(4000)) and Δlog(EW[H𝛼]) are used in conjunction.
This means that in principle, modulo the assumptions discussed in
Section 3 and within the residual uncertainties, almost no further
information is needed to quantify the magnitude of the offset from
the SF locus which a galaxy resides at in the [N ii]-BPT diagram
(we recall here that we are implicitly assuming these variations to
occur at fixed metallicity). Finally, similar to that discussed before,
we note that when considering only the square root of the number of
features at each node, the relative importance of parameters that are

MNRAS 000, 1–?? (2021)



What drives the scatter in the BPTs? 13

Δl
og

 [N
 II

]/[
S 

II]

Δl
og

 E
W

[H
α]

Δl
og

 D
n4

00
0

Δl
og

 S
FR

Δl
og

 [S
 II

] 6
71

7/
31

Δl
og

 σ
 H
α

Δl
og

 [O
 II

I]/
[O

 II
]

Δl
og

 M
⋆

0.0

0.2

0.4

0.6

0.8

R
el

at
iv

e 
Im

po
rta

nc
e

Train sample : 59021 galaxies
Test sample : 29070 galaxies

Train AUC : 0.97±0.04%
Test AUC :0.96±0.09%

RF Classification - [N II]-BPT

−1.5 −1.0 −0.5 0.0 0.5
log ([N II]/Hα)

−1.0

−0.5

0.0

0.5

1.0

lo
g 

([
O

 II
I]

/H
β)

All features

√Nfeatures

Δl
og

 [N
 II

]/[
S 

II]

Δl
og

 D
n4

00
0

Δl
og

 E
W

[H
α]

Δl
og

 [S
 II

] 6
71

7/
31

Δl
og

 σ
 H
α

Δl
og

 S
FR

Δl
og

 [O
 II

I]/
[O

 II
]

Δl
og

 M
⋆

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

R
el

at
iv

e 
Im

po
rta

nc
e

Train sample : 85090 gals
Test sample : 41910 gals

Train RMSE = 0.038
Test RMSE = 0.039

RF Regression - [N II]-BPT

−0.2 −0.1 0.0 0.1 0.2
Observed [Distance]

−0.2

−0.1

0.0

0.1

0.2

Pr
ed

ic
te

d 
[D

is
ta

nc
e]

σ=0.039

μ=-0.000

−0.2 0.0 0.2
Prediction Error

−1 0
log ([N II]/Hα)

−1

0

1

lo
g 

([
O

 II
I]

/H
β)

All features

√Nfeatures

Figure 5. Results of the RF classification (upper panel) and regression (bottom panel) analysis, adopting the ‘multi-parameter’ set under study as listed in the
last column of Table 1. The y-axis reports the relative importance of each of the parameters labelled on the x-axis (with error bars derived from the standard
deviation of 30 independent runs). Colour-filled bars refer to the RF analysis conducted allowing ‘all features’ to be considered at each node of the trees, whereas
empty, hatched bars refer to the case where only the square root of the number of features are picked up at each splitting node. The former fully disentangles the
inter-dependencies between the various parameters, providing the best possible combination of features to use in concert to maximise the performances of the
RF, whereas in the latter a relatively higher importance is retained also by parameters which are (to some extent) correlated with the best ranked ones, being
valuable alternatives in case these are not available. In both cases, Δlog([N ii]/[S ii]), tracing relative variations in the N/O abundance compared to the median
SF locus, is robustly identified as the most predictive parameter in either classification and regression tasks. A (small) residual, complementary importance is
retained by DN(4000) and EW(Hα).
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closely connected to Δlog([N ii]/[S ii]), which can thus perform as
good substitutes of such parameter, increases to a level that matches
that of the second and third parameters in the ranking.

Summarising, from the joint ANN and RF analysis presented
in the previous sections, we can robustly claim that deviations in
the N/O abundance (traced in this case by Δlog([N ii]/[S ii])) with
respect to the average of galaxies along the SF locus are the main
drivers of the deviation of star forming galaxies from their median
loci in the [N ii]-BPT diagram, once the offset is considered ortho-
gonal at any point to the best-fit line. This result is further confirmed
in case Δlog([N ii]/[O ii]) is included (in place of Δlog([N ii]/[S ii]))
in the RF analysis, although in that case the relative importance
of the other parameters is impacted. In fact, we stress again here
that because the RF disentangles the relative importance of a set
of features used in conjunction with each other, changing even one
parameter only within the set can have an impact on the relative
importance retained by all of the remaining variables too. For more
details, we refer to Appendix A and to the discussion of section 4.5.

4.4 Does the relative parameter importance change across
the diagram ?

In the previous sections, we have analysed the connection between
the scatter of galaxies in the [N ii]-BPT and different physical para-
meters, and found Δlog([N ii]/[S ii]) as the most predictive para-
meter of both the direction (classification task) and amplitude (re-
gression task) of the offset vector from the best-fit curve of the SF
sequence. However, the distribution of star-forming galaxies in the
diagram is not homogeneous, with the highest density of galaxies
concentrated in the high-metallicity, bottom-right region, where the
offset vector is primarily directed along [N ii]_6584/Hα. As shown
already in Fig. 3 in fact, the relative strength of the two compon-
ents of an orthogonal ‘offset vector’ changes as we move along the
sequence of star-forming galaxies in the diagram. This effect can
be parametrised in terms of the arctangent of the angle (positive
counterclockwise) formed by the ‘offset vector’ with the x-axis, and
indicated with \ in equation 6: moving from the bottom-right to
the upper-left region of the sequence \ increases, and so it does the
relative strength of the offset along [O iii]_5007/Hβ compared to
that along [N ii]_6584/Hα. Therefore, it is worth asking if either the
individual absolute performance and/or the relative importance of
the various parameters involved in the ML analysis changes, as a
function of the location considered along the star-forming sequence.

For this reason, in this Section we repeat the analysis presented
in Section 4.2 and 4.3 by splitting the [N ii]-BPT diagram in four
sectors, defined on the basis of the different inclinations of the
offset vector with respect to the horizontal axis, i.e., of different
intervals spanned by the \ angle. The choice of the number and
‘width’ of these sectors is empirical, and driven by the aim, on the
one hand, to obtain a segregation of the diagram as homogeneous as
possible (i.e., to avoid having sectors spanning too different ranges
in \), while on the other, to have a minimum reasonable number
of galaxies within each sector in order to perform a meaningful
statistical analysis.

The partition of the [N ii]-BPTdiagram in four sectors is graph-
ically represented in Fig. 6. Because of the (even very) different
numbers of galaxies within each sector (with the bottom-right ones,
i.e. at low < \ > values, being much more populated than the oth-
ers), the input values for the hyper-parameters of both ANN and
RF models are tuned to adapt to the varying sampling, especially in
the upper-left sector <\ ∼ 45°> where the total number of sources
falls below 10, 000. For instance, for the ANN analysis of individual
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Figure 6.The distribution of star-forming galaxies in the [N ii]-BPT diagram
is divided in four sectors, defined by different intervals in the <\> angle
as formed by the ‘offset vector’ of each galaxy with the horizontal axis. In
this way, we aim to study whether and how the results from the ML analysis
presented in Section 4.2 and 4.3 vary as a function of the position of galaxies
along the SF sequence.

parameters in such sector, the sample is more unevenly split (80-20
per-cent) in training and test galaxies, in order to feed the model
with a sufficiently large number of galaxies for training, the batch
size of the stochastic gradient descent algorithm is set to one-third
of the training sample size, and the model is trained for 300 Epochs
instead of 100. For the ‘multi-parameter’ run instead, the batch size
is fixed to 8. We have tested that tweaking the hyper-parameters
of the network in this way allows us to maintain a reasonable bal-
ance between performances and overfitting, the latter becoming of
increasing concern especially in small datasets.

The results of the ANN analysis for the four different sectors
are reported and compared in the upper panels of Fig. 7, where
the classification Accuracy and the IoR in regression are plotted, for
both individual features and the ‘multi-parameter’ run, as a function
of the average < \ > of each of the regions in which the diagram
has been divided into. In each sector and for each parameters set, 30
independent ANN runs are performed and the average performances
are evaluated.

As a first remarkable result, we find the performances of the
network to be quite stable across the entire diagram, scoring & 90
per-cent accuracy in classification and & 40 per-cent IoR in re-
gression in all sectors. In terms of performances of the individual
parameters, those associated to the chemo-dynamical state of the
galaxy (M★, N/O, 𝜎H𝛼) score the largest accuracy and IoR in the
first three sectors, whereas the performances of parameters associ-
ated with star formation and ionisation conditions (like [O iii]/[O ii],
SFR, EW[Hα]) increases as moving towards the upper-left part of
the diagram, becoming almost dominant in the top-left sector. Non-
etheless, Δlog([N ii]/[S ii]) maintains a stable level of performance
across the entire diagram, scoring the highest accuracy and IoR
everywhere, whereas overall very weak dependency exists, for in-
stance, between the scatter of galaxies in the [N ii]-BPT and vari-
ations in electron density (traced by Δ[S ii]_6717/31) in all sectors
but the first one, where this parameter matches the individual per-
formances of M★ and 𝜎H𝛼.

The Random Forest analysis of the four independent sectors
is reported instead in the bottom panels of Fig. 7, where the re-
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Figure 7. Upper panels: Results for the ANN classification (left) and regression (right) analysis for each of the four sectors in which the [N ii]-BPT diagram
has been divided (see Fig. 6). The different tracks follow the accuracy and IoR as a function of the average angle < \ > of the ‘offset vector’ in each region,
and for each of the parameters of interest (colour-coded as in the legend). When trained with the ‘multi-parameter’ set, the network achieves excellent accuracy
and IoR across the entire diagram, with Δlog([N ii]/[S ii]) achieving the best individual performance in all sector. Bottom panels: Same as the upper panels, but
for the RF analysis. The relative importance of the various features is now reported on the y-axis and plotted as a function of the average < \ > of each sector:
straight lines are representative of the RF analysis with all features allowed at each node, whereas dashed lines are for the

√
Nfeatures case. For both regression

and classification problems, Δlog([N ii]/[S ii]) is found as the most relevant parameter across the entire diagram.

lative importance of the various features is plotted as a function
of the average <\> spanned by each region. Deviations in the N/O
abundance (traced by Δlog([N ii]/[S ii])) are by far the most relevant
quantity to consider (for both the classification and the regression
tasks) throughout all the sectors of the diagram, especially when all
features are considered at each node (solid lines), and hence the RF
truly exposes the parameter which is intrinsically most connected
to the target label. Interestingly, variations in EW(Hα) (i.e., in the
sSFR) gain a significant ∼ 20% relative importance in the central
sectors. In case only

√
𝑁features are considered at each splitting-node

instead (dashed lines), stellar mass, 𝜎H𝛼 and density are found as
the most useful alternative parameters to Δlog([N ii]/[S ii])in the
first sector, while EW[Hα], SFR and especially Δlog([O iii]/[O ii])
overcome them in the two uppermost regions.

4.5 Discussion

The analysis presented in the previous sections unambiguously sug-
gests that relative variations in the nitrogen-over-oxygen abund-
ance are the primary physical driver of the deviation from the
median locus of star-forming galaxies in the [N ii]-BPT. In fact,
Δlog([N ii]/[S ii])(or, equivalently, Δlog([N ii]/[O ii])) is robustly
identified as themost predictive (individual) parameter and themost
relevant feature (among the ‘multi-parameter’ set) in both classi-
fication and regression tasks, for either the global analysis of the
sample and within separated regions across the diagram, regardless
of the average inclination of the offset vector (and thus, regardless

of the strength of its two components along [N ii]_6584/Hα and
[O iii]_5007/Hβ).

If we recall the tight, monotonic dependence of the position of
galaxies along the SF sequence in the diagram with metallicity (as
outlined in Section 3.1), we can interpret our global results of Fig.4
and 5 as a manifestation of the existence of an O/H vs N/O relation
for SDSS star-forming galaxies, whose intrinsic scatter is reflec-
ted and, to some extent, translated into the observed distribution
of emission line ratios within the [N ii]-BPT. A tight relationship
betweenO/H andN/O abundances is indeed observed in bothHII re-
gions and local galaxies, especially at M★ & 109.5M� (Vila Costas
& Edmunds 1993; van Zee et al. 1998; Pérez-Montero & Con-
tini 2009; Pilyugin et al. 2012; Andrews & Martini 2013; Hayden-
Pawson et al. 2021), and it is set by the predominant nucleosynthetic
origin of nitrogen from CNO burning of pre-existing stellar carbon
and oxygen in low- and intermediate-mass stars experiencing the
AGB phase (i.e., the ‘secondary’ nitrogen production mechanism,
Kobayashi et al. 2011; Ventura et al. 2013; Vincenzo et al. 2016); al-
ternatively, Vincenzo & Kobayashi (2018) reproduced the observed
N/O–O/H relation introducing failed supernovae (SNe) in massive
stars within their cosmological simulations. Recently, such rela-
tionship between O/H and N/O has been suggested as even tighter
than the one between M★ and N/O (Hayden-Pawson et al. 2021),
in contrast to what claimed by previous studies (e.g., Andrews &
Martini 2013; Masters et al. 2016). In light of our results, this would
confirm that deviations in N/O at fixed O/H are more likely to be
related to the offset from the SF sequence in the [N ii]-BPT than
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Figure 8. The relationship between N/O and O/H for local SDSS star-
forming galaxies is colour-coded by the magnitude D of the offset vector
from the SF sequence of the [N ii]-BPTdiagram. A clear segregation in D is
seen in N/O, at fixed metallicity.

relative variations in M★, although the two are clearly physically
correlated. The connection between the two diagrams is also read-
ily evident if we look at the distribution of our galaxy sample in
the N/O vs O/H diagram, as shown in Fig. 8; here, each hexagonal
bin is colour-coded by the average distance D of galaxies from the
best-fit line of the [N ii]-BPT, almost perfectly tracing the scatter
around the median N/O vs O/H relation.

In general, and especially for galaxies located in the bottom-
right, high-metallicity region of the diagram (the majority of the
sample, with ∼ 70 per-cent of them characterised by \ < 22°), vari-
ations in N/O are associated to galaxies of different stellar masses
and can be interpreted as age-related effects: galaxies with higher
M★, in fact, are more chemically mature than their lower mass coun-
terparts (i.e., those located along iso-O/H lines and with negative D
values), in the sense that they had more time to enrich the ISM with
nitrogen produced by low- and intermediate-mass stars on longer
timescales. Hence, to a positive Δlog(M★) corresponds a positive
Δlog(N/O) (and viceversa, with relatively lower mass galaxies at
fixed O/H which still have nitrogen partly locked in stars), produ-
cing the offset in the [N ii]-BPT. Indeed, Δlog(M★) here acts as a
good proxy for Δlog([N ii]/[S ii]) in the ML analysis, reaching high
scores in the ANN runs whilst scoring almost zero importance in the
RF, but subtracting nonetheless∼ 10 per-cent of relative importance
from Δlog([N ii]/[S ii]) in the

√︁
Nfeatures case.

Furthermore, a small but significant (∼13 per-cent) of the
global feature importance belong to Δlog( DN(4000)) (∼8 per-cent)
andΔlog(EW(Hα)) (another∼5 per-cent).We interpret this as an ad-
ditional contribution to the offset which is still associated to galaxy
ageing, but that it is complementary to the information already
provided by Δlog([N ii]/[S ii]). In particular, we associate it to a
differential impact of older stellar populations (e.g., hot, post-AGB
stars, which dominate ionising photon production after ∼ 0.1Gyr),
boosting intermediate- and low-ionisation emission lines from a
more diffuse ionised gas (DIG) and setting the relative distance of
these galaxies from the ‘composite’ and ‘LI(N)ER’ area of the dia-
gnostic diagram (e.g., Zhang et al. 2017; Byler et al. 2019). Such
an effect is accounted for in particular by Δlog( DN(4000)) in the
‘first’ sector of the [N ii]-BPT, whereas it is more prominently seen
in Δlog(EW(Hα)) in the ‘central’ ones: in both cases, galaxies off-
set above the sequence are characterised by signatures of relatively

older stellar populations (higher DN(4000) and lower EW(H𝛼))
compared to on-sequence galaxies, and viceversa (see Fig. 2).

Moving upwards along the SF sequence, parameters related to
star formation and ionisation state of the gas score progressively
higher accuracies in the ANN, although variations in N/O are still
identified as the primary driver of the scatter, with ∼ 92 per-cent of
relative importance scored in the RF. Althoughwe acknowledge that
the small number of galaxies in this sector (< 10, 000) might impact
the ability of the RF of correctly retrieving the exact relative im-
portance of each of the parameters, nonetheless the overwhelming
success of Δlog([N ii]/[S ii]) in a region where the offset vector has
a strong component also along [O iii]_5007/Hβ prompts us some re-
flections. In particular, one alternative interpretation involve break-
ing our initial assumption that the offset occur along iso-metallicity
lines (i.e., at fixed O/H): as can be seen in Fig. 2 in fact, variations
in metallicity across the SF sequence, although very mild (i.e., of
the order of < 0.05 dex in Δ log(O/H)), are present in such region
of the diagram, and are opposite to variations in N/O. Therefore,
the connection between the offset from the median sequence and
relative variations in N/O here could just, at least partially, reflect
metallicity variations. A decrement in metallicity coupled with an
increase in N/O could be explained, in fact, by invoking the pres-
ence of differential outflows (i.e., preferentially removing oxygen
from the ISM) from relatively younger, low metallicity galaxies
with prominent star-formation (e.g., Vincenzo et al. 2016; Mag-
rini et al. 2018). Interestingly then, in the

√︁
Nfeatures realisation of

the random forest large part of the Δlog([N ii]/[S ii]) importance is
taken by both Δlog([O iii]/[O ii])and Δlog(SFR). The former vari-
able traces the ionisation parameter, which has a strong dependence
on the stellar metallicity (hence, indirectly on the gas abundances),
whereas the latter could be tracing indeed the differential impact of
star-formation driven outflows in this galaxy population. Moreover,
the [O iii]_5007/[O ii]_3727, 29 ratio itself is known to have an in-
trinsic, although secondary, dependence on metallicity too (Kewley
&Dopita 2002). Further analysis based on large samples of galaxies
with independent and ‘direct’ metallicity estimates in such region
of the [N ii]-BPTcould certainly help to either confirm or deny such
interpretation.

Finally, we note that variations in 𝜎H𝛼, although perform-
ing overall well in the ANN analysis, picks basically no relat-
ive feature importance at all in the RF anywhere across the dia-
gram. Its performance, indeed, closely follows the trend seen for
M★, and this suggests that any information carried by 𝜎H𝛼, likely
tracing the dynamical mass of the system (Green et al. 2014;
Krumholz et al. 2018), is already embedded into the M★parameter
(and/or other parameters, like SFR, Yu et al. 2019; Varidel et al.
2020) within the population of star-forming galaxies. However,
we also note that, if Δlog([N ii]/[O ii]) is adopted instead of
Δlog([N ii]/[S ii]) to trace variations in N/O abundance, then 𝜎H𝛼
retains a non negligible amount of (complementary) relative im-
portance in the RF analysis. We interpret this as a signature
of a dependence of [N ii]_6584/[S ii]_6717, 31 on 𝜎H𝛼, at fixed
[N ii]_6584/[O ii]_3727, 29; these results are presented more in de-
tail in Appendix A. As a final remark, we also note that the relatively
small dynamical range of 𝜎H𝛼 across the star-forming galaxy pop-
ulations (whose gas emission lines originates from kinematically
‘cold’ HII regions with typical velocity dispersions of ∼ 30km
s−1), coupled with the intrinsic spectral resolution of the SDSS-II
spectrograph of ∼ 70km s−1, also make any inference based on
central 𝜎H𝛼 measurement more challenging to physically interpret.
Exploiting the improved calibration of the instrumental response
for the MaNGA spectrograph (Law et al. 2021a), together with the
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information provided on spatially resolved scales, in a forthcoming
paper we aim at revisiting the significance of our ML results on gas
velocity dispersion measurements in star-forming galaxies.

5 THE [S ii]-BPT DIAGRAM

5.1 Parameters and metrics

We now shift our focus on the [S ii]-BPT diagram, for which we
perform an analysis similar to that previously described for the
[N ii]-BPT. Compared to the [N ii]-BPT, in the [S ii]-BPT two sep-
arate branches can be seen departing from the star-forming galaxy
abundance sequence, one connected to the Seyfert region, while
the other one connected to the region where LI(N)ERs are located.
Moreover, the distribution of star-forming galaxies in the diagram
appears less tight than in the [N ii]-BPT, with a larger scatter, espe-
cially in the [S ii]__6717, 31/Hα line ratio at fixed [O iii]_5007/Hβ.
It can be also be seen, for instance, that galaxies which are located on
(or very close to) the best-fit line in the [N ii]-BPT, i.e. which have
by construction D∼ 0 according to equation 5, are instead more
scattered across the best-fit line of the SF sequence in the [S ii]-
BPT (with a standard deviation of 0.07 dex in [S ii]__6717, 31/Hα
at fixed [O iii]_5007/Hβ). This simple observation already suggests
that the scatter in this diagram might be primarily associated with
different physical mechanisms than in the [N ii]-BPT.

The distribution of our set of parameters among the star-
forming galaxy population within the [S ii]-BPT diagram is
shown in Fig. 9. Compared to what seen for the [N ii]-BPT in
Fig. 1, there are a few remarkable differences. Firstly, the best-
fit line of the SF sequence is not monotonic, but it is double-
valued in [S ii]__6717, 31/Hα, presenting two distinct branches
at high and low [O iii]_5007/Hβ, with a turnover point around
log([O iii]_5007/Hβ) = 0. We perform a fit to the median
[O iii]_5007/Hβ values in small bins of [S ii]__6717, 31/Hα and
provide a fourth-order polynomial representation of the best-fit line
of the SF sequence in this diagram, as expressed by the following:

log( [S ii]/𝐻𝛼) =
4∑︁

𝑛=0
𝑝𝑛 · log( [O iiii]/𝐻𝛽)𝑛 (8)

where the coefficients p𝑛 are = [-0.20545, -0.41137, -0.58826, -
0.06523, -0.44463] (from 0-th to 4-th order, respectively).

In terms of galaxy properties (and similar to the [N ii]-BPT)
the [S ii]-BPT diagram is characterised by a strong sequence in
metallicity and ionisation parameter, which can be both clearly
visualised in Fig. 9 and quantified by a ∇‖ statistics equal to 0.31𝜎;
moreover, we note that, once again, lines of constant metallicity
are almost perfectly orthogonal to the best-fit curve everywhere
along the sequence. Interestingly, lines of constant star formation
rate are almost parallel to the best-fit line of the SF sequence across
the entire diagram, whereas significant variations are seen to occur
when crossing the line. This suggests a potential strong correlation
between the offset from the SF locus and the SFR, which can be
also visualised in Fig. 10 (and quantified by a Δ⊥ = 1.25𝜎), where,
in a similar fashion as for Fig. 2, we plot the logarithmic deviation
in each parameter from the average value measured on the closest
point along the best-fit line of the sequence (we refer to Section 3.2
for details about how the Δlog(p) metric is computed). In Table 2,
we summarise properties and statistics associated to each of the
parameters of interest for the [S ii]-BPT.

5.2 Machine Learning Analysis

For the the machine learning analysis, we replicate the framework
described in Section 4, with just a few differences as described be-
low. In particular, the set of parameters included in the ML analysis
for the [S ii]-BPT is detailed in Table 2. Similarly to the [N ii]-BPT
case, only a limited number of parameters is selected for the pur-
poses of assessing the performances of a multi-parameter set in
the RF, whereas all the parameters are evaluated in the individual
ANN runs, with the exception of metallicity, because its derivation
involves exactly the same line ratios of the BPT-axis. As already
noted however, the iso-metallicity lines appear orthogonal to the
best-fit curve of the SF sequence everywhere across the diagram
(as clearly shown by Fig. 9). Therefore, the considerations made in
Section 4 for the [N ii]-BPT remain valid for the [S ii]-BPT as well,
and removing metallicity from the ML analysis is not expected to
bias the final results significantly, as any contribution to an ortho-
gonal offset from variations in log(O/H) can be assumed, in this
framework, negligible a priori.

We further note instead that, in contrast towhatwas done for the
[N ii]-BPT, here we select the more ‘direct’ N/O abundance tracer
given by the [N ii]/[O ii] ratio: in this way, not only do we rely on a
more physically motivated tracer for N/O, but any trivial correlation
between the [S ii]/Hα-axis and [N ii]/[S ii] is also removed. The other
parameters are selected according to the same criteria outlined in
Section 4 for the [N ii]-BPT.

Finally, the distance D and angle \ metrics for the [S ii]-BPT
are computed in the same way as in equations 5 and 6, as illustrated
in Fig. 11. Here we note that, because of the double-branched nature
of the SF sequence and the orthogonality of the offset vector, the \
angle can assume also negative values.

5.2.1 Neural Networks

The results of the ANN classification analysis are presented in
Fig. 12. As done previously, only galaxies with |D|>0.025 are in-
cluded in the classification analysis, to reduce the noise introduced
by the potential misclassification of sources located extremely close
to the best-fit line of the SF sequence. However, we note that includ-
ing all galaxies slightly reduces the performances of the network,
but does not impact at all the ranking of the parameters nor affect
the interpretation of the results.

Overall, the network achieves a∼ 87% accuracy (∼ 94%AUC)
in the binary classification task when fed with the ‘multi-parameter’
set, only slightly worse than the performance achieved in the [N ii]-
BPT. In terms of individual parameters, the distribution of feature
performances is quite different from that found for the [N ii]-BPT:
here, in fact, Δlog(SFR) is the most predictive variable, followed
by deviations in stellar mass, whereas the most predictive feature
in the [N ii]-BPT (i.e., relative variations in N/O, here traced by
Δlog([N ii]/[O ii])) scores an accuracy of only ∼ 63% in galaxy
classification.

Moving to the regression problem, i.e. trying to reproduce the
minimum distance D of each point from the best-fit line of the star-
forming sequence, the network achieves an overall RMSE of 0.045
and a ∼ 37% IoR on the test sample in the ‘multi-parameter’ run,
with the comparison between the predicted and the observed target
Distance shown in the inset, upper-right panel of Fig. 12. Again,
relative variations in star-formation rate score the best perform-
ance among the individual parameter runs, followed by ΔM★ and
Δlog([O iii]/[O ii]). In general, the ranking of individual parameters
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Figure 9. This figure is organised as in Fig. 1, but for the [S ii]-BPT diagram.

Parameter Physical property ∇‖ 𝜑 Δ⊥ Multi-parameter

log(M★[M�]) Stellar mass 0.21𝜎 −23.0° 0.41𝜎 3

log(SFR[M� yr−1]) Star formation rate 0.24𝜎 153.5° 1.25𝜎 3

log(sSFR[yr−1]) Specific SFR 0.28𝜎 145.4° 0.35𝜎 7

EW(H𝛼)[] Specific SFR 0.3𝜎 149.9° 0.27𝜎 3

H𝛼/H𝛽 Dust extinction 0.02𝜎 −76.5° 0.42𝜎 7

DN(4000) Age of stellar populations 0.12𝜎 −5.2° 0.15𝜎 3

𝜎𝐻𝛼 [km/s] Gas velocity dispersion 0.002𝜎 78.9° 1.19𝜎 3

[S ii]_6717/6731 Gas density 0.11𝜎 −82.8° 0.52𝜎 3

12 + log(O/H) Oxygen abundance 0.31𝜎 −70.1° 0.01𝜎 7

log([N ii] _6584/[O ii] __3727, 29) N/O abundance 0.19𝜎 −61.6° 0.15𝜎 3

log([N ii] _6584/[S ii] __6717, 31) N/O abundance 0.17𝜎 214.5° 0.47𝜎 7

log([O iii] _5007/[O ii] __3727, 29) Ionisation parameter (U) 0.31𝜎 129.2° 0.09𝜎 3

Table 2. List of parameters considered in the analysis of the [S ii]-BPT diagram. The statistics defined in Section 3, and the list of parameters included in the
‘multi-parameter’ analysis, are also reported.

in the regression task is fully consistent to what was found when
solving the classification problem.

5.2.2 Random Forest

The random forest analysis on the [S ii]-BPT diagram is presented
in Fig. 13, for classification (left-hand panel) and regression (right-
hand panel). Deviations in SFR clearly rank as the most import-
ant parameter in classifying galaxies within the diagram, whereas
Δlog([O iii]/[O ii]) is ranked as the second most important variable
to be used in conjunction with Δlog(SFR). Because of the way

the RF computes the relative importance of the parameters (fully
accounting for their mutual correlations), once again the relative
importance of some variables appears here suppressed compared
to their absolute performance shown in Fig. 12, demonstrating that
part (or all) of their individual predictive power followed purely
from correlation with other parameters. In the regression task, the
RF achieves similar accuracy as the ANN, and the ranking of rel-
ative importance closely follows that of the classification task, with
Δ(SFR) and Δlog([O iii]/[O ii]) dominating over the other variables.

When the RF is forced to randomly select only (
√
𝑁features) fea-

tures at each fork, deviations in M★, EW[Hα] and 𝜎H𝛼 retain part
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Figure 10. This figure is organised as in Fig. 2, but for the [S ii]-BPT diagram.
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Figure 11. This figure is organised as in Fig. 3, but for the [S ii]-BPT diagram.

of the residual importance at the expenses of the two main paramet-
ers (as shown by the empty, hatched bars in Fig. 13). Nonetheless,
Δlog(SFR) is still strongly identified as the most predictive para-
meter in the set. Whether such a trend is maintained along the full
SF sequence is the subject of the analysis of the following section.

5.2.3 [S ii]-BPT sectors

In a similar fashion to what was done for the [N ii]-BPT, we here
divide the [S ii]-BPT into four sectors, in order to assess how the pre-
dictivity and relative importance of each parameter changes when
considering galaxies in different specific regions across the diagram,
parametrised by the inclination of the offset-vector with respect to
the horizontal axis. The results are shown in Fig. 15 for ANN (up-
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Figure 12. Results of the ANN classification (left-hand panel) and regression (right-hand panel) analysis on star-forming galaxies in the [S ii]-BPT diagram.
The panels are structured as in Fig. 4. Overall, the network achieves an ∼ 87% accuracy in classification and a ∼ 37% IoR in regression when trained with the
‘multi-parameter’ set. For both problems, Δlog(SFR) (i.e., relative variation in the star-formation rate) is the parameter that individually performs best.
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Figure 13. Results of the RF classification (left-hand panel) and regression (right-hand panel) analysis on star-forming galaxies in the [S ii]-BPT diagram. The
panels are structured as in Fig. 5. Δlog(SFR) is, by far, the most relevant parameter for predicting the offset from the best-fit of the median SF sequence in the
[S ii]-BPT diagram, and combined with Δlog([O iii]/[O ii]) account for more than 90% of the total predictive power of the RF. When the trees are randomised
in the selection of

√
𝑁features features at each fork, deviations in M★, EW[Hα] and 𝜎H𝛼are the parameters retaining the larger part of the residual importance.

per panels) and RF (bottom panels) respectively, where we compare
the performance and relative importance of each parameter in the
classification (left panels) and regression (right panels) tasks as a
function of <\>, the median angle (positive counterclockwise from
the horizontal axis) formed by the offset vectors of galaxies per-
taining to a given sector. Overall, the ‘multi-parameter’ run in the
ANN maintains a constant performance level in both tasks across
the entire diagram, with an accuracy close to 90 per cent in classi-
fication and an IoR & 40% in regression. The ranking of individual
parameters is also roughly constant with increasing <\>, although
ΔEW(Hα) does see the sharpest increases in the central regions
whilst declining, similar to ΔSFR and Δlog([O iii]/[O ii]), in the last
sector. In contrast, deviations in N/O abundance (here traced by
[N ii]/[O ii]) see a steady but constant increase of its performance
moving from the ‘bottom‘ to the ‘top‘ region of the diagram. The de-
pendence of the scatter on relative variations in gas density (traced
by the [S ii] doublet) remains instead almost negligible across the
entire diagram.

For what concerns the RF analysis, we see that in the bottom
part of the diagram (i.e., low values of <\>) deviations in stellar
mass and ionisation parameter dominate the relative contribution to
the RF predictivity, while parameters associated with star formation
like SFR and EW(H𝛼) gain more importance in the central regions
(intermediate <\> values), where the offset occurs preferentially
along [S ii]__6717, 31/Hα. Interestingly, in the last sector (i.e., the
one including galaxies lying at the top-left of the sequence) the
scatter is dominated by deviations in N/O, which hold ∼ 80% of
the total information, whereas the other parameters are strongly
suppressed.

5.3 Discussion

Overall, both ANN and RF analysis suggest that the scatter in the
[S ii]-BPT diagram is primarily sensitive to parameters associated
to recent star formation activity in galaxies. Assuming that the off-
set occurs at fixed metallicity (following Fig. 9 and 10 and the
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Figure 14. The four sectors in which we divide the [S ii]-BPT in order to
assess the variation of parameter performances as a function of the position
of galaxies along the sequence.

considerations of Section 3.2), one possible explanation involves
the size of HII regions and the relative fraction occupied by the
S+ ions in galaxies with different levels of star formation. HII re-
gions are in fact stratified, with higher ionization species like S++
much more common closer to the ionizing source while lower ion-
ization species like S+ relatively more abundant in the outer parts
(see e.g., Levesque et al. 2010; Xiao et al. 2018; Mannucci et al.
2021). Since sulphur has a significantly lower ionisation potential
than both oxygen and nitrogen, the S+ zone is typically much more
extended than the O+ or N+ ones within the same HII region, and
this has an impact also on any line ratio between involving such
ions like [S ii]__6717, 31/Hα. It is possible then, that galaxies with
increased current star formation (compared to median galaxies on
the SF sequence) are characterised by a large number of nearby HII
regions which eventually merge, reducing the effective size of the
S+ zone (as also suggested by Masters et al. 2016). We note that,
because almost 60% of the total sample of star-forming galaxies are
characterised by an offset vector pointing between \ = −20° and
\ = 40° (hence directed predominantly along [S ii]__6717, 31/Hα),
this would likely explain why the contribution from variations in
SFR dominates the overall behaviour within the diagram as exposed
by the global ANN and RF results of Fig. 12 and 13. Interestingly,
the sharp rise of the importance of EW(Ha)(hence, sSFR) at the
expenses of SFR in the third sector provides us with additional
information on the status of these galaxies, which not only are char-
acterised by higher/lower levels of star-formation compared to ‘on-
sequence’ galaxies, but they are also forming stars at higher/lower
pace than in their past history.

The random forest analysis also suggests that coupling
Δlog(SFR) with variations in the ionisation parameter (traced by
Δlog([O iii]/[O ii]), which picks around 20 per-cent relative im-
portance, hence providing complementary information to that hold
by SFR only) maximises the predictivity of the algorithm. An in-
crease in U, in fact, could on the one hand provoke a suppression of
the [S ii]__6717, 31/Hα line ratio at fixed [O iii]_5007/Hβ, as the
abundance of doubly ionised sulphur increases at the expense of S+,
while on the other could boost the [O iii]_5007/Hβ ratio itself.

Interestingly, in the lowest part of the sequence, as probed by
the < \ >= −19° sector, variation in stellar mass is the most pre-
dictive quantity of the observed offset from the median sequence;

nonetheless, star-formation rate and U tracers still contribute sig-
nificantly to the total predictivity. This result is probably driven by
the presence of a group of high-mass galaxies located at around
log([O iii]_5007/Hβ)= −0.5, log([S ii]__6717, 31/Hα)= −0.75 (see
Fig. 9); these sources likely represent a sub-population of relatively
older, high-mass, chemically mature galaxies, whose central 𝜎H𝛼
(of the order of ∼ 80 − 100km/s) is more typical of bulge struc-
tures or other largely pressure-supported systems rather than thin
disk structures. In this sense, the large relative importance picked
by M★is likely driven by the information brought by 𝜎★ (which is
not represented in our parameter set), plus part of the importance
‘borrowed’ from SFR, with the relative importance of Δlog(SFR)
andΔlog(M★) indeed almost matching in the RF runwith

√︁
Nfeatures

allowed at each node.
Finally, in the uppermost region of the diagram theML analysis

identifies variations in N/O as the most informative parameter for
predicting the scatter in the [S ii]-BPT. Being the [S ii]-BPT free of
nitrogen lines however, any variation in the N/O abundance cannot
have a direct impact on the BPT-line ratios by itself, but should be
considered as a reflection of some other underlying physical effect.
As already discussed in Section 4.5, one possibility invoke to break
the initial assumption of offsets occurring along iso-metallicity lines
in this region of the diagram. If this is the case, the connection
between the offset from the median sequence and relative variations
in N/O in the [S ii]-BPT could just effectively trace metallicity
variations. However, in contrast to what is seen for the [N ii]-BPT,
these galaxies are observed to deviate in stellar mass, O/H and N/O
according to the standard mass-metallicity-N/O relation (i.e., to an
increase in M★ correspond an increase in both O/H and N/O, and
viceversa). Hence, this suggest that the high relative importance
kept by Δlog([N ii]/[O ii]) in this sector might just be the reflection
of the average relationship between these quantities.

6 SUMMARY AND CONCLUSIONS

In this paper, we have presented a novel approach to study the
distribution of galaxy properties in the BPT diagnostic diagrams,
attempting to link variations in such properties (via different obser-
vational tracers) to the variations in the line ratios space observed
within the diagrams, following a purely empirical, data-based ap-
proach. In particular, artificial neural networks (ANN) and random
forest (RF) of decision trees have been trained and tested over a
large sample of SDSS galaxies, in order to assess which physical
parameters are most connected with the observed offset of local star-
forming galaxies from their median sequence in both the [N ii]- and
[S ii]-BPT diagrams. Relative variations in a set of physical para-
meters (in the form of the Δ log(p) metric, equation 4) are linked
to the deviation from the sequence itself, with an offset assumed
orthogonal to the best-fit line of the sequence at any given point.

The performances of our set of parameters (individually and
as a whole), as well as their relative importance, are evaluated in
solving both a classification (i.e., predicting whether a galaxy is
offset above or below the median sequence) and a regression (i.e.,
predicting the exact magnitude of the offset) problem. The key
points of the paper are summarised below.

• The distribution of star-forming galaxies in both the [N ii] and
the [S ii]-BPT diagrams primarily traces a sequence in gas-phase
metallicity. A significant gradient in log(O/H) along the best-fit
curve of the SF sequence is in fact observed in both diagrams (∇‖
= 0.31𝜎), coupled with zero (or very mild) variations assessed
orthogonal to it (Δ⊥ ∼0, see also iso-contours of O/H in Fig. 1 and
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Figure 15. Same as in Fig. 7, for the four sectors the [S ii]-BPT diagram has been divided into. The accuracy of the ANN is stable across the entire diagram
in both classification (∼ 90%) and regression (& 40% IoR). Parameters connected with star formation (Δlog(SFR), Δlog(EW[Hα])) dominates the relative
contribution to the observed scatter in the central regions, where the offset vector is mainly directed along the [S ii]/Hα-axis (i.e., low <\> values), whereas at
the edges of the SF sequence, parameters related to the chemodynamical properties of galaxies (e.g., Δlog(M★), Δlog([N ii]/[O ii])) increase their impact on
the predicted offset.

9). Hence, in our framework we assume the gas-phase metallicity
to be the main parameter that set the position of galaxies along the
SF sequence, whereas contributions from relative variations in O/H
are not considered to significantly impact the deviations from it, as
described by a purely orthogonal ‘offset vector’.

• When trained with multiple parameters, the ANN is cap-
able of classifying whether a galaxy is offset above or below the
best-fit of the median SF sequence with > 90 per cent accuracy
(AUC= 0.96) in the [N ii]-BPT, and to predict the magnitude of
the offset from the sequence itself with a RMSE= 0.038 on the
test sample. Among individual parameters, Δlog([N ii]/[S ii]) and
Δlog([N ii]/[O ii]) (tracing relative variations in the N/O abundance
compared to ‘on-sequence’ galaxies) are robustly assessed as the
most accurate features in both classification and regression tasks for
the [N ii]-BPTdiagram (Fig. 4).

• From the RF analysis, we find that Δlog([N ii]/[S ii]) is, by far,
the most relevant parameter for predicting the offset from the SF
locus in the [N ii]-BPT, gathering more than 80% of the total im-
portance among the whole ‘multi-parameter’ set (Fig. 5). Therefore,
any offset from the median sequence of star-forming galaxies in this
diagram is primarily associated to relative variations in their N/O
abundance.

• The impact of the individual parameters on the offset of galax-
ies from the best-fit curve of the SF median loci in the [N ii]-BPT
changes as a function of the position along the sequence. In the
bottom-right region of the diagram, the offset-vector is almost ho-
rizontal, and the deviation from the SF sequence is nicely predicted
by properties related to the chemo-dynamical evolution of galaxies
(e.g., Δlog([N ii]/[S ii]), Δ𝜎H𝛼 and ΔM★), whereas moving along

the SF locus, parameters associated to ongoing star-formation in
galaxies (e.g., ΔSFR, Δlog([O iii]/[O ii]), ΔEW[Hα]) increase their
predictivity (Fig. 7, upper panels). Nonetheless, Δlog([N ii]/[S ii])
remains the most relevant parameter of the set for predicting the off-
set from the SF sequence throughout the entire diagram, regardless
of the relative amplitude of the components of the offset vector.

• If we assume the offset to occur at fixed metallicity, these res-
ults can be interpreted as amanifestation of the relationship between
N/O and O/H (mainly driven by the ‘secondary’ nucleosynthetic
production of nitrogen in high mass galaxies), whose median beha-
viour and scatter is to a large extent reflected in the distribution of
galaxies within the [N ii]-BPT (Fig. 8). When only

√︁
Nfeatures are

considered at each fork of the RF, feature importance is partially
shifted from the most important variable (i.e., Δlog([N ii]/[S ii])) to
variables which are strongly correlated with it, like M★, which acts
then as a good proxy for N/O.

• Parameters associated with the age of the stellar populations
(DN(4000)) and specific star formation rate (EW(Hα)) provide com-
plementary information, which is required to maximise the pre-
dictivity of the RF (Fig. 5). These are likely associated with the
differential contribution of older stellar populations (e.g., hot, post-
AGB stars), which impact the strength of intermediate- and low-
ionisation emission lines originating from the warm, diffuse ionised
gas outside HII regions.

• In the [S ii]-BPT diagram, the overall scatter of galaxies
around the best-fit SF sequence is primarily associated with re-
lative variations in SFR (Fig. 12). Among the other parameters,
Δlog([O iii]/[O ii])(i.e., variations in the ionisation parameter) re-
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tain the most complementary information to ΔSFR that maximises
the accuracy of both classification and regression tasks (Fig. 13).

• In particular, parameters associated with recent star formation
(Δlog(SFR)and Δlog(EW[Hα])) dominate the relative contribution
to the offset in the central part of the diagram, where the majority of
galaxies reside (and where the orthogonal offset vector is primarily
directed along [S ii]__6717, 31/Hα). We primarily interpret this in
terms of the relative change in the extension of the low-ionisation, S+
zone of HII regions within galaxies with different levels of ongoing
star formation. Further contribution from variations in U can either
impact the [O iii]_5007/Hβ ratio and affect the relative S++/S+ ionic
abundance.

• At the edges of the sequence, where the best-fit line of the SF
locus in the [S ii]-BPT diagram bends, parameters tracing chemo-
dynamical properties of galaxies (e.g., Δlog([N ii]/[S ii]), ΔM★)
increase their scores in the ANN, and gain a higher amount of
relative importance in the RF (Fig. 15). This is likely driven by
a sub-population of high-mass, bulge dominated galaxies in the
bottom-left region, whereas might partially trace residual metal-
licity variations, which are mainly accounted for by N/O, in the
upper-left part.

In conclusion, we have shown how the distribution of star-
forming galaxies in the BPT diagnostic diagrams can be well de-
scribed by a framework in which the offset from the median location
of sources along the SF sequence can be ascribed to relative vari-
ations in different physical conditions, once the position along the
sequence has been set by the knowledge of their gas-phase oxygen
abundance. Exploiting a variety of machine learning techniques, we
have robustly identified relative variations in the N/O abundance to
primarily govern the scatter in the [N ii]-BPT diagram, whereas re-
lative variations in parameters associated with star-formation are
most relevant to predict the behaviour of galaxies in the [S ii]-BPT
diagram. Such framework could be tested in the future on both dif-
ferent (and even multi-dimensional) diagnostic diagrams, as well as
on high redshift galaxy samples, to provide new and complementary
insights for photoionisation models about the evolution of physical
conditions in galaxies across cosmic time, as inferred from their
observed spectral properties.
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APPENDIX A: TESTS ON THE RANDOM FOREST

A1 Different sets of parameters

Throughout the paper, we have analysed the connection between
the deviation of star-forming galaxies from the median sequence
in the BPT diagrams and a number of physical quantities, traced
by rather direct or indirect spectro-phototmetric observables. As
discussed already in Section 2.1.2, some of these parameters can
be traced by means of different ratios of emission lines: for in-
stance, if we consider the SDSS galaxy sample at the basis of
this work, the ionisation parameter can be traced either by the
[O iii]_5007/[O ii]_3727, 29or the [Ne iii]/[O ii] ratio, whereas the
N/O abundance is traced by both [N ii]_6584/[S ii]_6717, 31and
[N ii]_6584/[O ii]_3727, 29(although the latter is a more ‘direct’
probe than the former). The selection of our fiducial set of paramet-
ers to be included in the ML analysis is discussed and motivated
in Section 4. However, in this appendix we want to test how much
the results and conclusions presented in the main body of the paper
are robust to the choice of a different set of parameters, either by
changing some of the originally chosen tracers and/or by removing
one or more variables. In particular, we assess which impact this
might have on the RF analysis in terms of the estimated relative
feature importance.

In first instance, we start by considering the

[N ii]_6584/[O ii]_3727, 29to trace N/O instead of
[N ii]_6584/[S ii]_6717, 31. As discussed in Section 4, in-
cluding [N ii]_6584/[S ii]_6717, 31in the fiducial RF ana-
lysis was required to avoid any trivial correlation between
[N ii]_6584/[O ii]_3727, 29and [O iii]_5007/[O ii]_3727, 29,
which would have provided biased relative importance for these
two features in the prediction of our target labels (which are based
on a combination of the [O iii]_5007/Hβand [N ii]_6584/Hαline
ratios). In order to include [N ii]_6584/[O ii]_3727, 29and maintain
at the same time the other parameters in the set independent, we
can follow two different approaches, i.e. i) change the ionisation
parameter tracer accordingly, from [O iii]_5007/[O ii]_3727, 29to
[Ne iii]/[O ii] or ii) remove [O iii]_5007/[O ii]_3727, 29at all
(hence, any variable related to the ionisation parameter) from the
analysis.

Although case i) might sound the most obvious and physic-
ally motivated choice, we note that, given the low signal-to-noise
of the [Ne iii]_3869 in many individual SDSS spectra, requiring
significant detections in such emission line inevitably impact the fi-
nal selected sample, introducing a bias which is directly correlated
with the position of galaxies in the BPT diagram itself (i.e., galaxies
would be preferentially removed from the bottom-right, metal-rich
region of the diagram). To mitigate this effect, for the purposes of
the present test we require only a 2.5𝜎 detection in the [Ne iii]_3869
emission line (on top of the S/N requirements outlined in Section 2),
which is enough to provide a & 3𝜎 significance in the [Ne iii]/[O ii]
ratio; this brings the final selected galaxy sample to 22, 840.

The output from the RF classification analysis for such data-
set are shown in the left panel of Fig. A1 (which replicates the
structure of Fig. 5): Δlog([N ii]/[O ii])is ranked as the most im-
portant parameter in the set, confirming the results obtained with
Δlog([N ii]/[S ii]), whereas [Ne iii]/[O ii] retains a similar level of
relative importance (in combination with Δlog([N ii]/[O ii])) as that
originally scored by Δlog([O iii]/[O ii])in Fig. 5.

In case ii), we decide instead to remove completely any tracer
associated to the ionisation parameter (whose importance is, as
we have seen, overall minimal when variations in N/O are already
accounted for) and perform the RF analysis on the original full
sample of galaxies by including [N ii]_6584/[O ii]_3727, 29as the
N/O tracer. We stress here again that any change in the compos-
ition of the set of parameters to be fed to the RF might affect
the overall distribution of relative importance among the differ-
ent quantities. Nonetheless, in this way we can not only assess
the performance of [N ii]_6584/[O ii]_3727, 29in the RF exploit-
ing our full statistical power, but also test to what extent removing
the other emission line-based parameter from the set would impact
its final score (i.e., whether a large part of the relative importance
of Δlog([N ii]/[O ii])is just driven by trivial correlations with other
parameters based on emission line ratios). The results of this second
test are shown, for the RF classification task, in the right panel of
Fig. A1. Again, Δlog([N ii]/[O ii])is assessed as the most relevant
parameter from the RF, whereas the small residual importance asso-
ciatedwith the ionisation parameter tracers is nowmostly accounted
for by 𝜎H𝛼and M★.

Both these tests confirms that relative variations in the N/O
abundance are most predictive for characterising the position of a
galaxy with respect to the median SF sequence in the [N ii]-BPT,
regardless of the choice of the N/O tracer and of the inclusion of
different emission lines-based features. For the sake of brevity,we do
not discuss the RF regression analysis here, which we have verified
to give fully comparable results for both case i) and ii) discussed
above.
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We just further briefly comment on the amount of relative im-
portance retained by𝜎H𝛼in theRF analysis,whenΔlog([N ii]/[O ii])
is adopted instead of Δlog([N ii]/[S ii]) to trace variations in N/O.
In fact, where [N ii]_6584/[O ii]_3727, 29 traces more directly
N/O by virtue of the closest ionisation potential of N+ and O+,
[N ii]_6584/[S ii]_6717, 31 presents further, secondary dependence
on different parameters on top of that on N/O. A partial correlation
analysis reveals, in fact, that a strong correlation exists between
[N ii]/[S ii] and SFR, M★ and 𝜎H𝛼, at fixed [N ii]/[O ii], with par-
tial Spearman ranks equal to 0.9583, 0.9178 and 0.9418, respect-
ively. It is plausible, then, that decoupling the N/O tracer from such
dependencies is reflected into the RF ‘seeing’ the relative import-
ance of these parameters, and in particular 𝜎H𝛼, increasing with
respect to the others. We also note in fact that central 𝜎H𝛼, tra-
cing predominantly the dynamical mass of galaxies, is one of the
parameters showing the strongest ’absolute’ variation across the SF
sequence compared to the variation along it (see Fig. 1 and 2), with
a ∇‖ = 0.002𝜎 and Δ⊥ = 0.74𝜎. Therefore, relative variations in
𝜎H𝛼are well connected to the deviations from the SF sequence in
the [N ii]-BPT, and this is now exposed also by the RF, whereas pre-
viously this information was already partially embedded in the use
ofΔlog([N ii]/[S ii]). The performance of𝜎H𝛼is likely driven by the
highest masses galaxies at the edge of the star-formation Kauffmann
et al. (2003b) diving line; indeed, the relative importance carried by
𝜎H𝛼 and M★ is almost equivalent in the

√
𝑁features case of the RF.

A2 Assessing trivial correlations between the target labels
and emission line-based parameters

One potentially critical point of the hereby presented analysis
concern the level of trivial correlation which exists between our
target label in the ML, which is based on a combination of
[O iii]_5007/Hβand [N ii]_6584/Hα, and some of the involved
parameters (in particular Δlog([N ii]/[S ii])and Δlog([O iii]/[O ii])),
which shares one of their emission lines with the target label it-
self (i.e, [N ii]_6584and [O iii]_5007, respectively). In this sec-
tion we aim to test if, and to what extent, the final outputs of
the ML algorithms (especially the success of Δlog([N ii]/[S ii])and
Δlog([N ii]/[O ii])) are just trivially recovered from the covariance
of target labels and emission lines-based parameters.

In order to perform this test, we keep the flux of the
[N ii]_6584emission line fixed for all galaxies in our sample, while
randomly shuffling the [S ii]_6717, 31line fluxes (which goes at the
denominator of both line ratios) among the full selected star-forming
galaxies. In such way, we create a ‘hybrid’ variable, which we refer
to as [N ii]/�[S ii], which share the emission line at the numerator
with the target label of the ML, but it does not retain any longer a
clear, physical interpretation as an N/O tracer. Therefore, if the pre-
dictivity of the fiducial Δlog([N ii]/[S ii])parameter resided only (or
mostly) in having the [N ii]_6584line flux in common with D, the
RF should still pick [N ii]/�[S ii] as the (or one of the) most relevant
variable among the full set of parameters; on the contrary, if the re-
lative importance of [N ii]/�[S ii] is strongly suppressed, that would
suggests that the information resides in the full line ratio (hence, in
the actual N/O abundance) rather than just being driven by trivial
mathematical covariance.

The results of the RF classification and regression analysis are
shown in the left and right panel of Fig. A2, respectively. In both
cases, the relative importance of [N ii]/�[S ii] appears strongly sup-
pressed (scoring less than 10 per-cent), both compared to its fiducial
value of Fig. 5 and to that of the other parameters in the set, whose

relative weights in the prediction of the target label are now instead
increased. Interestingly, we note that the overall performances of
the algorithm are clearly hampered, with a reduction in the AUC for
classification and in RMSE for regression of XX and YY per cent,
respectively, compared to the fiducial analysis presented in Sec-
tion 4.3. These two observations, if taken together, confirms that,
on the one hand, the relative importance of Δlog([N ii]/[S ii])does
not follow from trivial correlations with our target label as driven
by line fluxes in common (if not for less than 10 per-cent), whereas
on the other, that the overall performance of our parameters set
is significantly affected if we remove observables carrying direct
information about the N/O state of galaxies, because even the com-
bination of all the remaining parameters is not capable of providing
the same level of predictive power. This further corroborates the in-
terpretation of N/O (and its relative variations compared to median
behavior of galaxies) as the primary responsible for the observed
scatter in the [N ii]-BPT diagram.

APPENDIX B: PARTIAL CORRELATION ANALYSIS

In this appendix we present a rather different but complementary
approach to the analysis of the connection between the offset from
the SF sequence in the BPT diagrams and the set of physical para-
meters adopted in the paper, based on the evaluation of (partial)
correlation coefficients.

In Fig. B1 we represent the matrix of Spearman correlation
coefficients computed among the features in the ‘multi-parameter’
set (in their ‘Δlog’ form), and including the distance D from the
SF sequence too, for both the [N ii]-BPT(left panel) and [S ii]-
BPT(right panel). Each square in the matrix is colour-coded (on
a diverging ‘blue-to-red’ scheme) according to the value of Spear-
man correlation rank scored by the two parameters representing the
‘coordinates’ of that element in the matrix.In this way, it is readily
immediate to visualise the amount of correlation between all the in-
volved parameters, and between each parameter and our target label:
Δlog([N ii]/[S ii])is the quantity scoring the highest correlation rank
with D in the [N ii]-BPT, whereas Δlog(SFR)is for the [S ii]-BPT,
in agreement with the findings of the ML analysis presented in the
main body of the paper.

Starting from these observations, and following Bluck et al.
(2020), in Fig B2 we present a more detailed assessment of the
correlation between Δlog([N ii]/[S ii])and D (upper panel), and
Δlog(SFR)and D (lower panel), but with a rather different way to
visualise the results. In the upper panel of Fig B2 for instance, the
Spearman correlation strength ofΔlog([N ii]/[S ii])withD is presen-
ted as light shaded red bars, and is reported adjacent to the Spearman
rank correlation strengths of each other parameter in the set, as listed
along the x-axis (in light shaded blue bars). The light shaded bars
confirms what already shown by the correlation matrix in Fig. B1.,
i.e. that the correlation strengths of Δlog([N ii]/[S ii])with D are
higher than for any other variable. For other few parameters (e.g.,
Δlog(M★) , Δlog(𝜎)), the correlations ranks are ∼ 30 − 40 per cent
lower than Δlog([N ii]/[S ii]), whereas for the remaining parameters
are even more suppressed.

The red, left-hand, solid shaded bars in the upper panel
of Fig. B2 represent instead the partial correlation strengths of
Δlog([N ii]/[S ii])withD, at fixed values of each other parameter; the
partial correlation strengths of each other variable withD, at a fixed
Δlog([N ii]/[S ii])are instead represented by the solid, blue, right-
hand bars. Therefore, any subgroup of bars (and their relative x-axis
labels) should be intended as representative of a pair of parameters,
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Figure A1. This figure replicates Fig. 5, but with a difference choice of the involved parameters. In particular, [N ii]/[O ii] is adopted instead of [N ii]/[S ii] as
a tracer of the N/O abundance: in the left panel, [Ne iii]/[O ii] is also included to independently trace the ionisation parameter, causing a strong reduction of
the number of selected galaxies, whereas in the right panel no tracer of U is adopted at all, and the full star-forming sample is hence considered. In both cases,
the RF picks Δlog([N ii]/[O ii]) (hence, again, deviations in N/O) as the most relevant feature in the classification task, confirming the results presented in the
main body of the paper. For sake of brevity, we do not show here the regression analysis, which nonetheless leads to equivalent conclusions.
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Figure A2. RF analysis of the [N ii]-BPT diagram, where the [N ii]/[S ii] ratio has been replaced by a ‘pseudo-hybrid’ parameter (i.e., [N ii]/�[S ii]) obtained by
randomly shuffling the [S ii]_6717, 31 fluxes among the full star-forming galaxy sample, while keeping the fluxes of the [N ii]_6584 line fixed. In this way, we
can test to what extent the connection between our target label and the Δlog([N ii]/[S ii]) parameter, as recovered by the ML algorithms, is trivially induced by
the presence of the [N ii] emission line. The results, which see the relative importance of [N ii]/�[S ii] strongly suppressed compared to both our fiducial analysis
and the rest of the features in the set, confirms that the information resides in the full [N ii]/[S ii] ratio (hence in the N/O abundance), rather than just being
driven by a trivial correlation between the nitrogen line fluxes. An equivalent conclusion can be drawn if we perform the same test on the [N ii]/[O ii] ratio.

each constituted by Δlog([N ii]/[S ii])and one of the other variables
in the set, alternatively. For instance, from the comparison of partial
correlation coefficients, we observe that the strength of correlation
between Δlog([N ii]/[S ii])and D is only mildly reduced, at a fixed
Δlog(M★) or Δlog(𝜎)). However, at a fixed Δlog([N ii]/[S ii]), the
correlations between Δlog(M★), Δlog(𝜎)) (which were the second
and third ranked parameters in both RF and in terms of global cor-
relation coefficients) and D are strongly affected and reduced in
magnitude. Therefore, fixing the (variations in) N/O abundance al-
most completely removes the correlations of Dwith both Δlog(M★)
and Δlog(𝜎)). Moreover, for some parameters like Δlog(SFR), the
direction of the correlation is even inverted.

The same relationships between pairs of (partial) correlation
coefficients are shown in the lower panel of FigB2 for the set of para-

meters adopted in the analysis of the [S ii]-BPT; here, Δlog(SFR)is
taken as the reference parameter to which all other variables should
be compared to. Again, Δlog(SFR)shows both the highest correla-
tion coefficient and partial correlation coefficient with D than any
other parameter, whose partial correlation ranks with our target la-
bel are on the contrary strongly suppressed when evaluated at fixed
Δlog(SFR).

In summary, the analysis based on (partial) correlations rank
establish Δlog([N ii]/[S ii])(hence deviations in the N/O abundance)
as the most intrinsically connected parameter with the distance D
from the SF sequence in the [N ii]-BPTdiagram, and Δlog(SFR)as
the most connected parameter with D in the [S ii]-BPT, in excellent
agreement with the machine learning analysis presented in the main
body of the paper.
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Figure B1. Matrix of Spearman correlation coefficients for the ‘multi-parameter’ set of the [N ii]-BPT (left panel) and [S ii]-BPT (right panel), respectively.
The target label for the ML regression problem, i.e, the distance D from the SF sequence, is also included.
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Figure B2. Upper panel: Spearman (partial) correlation coefficients for our set of parameters with the distanceD from the median SF sequence in the [N ii]-BPT
diagram. The x-axis labels each parameter under consideration, and the bars are grouped into pairs for comparison with Δlog([N ii]/[S ii]), taken as reference
because identified as the most relevant parameter in the ML analysis of Section 4 and in the matrix of Spearman rank coefficients of Fig. B1. Light shaded bars
indicate the global Spearman rank correlation strength of each parameter with D, whereas solid coloured bars instead indicate the partial correlation strengths.
For blue bars, the partial correlation is computed by keeping fixed the value of Δlog([N ii]/[S ii]), whereas the red bars report the partial correlation strength
of Δlog([N ii]/[S ii]) at a fixed value of each of the other parameters, in turn. These results are fully consistent with our main ML analysis in showing that
Δlog([N ii]/[S ii]) presents both the highest correlation and partial correlation coefficients with D than any other parameter.
Lower panel: Same as upper panel, for the [S ii]-BPT. Here, the reference parameter is Δlog(SFR), which again shows both the highest correlation and partial
correlation coefficients with D than any other parameter.
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