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Abstract

In this work, we report on a crowdsourcing experiment conducted using the V-TREL vocabulary trainer which is accessed via a
Telegram chatbot interface to gather knowledge on word relations suitable for expanding ConceptNet. V-TREL is built on top of a
generic architecture implementing the implicit crowdsourding paradigm in order to offer vocabulary training exercises generated from the
commonsense knowledge-base ConceptNet and – in the background – to collect and evaluate the learners’ answers to extend ConceptNet
with new words. In the experiment about 90 university students learning English at C1 level, based on the Common European Framework
of Reference for Languages (CEFR), trained their vocabulary with V-TREL over a period of 16 calendar days. The experiment allowed to
gather more than 12,000 answers from learners on different question types. In this paper, we present in detail the experimental setup and
the outcome of the experiment, which indicates the potential of our approach for both crowdsourcing data as well as fostering vocabulary
skills.
Keywords: vocabulary trainer, commonsense knowledge, language learning

1. Introduction
Language resources (LRs), like annotated corpora or dic-
tionaries, are needed for many data-driven NLP tasks. Yet,
refined resources of wide coverage are still lacking for many
languages. This situation is mainly due to the fact that LRs
are expensive to create and maintain.
In order to address this persistent lack, we devised an ap-
proach for facilitating the creation and extension of LRs
by means of combining the domains of language learning
and crowdsourcing and implemented a generic architecture
for it (Rodosthenous et al., 2019). This implicit crowd-
sourcing approach is unique in that it makes use of LRs to
automatically generate language learning exercises, while
in turn using learners’ answers to these exercises to extend
or correct the underlying LR (cf. Section 5). Also, the
application of the approach is supported by providing an
open architecture which can easily be adapted and reused
for different use-cases combining various LRs and language
learning exercises.
In this paper, we report on an experiment about vocabu-
lary training of 81 university students learning English at
C1 level, based on the Common European Framework of
Reference for Languages (CEFR), by means of a Telegram
chatbot named LingoGameBot, a part of the V-TREL sys-
tem. V-TREL is built on top of our proposed architecture to
offer vocabulary training exercises generated from the com-
monsense knowledge-base ConceptNet and – in the back-
ground – to collect and evaluate the learners’ answers for

extending the ConceptNet with new RelatedTo relations
for the trained words.
ConceptNet (Speer et al., 2017) is an open multilingual se-
mantic network that started as part of the Open Mind Com-
monSense project in 1999 at MIT. Since then, the project
has moved on and includes content from expert-created re-
sources, crowdsourcing, and games with a purpose. It cur-
rently holds more than 34 million assertions about words,
i.e., <TermA> <Relation> <TermB>. The knowledge-
base is accessible through an API, making it easier for use
in applications.
The results of the experiment give positive evidence for the
feasibility of the proposed approach. We show that V-TREL
allowed both, to extend ConceptNet with meaningful new
terms and to help language learners improve their vocabu-
lary skills for the trained set of words.

2. The V-TREL System
The V-TREL vocabulary trainer has its foundation on
a generic architecture designed to connect a vocabulary
trainer with an existing language resource (Rodosthenous
et al., 2019). The architecture comprises the exercise
generation component which is responsible for the auto-
matic generation of language exercises, the exercise dis-
patcher which is responsible for delivering the exercises
to the various interfaces and receiving the answers, the
evaluation component which is processing the received
responses and evaluates them and last the interfaces that
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Figure 1: The architectural diagram of V-TREL, used for
the LingoGameBot Telegram application.

utilize the architecture for both presenting the exercises
and receiving acquired words. Figure 1 depicts the ar-
chitectural schema of the instance used for V-TREL to fa-
cilitate the experiment conducted (see Section 3). Both
the architecture and V-TREL are available under an open
source license along with the retrieved data at https:
//cognition.ouc.ac.cy/vtrel_project.
The idea is to use the language resource (LR, for example,
ConceptNet) as a source to generate exercises that are then
presented to the user in a vocabulary trainer interface. The
users’ answers are validated against the LR and the user
receives points for correct answers (that match the LR).
The crowdsourcing part comes in when answers are given
that are not part of the LR. These answers are stored and
evaluated by combining them with answers from other stu-
dents and if the evaluation is positive (e.g., a certain number
of students independently have given the same answer) the
answer can then be fed back into the language resource,
extending and improving it in the process.
In the experiment described in this paper, we have worked
with version 2 of V-TREL which has a number of new fea-
tures and improvements compared to the last experiment we
have run (Lyding et al., 2019). The most prominent new
feature is the addition of closed questions. While previ-
ously students were always asked open questions of the form
“Name one word related to bird.”, we added a mechanism
that transforms the students’ answers into closed yes/no/“I
don’t know” questions that can be used to evaluate this an-
swer, resulting in questions like “Is it true that bird is related
to feather?”. To ensure that there are enough closed ques-
tions that have a definitive answer, there are also closed
questions generated directly from ConceptNet to populate
the question pool. In order to improve the user experience
and avoid users getting too many questions of a certain type
in a row, we have also added an option to the back-end con-
figuration to manually define the percentage of each type
of question. This makes it possible to ensure that all users
will see a certain percentage of questions of each type. Fi-
nally, to improve the learner experience, we have added a
feature to the open questions where users are presented a
link to Wikipedia explaining the word being asked about.
This way they can learn more about those words that they
do not know yet or do not know very well and expand their
knowledge.

Telegram interface We have implemented a Telegram
chatbot as the user interface to present exercises to the stu-
dents who took part in the experiment and collect their

responses. The chatbot communicates via API both to the
Telegram server1 and the back-end module responsible for
distributing exercises to users and storing the results. As
shown in Figure 2 the interface includes a number of buttons
to facilitate the navigation, while it allows textual inputs for
the open questions.

Figure 2: Screenshots of the Telegram interface.

3. Experimental Setup
The aim of the presented experiment is to evaluate the po-
tential of the implicit crowdsourcing approach from both
the NLP perspective and the language learning perspective,
trying to shed some light on systems that can automati-
cally generate exercises and at the same time acquire useful
knowledge to populate an LR. By gathering user data from
language students we tested the following two hypotheses:

• H1: Language learners can help to extend the relations
in ConceptNet.

• H2: Automatically generated questions from Concept-
Net can help in improving vocabulary of learners.

In parallel, we also evaluated the user satisfaction and en-
gagement with the V-TREL vocabulary trainer. In crowd-
sourcing, it is important to keep users engaged if one is
aiming to keep gathering data for a long period of time.

3.1. Participants and Experiment Setting
The experiment was carried out with three classes of Lithua-
nian2 university students3 attending English courses on C1
level. Overall 81 students, aged 19 to 21 years, were regis-
tered on the three classes (class A = 40 students, class B =
23 students and class C = 18 students) held by two teachers.
The experiment was running for 16 calendar days. During
this time each class had 5 training sessions4 in which stu-
dents were asked to train their vocabulary by using V-TREL
for 15 minutes on their own smartphones.
The experiment was introduced by the teachers with instruc-
tions on:

1 https://core.telegram.org/bots/api
2 Mainly students of Lithuanian mother tongue with very few ex-
ceptions of Erasmus students.

3 Students of BA study programs of technical sciences in their first
and second study years.

4 Class B had to carry out two sessions at home.

https://cognition.ouc.ac.cy/vtrel_project
https://cognition.ouc.ac.cy/vtrel_project
https://core.telegram.org/bots/api
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1. How to download Telegram and start the LingoGame
bot, and

2. When to use the V-TREL vocabulary trainer.

No particular instructions were given on how to operate
the vocabulary trainer, as the interactive application is de-
signed to be self-explanatory. In fact, it provides short
descriptions within exercises and buttons. The “(i) INFO”
button instructs that “Related-to words can be single words
or multiword expressions of any word class”. Regarding
the type of relation between words, no restriction was posed
on the learners, i.e. as defined in ConceptNet (cf. Section
3.3) morphologically related words or semantically related
words etc. count as equally valid input.
Finally, the studentswere asked to compile a vocabulary pre-
test before the experiment, and a vocabulary post-test and
a user satisfaction survey after the experiment (see Section
3.4).

3.2. Experiment Setup and Evaluation
Parameters

For the experiment, the V-TREL trainer was set up to pro-
vide the user with open and closed questions in random
order (ratio: 80% open questions, 20% closed questions).
Both question types are automatically generated from Con-
ceptNet (see Section 3.3). In addition, some of the closed
questions are generated from the user input to open ques-
tions (see below). Open questions take the form “Name one
word that is related to ‘dog’” and ask the user to input free
text. Closed questions take the form “Is it true that ‘dog’ is
related to ‘bark’” and ask the user to respond with “yes”,
“no” or “I don’t know”. If students respond to open ques-
tions with words, which are not part of ConceptNet, these
words undergo a system evaluation5 and, in case of a positive
evaluation, they are saved as candidates for the extensions
for ConceptNet. Closed questions can be of three different
types and are presented in random order in different propor-
tions. 75% of the closed questions are based on related-to
words from ConceptNet, 10% of the closed questions are
based on words from Conceptnet which are expected NOT
to be related-to each other (see Section 3.3), and 15% are
generated from the ConceptNet extension candidates based
on the user input to open questions (see evaluation strategy
above).

3.3. Data Sourcing and Preparation
First, we retrieved 1771 words from the English Vocabu-
lary Profile (EVP)6. The English Vocabulary Profile shows,
in both British and American English, which words and
phrases learners around the world know at each level – A1
to C2 – of the Common European Framework of Reference
for Languages7. These words are selected by retrieving only

5 As soon as five new words (k=5) have been collected for one ex-
ercise, and if at least one of the newwords has been entered twice
(n=2), the most frequent new word is promoted as a candidate
for the extension of ConceptNet.

6 Made freely available by Cambridge University Press,
http://vocabulary.englishprofile.org/staticfiles/about.html.

7 https://www.coe.int/en/web/common-european-framework-
reference-languages/level-descriptions

C1 level content from the category word where the part-of-
speech is noun and we excluded culturally sensitive words8.
The retrieved words are then run against the ConceptNet 5.7
knowledge-base and we retrieve the canonical form of each
of these words.
The next step includes launching V-TREL’s exercise genera-
tion utility creating 1771 exercises of RelatedTo type and
populating them with content from ConceptNet, filtered to
capture English words only. For each of these exercises, we
moved a step forward from previous experiments conducted
(Lyding et al., 2019) and also tried to retrieve words that are
not related to the subject word. To do that, we first retrieved
all RelatedTo objects for each of the objects retrieved so
far, i.e., TermB =< subject, RelatedTo,X >. We ran-
domly select five of these and perform another search, i.e.,
TermC =< TermB,RelatedTo, Y >. We then perform
a search for the relatedness metric (Speer et al., 2017) for
each pair of < subject, TermC >. The relatedness met-
ric is one of the results of the combination of ConceptNet
knowledge with word embeddings acquired from distribu-
tional semantics and it is used in ConceptNet Numberbatch
(Speer et al., 2017). TheNotRelatedTowords were cho-
sen using a relatedness metric of <0.5. This cut-off value
was selected by manually inspecting a small sample of the
data. An additional search to exclude all terms for which
an assertion < subject, RelatedTo, TermC > exists was
made to safeguard the process.
For the final selection of the exercise dataset, we excluded
exerciseswith fewer than 10RelatedTowords, fewer than
10 NotRelatedTowords, and multi-words in the subject.
From the remaining set of exercises, we randomly selected
160 exercises.
At this point, it is important for the reader to under-
stand what the RelatedTo relation represents in Con-
ceptNet. Based on ConceptNet’s documentation9, this is
a general relation representing a positive relationship be-
tween a term A and a term B, but ConceptNet cannot de-
termine what that relationship is based on the provided
data. In previous versions of ConceptNet this was called
ConceptuallyRelatedTo. The abstraction of that re-
lation, allows students to feel more free in writing words
that could in any way relate to each other.

3.4. Pre- and Post-Tests and Survey
Before and after the experimentation period of 16 days,
during which students were using the vocabulary trainer,
we carried out two short vocabulary tests. The vocabulary
pre- and post-tests requested students to enter into a web
form related words to 20 words out of the set of trained
vocabulary10. The vocabulary tested in the pre- and post-
tests was distinct (no words occurring in both the pre- and
post-test).
Also, at the end of the experiment we presented the learners
with a web-based questionnaire about their satisfaction with
the system. The questionnaire contained questions about
the vocabulary training aspects of the V-TREL trainer and

8 The EVP provides a filter option for this.
9 https://github.com/commonsense/
conceptnet5/wiki/Relations

10160 words of C1 level, see Section 3

https://github.com/commonsense/conceptnet5/wiki/Relations
https://github.com/commonsense/conceptnet5/wiki/Relations
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overall usability of the system (see Appendix A for the list
of questions).

4. Data Analysis and Results
During the 16-days experiment (see Table 1 for a recap of
the experiment setup) we collected data from 92 different
users (as identified by unique Telegram ids). This number is
higher than the number of 81 participating students, which
indicates that some other people (possibly invited by the
students) have been using the freely available vocabulary
trainer during the experiment period or that some students
have used multiple Telegram ids.
Before analysing the data, we filtered out any Telegram
accounts that belonged to the experimenters (used to verify
good operation of V-TREL) and any user id that did not
belong to the Telegram interface (e.g., user ids from the
web application version of V-TREL).

Experiment setup
Crowd 81 university students divided into three

classes (A=40, B=23, C=18)
Setting Classroom setup, language course, super-

vised by 2 teachers
Language English, level C1
Duration 28/10-12/11 (16 days)
V-TREL training content
Language
resource

ConceptNet, version 5.7

Generated
exercises

160 exercises [CEFR level C1], based on
English Vocabulary Profile

Words se-
lection

Automatic (random), excluding multiword
expressions

Exercise
types

Open type questions (e.g., “Name one word
that is related to ‘computer’”)
Closed type questions (e.g., “Is it true that
‘money’ is related to ‘corruption’?”)
[80%-20% ratio]

Pre- and post-experiment evaluation
Vocabulary
tests

before and after the experiment, testing of
20 random words out of the trained vocab-
ulary

Satisfaction
survey

user survey with 15 questions on learning
effect and user experience

Table 1: Overview of the experiment parameters.
For the vocabulary pre-test and post-test we received 99
and 46 answers respectively, when matching up the user
ids from pre- and post-test this resulted in 39 unique users
taking both tests. We assume that the rather low number of
post-test results might be related to there being not enough
motivation for the students to do this after the experiment
had ended or not getting around to it and then forgetting.
We should try to find a way to better engage the users to
make sure that a larger number of them will also participate
in this final test in future experiments.
For the post-experiment user survey, after removing in-
complete responses, we received 36 valid responses from
students that provide both quantitative and qualitative data
about the usability of the V-TREL system.

4.1. Learning Effect for Learners
The evaluation of the educational value of the V-TREL vo-
cabulary trainer is based on two types of evidence: (1) the
results of the vocabulary pre- and post-tests, and (2) the
results of the user satisfaction survey11.
The pre- and post-experiment tests already showed some
promising results. We have gathered completed pre- and
post-tests for 3912 users. For the evaluation we looked at
howmany correct answers a student gave to the 20 questions
in the pre-test and compared those to the number of correct
answers in the post-test. We considered every word that ex-
isted as a relation in ConceptNet as a correct answer. Even
though we are aware of the sometimes doubtful quality of
ConceptNet as a gold standard13, we have assumed its cor-
rectness here nevertheless being confident that the tendency
(improvement or decline) will hold in any case. For those
answers that did not exist in ConceptNet we had three people
independently annotate the answers as correct or incorrect
and, if there were disagreements, went with the majority
vote. With this method we had a number between 0 (all
answers were wrong) and 20 (all answers were correct) for
each pre- and post-test and could look at the difference be-
tween pre- and post-test for the same student to see whether
they improved or got worse during the experiment.

−20 −10 0 10 20
0

2
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6

8

10

12

Difference in correct answers

N
um
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tu
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nt
s

Figure 3: Changes in correct answers between pre- and
post-test.
As can be seen in Figure 3 the majority of students showed
no or only very little improvement or decline. Two thirds
scored exactly the same or one point better or worse af-
ter the experiment. This is to be expected as vocabulary
improvements take time and the experiment ran only for a
very short period. But even with this in mind, the results

11It needs to be noted that the user survey delivered declarative
statements of learners, thus providing a self-estimation and not a
formal evaluation of the learners’ performance.

12One user filled in both pre- and post-tests three times. While
the post-tests were all identical, the pre-tests contained different
answers and therefore we chose one of the tests at random to
include in the analysis.

13A manual analysis of 349 RelatedTo relations yielded an ac-
curacy of 79.7% (see Section 6 for details).
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show a slight positive trend with a large number of students
slightly improving (21 out of 39), some of them even sig-
nificantly, while the number that scored significantly worse
on the post-test is much smaller (7 out of 39), excluding the
single "-17" value that obviously did not take the post-test
seriously.
Apart from the pre- and post-tests, we additionally eval-
uated a randomly selected set of 100 answers from the 5
most prolific students. These 500 answers were manually
evaluated by two annotators to judge whether the answer
can be counted as correct or not, regardless of ConceptNet.
Disregarding "I don’t know answers" and a small number
of cases where the annotators did not agree, we then sorted
the answers by time and split them into an earlier and a later
half.

Time slice Correct
answers

Total
answers

% correct
answers

earlier half 175 233 75.1%
later half 183 232 78.9%

Table 2: Number of correct answers per time slice.
As shown in Table 2, we found that there was a slight in-
crease over time (about 4%), which also supports the hy-
pothesis that using the vocabulary trainer actually helps to
improve the students’ vocabulary. Again, this result should
be considered in the light of the fact that the training period
was very short and a learning effect is expected to increase
over time.
The user survey asked the students to evaluate the use
of “open” and “closed” questions and the “hints” and
“Wikipedia” features for training vocabulary skills. Overall,
86% of the respondents evaluated “open questions” as use-
ful, 64% evaluated “closed questions” as useful, and 58% of
the users felt they improved their vocabulary with V-TREL
(see Figure 4 for the distribution of answers).

1

20 9

2
3

Yes, very much
Yes, somewhat
Not sure
No, rather not
No, definitely not

Figure 4: Evaluation of the use for training vocabulary
based on responses to the question “Did you feel that the
LingoGameBot helped you to improve your vocabulary?”
We also performed a manual analysis of free-text responses
from participants to judge their sentiment towards open and
closed questions. More than 58% of the participants (21 out
of 36) expressed a positive sentiment towards the use of open
questions. In general, participants liked the idea of keeping
the responses open-ended and commented that it challenged
their vocabulary; however, a few participants did raise the

issues of difficulty of words and repetitive presentation of
the same questions. In case of closed questions, more than
47% of the participants expressed a positive sentiment to-
wards the closed questions and 27% expressed a negative
sentiment. Participants pointed out that some of the rela-
tions were incorrect and several participants observed that
for most of the questions “yes” was the correct answer (see
Section 6 for details). 78% users said the “hint feature”
helps training vocabulary, still only 19% made use of it for
every second exercise at least, and some did not even notice
this feature. 64% evaluated the “links to Wikipedia” as use-
ful, and 30% actively used them for every second exercise
or more. Some users suggested that it would be better to
link to a different resource, e.g., a definition dictionary.
In fact, when analyzing the experiment data, we observed
that the “I don’t know” button (“hint feature”) was clicked
898 times at least once by 58 users for a total of 148 ex-
ercises. That led to 868 contributions after the hint was
presented, 436 of which were the same as the presented hint
word and 432 were a different word than the hint.
Overall, the users also named the following positive points
regarding learning with V-TREL: “makes you think”,
“broadens vocabulary”, “helps practice and memorize”,
“useful to check one’s vocabulary knowledge”, “good for
learning new words”, “challenges ones knowledge”, “re-
ally strong brainbuster”, and criticized the following neg-
ative points: “no explanations why something is wrong”,
“sometimes not accurate”, “learning words without con-
text”, “approach is too broad”.
These results indicate thatV-TRELhas an educational value,
though at its current state it is not as strong as one would
expect for an educational tool. However, we also got an
indication how it could be improved, e.g., by improving the
exercise material (“closed questions”) or linking to more
specific resources for vocabulary consultation (“word defi-
nitions”).

4.2. Extension of ConceptNet
In order to evaluate the potential ofV-TREL to enhanceCon-
ceptNet we analyzed in detail the data collected from the
crowd of learners. From the 160 exercises, 157 have evalu-
ated contributions through open questions. A total number
of 727 words were contributed and evaluated for these 157
exercises. 572 of them were unique, compared to words
from all exercises. On average, 4.63 words were evaluated
per exercise. None of thewordswas found in aRelatedTo
assertion in ConceptNet and 620 (85.28%) were completely
new to ConceptNet, since no other relation between the sub-
ject was found. Moreover, 42 (5.78%) words were found
with a relation in ConceptNet other than RelatedTo such
as Synonym, DerivedFrom, FormOf, etc.
During the experiment, an additional 3109 words were con-
tributed but were not positively evaluated to enter the Con-
ceptNet knowledge-base.14 For readers to get a better pic-
ture of the results obtained, for the exercise “Name one
word that is related to ’grill’?” the words that were evalu-
ated to enter ConceptNet are food, bbq,meat, fire, grilled.

14With additional user contributions several of these words are
expected to get positively evaluated as well.
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Figure 5: Number of answered exercises for the three types of closed exercises complete over time along with the share of
exercises which were correctly answered.

3 of these words do not have any other type of relation in
ConceptNet and 2 are linked with the FormOf relation.
For the whole experiment period, learners were presented
with a total of 2505 closed-type questions. 371 (14.81%)
of which were generated from the learners’ evaluated con-
tributions terms to open questions (Type 1), 1844 (73.61%)
generated from ConceptNet’s RelatedTo terms (Type 2)
and 290 (11.58%) generated from the NotRelatedTo
terms (Type 3). Out of these, 2471 were answered and 1795
(72.64%) were answered correctly. Finally, Table 3 reports
the generated, answered and correctly answered closed exer-
cises per type, and Figure 5 gives a graphical representation.

Closed
Exer-
cise
Type

Generated
(%)

Answered
(%)

Answered
Correctly
(%)

Type 1 371(14.81%) 365(98.38%) 335(91.78%)
Type 2 1844(73.61%) 1821(98.75%) 1364(74.90%)
Type 3 290(11.58%) 285(98.28%) 96(33.68%)

Table 3: Number of closed exercises generated, answered
and answered correctly per type.

4.3. User Satisfaction and Engagement
In this section, we present the results to those parts of the
questionnaire related to the overall user experience15 of the
learners with the systems; furthermore, we provide an anal-
ysis of user engagement during the study.
When asked about their overall user experience with the
LingoGameBot (that is the name of the Telegram interface
of V-TREL), most of the participants found the system to
be fun (81%) and inspiring (97%). This feedback was also
evident from the comments given by participants which in-
cluded the LingoGameBot potential as “a modern way of
training vocabulary”. More than 90% of the participants
found the words in both open and closed questions to be
relevant for vocabulary training. By comparison, some par-
ticipants (14%) also considered the system to be boring and
confusing. In addition, some participants commented that

15As opposed to the parts on the learning effect, cf. Section 4.1.

they did not feel motivated to use the LingoGameBot al-
though there was an element of gamification through points
and a leaderboard.
As shown in Table 4, the majority of students (80%) regis-
tered during the first four days of the study. Figure 6 shows
the number of words entered by students during each day.
Clearly, the number of contributions from students naturally
increasedwith the number of classes on a day. This behavior
of user engagement is also shown in Figure 6 by the number
of words, provided by students, that matched the existing
words in ConceptNet.

Day Registrations A B C
2019-10-28 13 X
2019-10-29 38 X X
2019-10-30 0 X
2019-10-31 26 X
2019-11-01 1
2019-11-02 0
2019-11-03 0
2019-11-04 0 X
2019-11-05 8 X X X
2019-11-06 2 X X
2019-11-07 4 X
2019-11-08 4 X
2019-11-09 0
2019-11-10 0
2019-11-11 0 X X
2019-11-12 12 X

Table 4: Number of registration for each day and classes
(i.e., A, B, and C) held in the day.

5. Related Work
As far as our knowledge goes, no previous efforts are directly
comparable to the ones reported in this paper and only few
efforts have focused on combining language learning and
implicit crowdsourcing. We thus extend our description of
the related state of the art to efforts aiming at, on the one
hand, crowdsourcing LRs and, on the other hand, automat-
ically generating exercise content from LRs.
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Figure 6: Daily number of words added by students against
the number of words which exist in ConceptNet.

5.1. LR Improvement Using Crowdsourcing
Approaches for crowdsourcing LRs can be divided into two
broad categories: crowdsourcing approaches where a crowd
is explicitly engaging in a crowdsourcing campaign and im-
plicit crowdsourcing approaches where users create relevant
data as a byproduct of a specific activity.
Regarding the crowdsourcing approaches explicitly engag-
ing a crowd, they usually rely on specific platforms (e.g.,
Zooniverse16, Crowd4u17, Amara18 or Amazon Mechani-
cal Turk19) that confront a crowd with simplified tasks, i.e.,
“micro-tasks”, that serve more complex objectives. Related
efforts in that category include, but are not limited to, ef-
forts related to named entity annotation (Finin et al., 2010;
Lawson et al., 2010; Ritter et al., 2011), transcribed speech
corpora (Callison-Burch and Dredze, 2010; Evanini et al.,
2010), word-sense disambiguation (Biemann, 2013), Word-
Nets (Ganbold et al., 2018) or parallel corpora (Zaidan and
Callison-Burch, 2011; Post et al., 2012). In that category of
efforts, we can also cite the efforts of MacWhinney (2017)
that propose a collaborative platform for collecting and shar-
ing learner data from corpora, online tutors, andWeb-based
experimentation.
Regarding implicit crowdsourcing approaches, where users
create relevant data as a byproduct of a specific activity,
the Duolingo platform (von Ahn, 2013) used to implement
a similar approach to our work as it generated language
exercises allowing the crowdsourcing of translations. We
can also mention two tools used in the classroom to im-
plicitly crowdsource POS corpora (Sangati et al., 2015) and
syntactic dependencies (Hladká et al., 2014). The other
implicit crowdsourcing approaches we are aware of do not
target language learning. They mostly are Games-With-
A-Purpose (GWAP) approaches (Chamberlain et al., 2013;
Lafourcade et al., 2015) where a crowd produces relevant
data while playing a game. Among GWAP approaches, the
JeuxDeMots game by Lafourcade2017a is especially rele-
vant to our approach as it is designed to crowdsource data
on word relations. Other GWAP approaches are TileAt-

16https://www.zooniverse.org/
17http://crowd4u.org/en/
18http://amara.org/
19https://www.mturk.com/mturk/welcome

tack (Madge et al., 2017) which builds on player agree-
ments to acquire textual segmentation annotations, Robot
Trainer (Rodosthenous and Michael, 2016) which crowd-
sources knowledge rules, Zombilingo (Fort et al., 2014;
Guillaume et al., 2016) which annotates syntactic depen-
dency relations or Phrase Detectives (Chamberlain et al.,
2008; Poesio et al., 2012; Poesio et al., 2013) where players
contribute anaphora-related data.

5.2. Automatic Exercise Generation from LRs
The automatic exercise generation is a research subject situ-
ated within the broader domain of Computer-Assisted Lan-
guage Learning (CALL). As far as our grasp of the state-
of-the-art goes, only little automatic exercise generation is
at present performed from LRs. Indeed most related works
we came across are so-called cloze exercises generated from
running texts where words or letters have been omitted, and
learners are asked to fill these gaps, (Lee et al., 2019; Hill
and Simha, 2016; Goto et al., 2010; Katinskaia et al., 2018)
or exercises automatically generated from running text by
remodeling sentences (Chinkina and Meurers, 2017; Lange
and Ljunglöf, 2018a; Lange and Ljunglöf, 2018b). In ad-
dition to cloze exercises, the Revita language learning plat-
form (Katinskaia et al., 2018) has listening exercises and an
extensive module for generating multiple-choice exercises:
they include lexical, grammatical, and stress exercises.
The observed sparsity of LR-based automatic generation of
exercises was further confirmed by exploring the most re-
cent proceedings of two CALL-oriented NLP workshops,
namely: theWorkshop on Innovative Use of NLP for Build-
ing Educational Applications (Tetreault et al., 2018; Yan-
nakoudakis et al., 2019) and theWorkshop on NLP for Com-
puter Assisted Language Learning (Pilán et al., 2018; Alfter
et al., 2019). Indeed, most works in these proceedings focus
on other subjects such as the generation of cloze exercises,
the modeling of the learner knowledge in order to predict
the needs of the learner, the scoring of written production
of learners, or the detection and/or correction of mistakes
in written productions.

Exercise type Exercise
count

% of correct ex-
ercises (manual
gold standard)

Type 1 “RelatedTo” 85 85.9%
Type 2 “RelatedTo” 349 79.7%
Type 3
“NotRelatedTo”

66 60.6%

Table 5: Number of exercises per type and manual evalua-
tion of exercise correctness (Gold Standard).

6. Discussion
In this section we will briefly discuss the quality of the
automatically generated exercise data and will highlight an
issue with the initial exercise design.
The implicit crowdsourcing approach implemented in theV-
TREL vocabulary trainer provides a prototype for a fully au-
tomatedworkflow, which combines automatically generated
exercise content with the automated evaluation of input from
learners to extend ConceptNet with new relations. In order

https://www.zooniverse.org/
http://crowd4u.org/en/
http://amara.org/
https://www.mturk.com/mturk/welcome


314

Learner agreement with Learner answers
Exercise
type

Manual
gold
standard

automatic
gold
standard

manual
gold
standard

“Yes” “No” “Don’t
know”

1 85.9% 90.6% 85.9% 90.6% 4.7% 4.7%
2 79.7% 80.5% 73.4% 80.5% 13.2% 6.3%
3 60.6% 13.6% 43.9% 78.8% 13.6% 7.6%

Table 6: Agreement of learners’ answers with automatically generated exercises and manual gold standard.

to evaluate both the exercise quality as well as the learner re-
liability, we carried out a manual evaluation of a random set
of 500 closed class exercises and their respective learners’
responses. The random set contained RelatedTo exer-
cises based on user input from the open exercises (type 1),
and exercises derived from ConceptNet with RelatedTo
terms (type 2) as well as NotRelatedTo terms (type 3).
Table 5 gives the distribution by exercise types as well as the
manual evaluation (manual Gold Standard – GS) of the cor-
rectness of each triple< Subject, RelatedTo, TermX >.
The manual evaluation shows that more than 85% of the
type 1 exercises, which were generated from the user in-
put, are correct. However, it also shows that the exercises
generated from ConceptNet are of lower quality with error
rates of about 21% for RelatedTo exercises (type 2) and
about 40% for NotRelatedTo exercises (type 3). For
type 3 exercises, there is an evident need to improve our
initial approach for generating NotRelatedTo exercises
(cf. Section 3.3). For type 2 exercises it shows that we need
to find better ways to filter ConceptNet.
Our experiment evaluation with regard to the crowdsourced
content (presented in Section 4.2) is on purpose based on
a fully automated approach, assuming that ConceptNet can
serve as a valid gold standard. When evaluating the learn-
ers’ answers in relation to the “ConceptNet GS” and the
“manual GS” (see Table 6), we observe slightly lower per-
formances for exercises of type 1 and 2 (about 5-8% lower)
and considerably higher performances for exercise type 3
(about 29% higher). Still, we observe very low learner per-
formance on type 3 exercises (NotRelatedTo). In fact,
the performance rate below 50% indicates a bias of learner
answers towards “yes” for most questions. To investigate

% of learners correctness
Exercise
type

Ratio of
“RelatedTo”
vs. “NotRe-
latedTo”
exercises

on
“Relat-
edTo”
exercises

on
“NotRe-
latedTo”
exercises

Type 1 90.6% vs
4.7%

97.3% 16.7%

Type 2 80.5% vs
13.2%

85.3% 27.9%

Type 3 78.8% vs
13.6%

84.0% 20.0%

total 82.0% vs
11.8%

87.5% 24.2%

Table 7: Correctness rates of learners on exercises with
RelatedTo terms and NotRelatedTo terms.

closer on this point we calculated the learners’ reliability
for exercises, in which words were RelatedTo each other
vs. NotRelatedTo (see Table 7). The results show a high
performance of learners on RelatedTo exercises (with an
average of 87.5% correctness) and a very low performance
on NotRelatedTo exercises (with an average of 24.2%
correctness).
In fact, this is in agreement with results from the user survey,
in which learners remarked that the correct answer mostly
seems to be “yes, RelatedTo” and confessed that they
acted alike20. From this situation we learned that the ex-
periment design has to be improved in terms of offering a
balanced set of exercises in future experiments.

7. Conclusion and Future Work
In this work, we presented the continuous work on V-TREL,
a vocabulary trainer used both for language learning and for
updating language resources with new words using crowd-
sourcing. Furthermore, we concentrated on an experiment
we designed and executed to verify the usefulness of our
approach in updating knowledge in ConceptNet. The re-
sults showed that acquired knowledge is suitable for this
purpose. To the best of our knowledge, there is no other
system currently available that combines language learn-
ing using a vocabulary trainer with crowdsourcing learners’
contributions for expanding a language resource and this
approach can also be used for other language resources,
besides ConceptNet.
In terms of the learning effect of using V-TREL for improv-
ing vocabulary of learners, the results show a very small yet
positive shift of learner’s vocabulary skills after using it. As
we have discussed in Section 4.1, these are marginal results
and cannot be conclusive. V-TREL’s educational value is
identified but more work is needed to improve it.
As future work, we plan to organize a shared task on explor-
ing different aggregation methods on the collected dataset
of crowdsourced answers. This shared task is being pre-
pared by several authors of this work. We plan to collect
more learners’ data for that purpose.
Also, we plan to expand on the evaluation of the educational
value of V-TREL in further experiments, e.g. by extending
the training period, using more detailed tests and working
with control groups.
Since we have access to learners of other languages, we
consider adding other languages to the V-TREL, e.g., Italian
and Russian.

20Learner’s cite: “I always pressed yes, and it was most times
correct.”
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A. Post-study Survey
The following questions were asked as part of the post-study
survey of user satisfaction and engagement.

Q1. What did you think of the “open” questions which
asked you to input one word related to a specific word
provided by the game (e.g., “name one word related to
‘house’”)?

Q2. Would you say that “open” questions are useful for
training vocabulary?

Q3. What did you think of the “closed” questions which
asked you if two words were related or not related
(e.g., “Is ‘house’ related to ‘home’”)?

Q4. Would you say that “closed” questions are useful for
training vocabulary?

Q5. What ratio of “open” and “closed” questions would
you recommend/prefer?

Q6. How often did youmake use of the “hint” feature where
an example is provided when you press the “I don’t
know” button when answering an open question (e.g.,
“a possible response was ‘home’”)?

Q7. Do you think that the “hint” feature is useful for training
vocabulary?

Q8. Do you have any comment on the “hint” feature?

Q9. How often did you make use of the links to wikipedia
which were provided when you were asked to answer
an open question?

Q10. Do you think the links to wikipedia are useful for train-
ing vocabulary?

Q11. Do you have any comment on the links to Wikipedia?

Q12. Did you feel that the LingoGameBot helped you to
improve your vocabulary?

Q13. What did you think of the words that you were trained
on?

Q14. How was your overall user experience with the Lin-
goGameBot vocabulary trainer?

Q15. What did you like and/or dislike about this approach to
train vocabulary?

Q16. Did you notice anything particular regarding the Lin-
goGameBot interface on telegram? Was it pleasant to
use? Have you encountered some bug?

Q17. Any other comments:


