
I N V E S T I G AT I N G A G G R E G AT I O N I N I C E A N D S N O W C L O U D S
U S I N G N O V E L C O M B I N AT I O N O F T R I P L E - F R E Q U E N C Y C L O U D

R A D A R S A N D R A D A R D O P P L E R S P E C T R A

inaugural-dissertation

zur

erlangung des doktorgrades

der mathematisch-naturwissenschaftlichen fakultät

der universität zu köln

vorgelegt von

J O S É D I A S N E T O

aus natal-rn, brasilien

köln , 21 december 2020



berichterstatter :
dr . stefan kneifel
prof . dr . roel neggers

tag der mündlichen prüfung :
01 .03 .2021



A B S T R A C T

Clouds are essential component of the hydrological cycle for trans-
porting of water and distributing precipitation at different parts of the
planet. On a global scale, around 63% of the precipitation originates
via ice phase. Different ice microphysical processes can lead to growth
(e.g. deposition, aggregation, riming) or reduction (e.g. sublimation,
breakup) of ice particle sizes. Aggregation, in particular, rapidly in-
creases ice particles sizes and continuously changes the particle size
distribution. However, aggregation and other ice microphysical pro-
cesses are not fully understood.

In order to improve the current knowledge about aggregation and
the other microphysical processes, microwave radars are used to ob-
serve clouds due to their capability of retrieving information through
the different parts of the clouds. Additionally, if Doppler radars op-
erating at different frequencies (multi-frequency setup) are used to
observe the same region of clouds, the multi-frequency observations
can be used to retrieve information of particles sizes and velocities.

This thesis uses multi-frequency Doppler observations (6 months)
to investigate scenarios that intensify aggregation and the impact of
increasing aggregate sizes on raindrop sizes. To this end, a multi-
frequency data processing framework is introduced to minimize the
effect of attenuation (e.g. atmospheric gases, snow, wet radome) and
radar miscalibration; it also assigns a set of quality flags to the different
correction steps.

The statistical analysis from the observations of the ice part of the
clouds indicates that aggregation is intensified in two temperature
regions. The first region is between -20 and -10 oC and coincides
with the dendritic growth zone (DGZ). Dendritic crystals can favour
aggregation due to their branched structure. In addition to the growth
of dendrites, the statistical results suggest that an intensification of ag-
gregation in this temperature region correlates with an intensification
of updrafts (up to 0.3 m/s). The statistics also show that approximately
25% of the cases where aggregation intensifies an additional mode of
small and slow falling particles are present.

The temperature region between -10 and 0 oC coincides with the
region where the stickiness of ice surfaces increases due to the effect
of a quasi liquid layer on the ice surface. Due to this increased sticki-
ness, aggregation intensifies towards the 0 oC isotherm. The statistical
results indicate that the growth of large aggregates in the DGZ favour,
but it is not sufficient to guarantee the presence of even larger ag-
gregates close to 0 oC. The results also indicate that an increase in
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aggregate sizes close to the 0 oC correlates with an increase in raindrop
sizes.

The multi-frequency processing framework and the other filtering
processes introduced in this thesis can be used as the foundations
for future multi-frequency experiments. The highly qualified multi-
frequency dataset and the statistical results from this thesis can be used
to evaluate the ice microphysical processes implemented in numerical
models.
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1
I N T R O D U C T I O N

1.1 motivation

Clouds cover around 73% of the planet surface according to a cli-
matological study based on satellite observation (Stubenrauch et al.,
2013). Clouds also play an essential role in the hydrological cycle by
transporting water and distributing precipitation across the planet,
which has a direct impact on society by filling up water reservoirs,
inducing floods, increasing the amount of ice on glaciers, agriculture
and thereby food security (Boucher et al., 2013; Lohmann, 2016; Wal-
lace and Hobbs, 2006). Several studies indicate that on a global scale
the majority of the precipitation originates via ice phase (Behrangi
et al., 2014; Field and Heymsfield, 2015; Heymsfield et al., 2020; Mül-
menstädt et al., 2015). Heymsfield et al., (2020) combined precipitation
estimates from global precipitation measurement (GPM) and Cloud-
Sat, and calculated the fractional contribution of different processes
which lead to precipitation (Figure 1.1). In this analysis they found
that around 63% of the precipitation originates via ice phase. Their
results also indicate that on average for all latitudes, the ice phase is
the main contributor to the precipitation (Figure 1.1).

Despite the great importance of clouds, our current understanding
of the different processes (microphysical, dynamical, and thermo-
dynamical) that may take place during their lifetime is still limited
(Boucher et al., 2013; Eliasson et al., 2011; Stephens, 2005). In par-
ticular, the microphysical processes related to the formation of ice
particles and the dependency of the processes on the temperature
and water/ice supersaturation are far beyond to be fully understood
(Libbrecht, 2005; Pruppacher and Klett, 1997). These limitations lead
to misrepresentations of the different microphysical processes in nu-
merical models, which in turn affect forecasts from numerical weather
prediction models and climate projections (Boucher et al., 2013; Zelinka
et al., 2017). Furthermore, the microphysical processes are extremely
complex, and they cannot be resolved on the required scale (Morrison
et al., 2020). Therefore, those processes are represented by complex
parameterizations.

Different microphysical processes can take place during the lifetime
of clouds, for example, nucleation, depositional growth, aggregation,
riming, and melting (Khain and Pinsky, 2018; Lohmann, 2016; Prup-
pacher and Klett, 1997). Aggregation is known for producing a rapid
increase in the size of the ice particles (Lawson et al., 1993, 1998),
which produces a direct impact on precipitation by forming larger
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2 introduction

Figure 1.1: Zonal distribution of the mean precipitation rate (Panel a) and
fractional dependence of the mean precipitation rate (Panel b)
derived from CloudSat/GPM observations. The different colors
indicate the different categories of clouds: snow that melts to
produce rain (S, cyan), snow that falls to the surface (SS, violet),
rain condensation/accretion to the melting ice/snow (R, green),
and warm rain (W, red). GPCP stands for Global Precipitation
Climatology Project. Taken from Heymsfield et al., (2020).
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snowflakes or raindrops (Heymsfield, 1986; Sölch and Kärcher, 2011).
Precipitation of large snowflakes can produce a large amount of ac-
cumulated snow on the ground, which may impose a problem for
public mobility (Moisseev et al., 2015). The raindrop size determines
e.g., how much the surface precipitation is decreased by evaporation
because larger raindrops will fall faster through subsaturated layers
and evaporate slower than smaller raindrops (Seifert, 2008) Since ag-
gregation is a result of collisions between different particles that stick
to each other, it produces a continuous change in the particle size
distribution (Field and Heymsfield, 2003), where larger and faster
particles collect the small and slower ones. This process is particu-
larly challenging because it can occur over a broad temperature range,
from temperatures smaller than 0 down to -60 oC (Connolly et al.,
2005; Crosier et al., 2011; Field and Heymsfield, 2003; Kajikawa and
Heymsfield, 1989) and between a large variety of ice crystals types.
Although aggregation can happen in such large temperature range,
results from in-situ observation, laboratory investigations, and com-
putational experiments have indicated that aggregation preferentially
enhances at around -15 oC due to the growth of dendrite-like crystals
and close to 0 oC due to formation of a quasi liquid layer on the ice
surface (Connolly et al., 2012; Hobbs et al., 1974; Lawson et al., 1998;
Stewart, 1992).

In order to improve our current knowledge about ice and mixed-
phase clouds and to evaluate different microphysical parameteriza-
tions and models, detailed observations of the evolution of microphys-
ical processes in ice and mixed-phase clouds are extremely important.
To this end, a significant effort has been made to increase the number
of in-situ (Hobbs et al., 1974; Kajikawa and Heymsfield, 1989; Krüger
et al., 2014; Lawson et al., 1998; Matrosov et al., 2001; McFarquhar
et al., 2011; Verlinde et al., 2007) and remote sensing observations
(Hoose and Möhler, 2012; Lobl et al., 2007; Löhnert et al., 2011; Lubin
et al., 2020; Macke et al., 2017; Petäjä et al., 2016).

In-situ observations of ice and mixed-phase clouds are challenging;
most of the time, these clouds populate regions far above the ground.
Therefore, in-situ observations are often restricted to ground base
stations at high mountains or to airborne campaigns. Although in-situ
measurements are extremely valuable for models and parameteriza-
tion evaluations due to all the details of the cloud particles that they
can provide, this kind of observations are restricted to a specific time
or place and only sample a small part of the clouds and cannot provide
continuous profiles. In particular, aircraft based experiments can not
be used as a source of long term observations due to the large number
of resources required for it. Additionally, aircraft-based observations
are often affected by artificial offset, for example, measurements of
ice nucleating particles (INP) could be underestimated because the
probes may miss a larger amount of INP, and measurements of ice
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concentration could be overestimated due to artificial ice shattering
produced by the probes (Baumgardner et al., 2012; Korolev et al., 2020;
Schwarzenboeck et al., 2009).

A complementary observational approach is to use radar remote
sensing. It gives the advantage to retrieve information along the path
travelled by the signal, while it is propagating through the clouds.
Since the late 90s and thanks to enormous technological develop-
ment, radars have been installed in satellites and used to monitor
precipitation on a global scale and provide information from regions
where ground-based observations are not readily available (e.g. over
the ocean). Thanks to spaceborne radars, it was possible to identify
the importance of ice and mixed-phase clouds to the precipitation
(Heymsfield et al., 2020; Mülmenstädt et al., 2015). Although space-
borne radars can provide 3-D observations of the clouds on a global
scale, they have a coarse vertical resolution (250-500 m), are affected
by ground clutter at altitudes lower than 1 km above the surface, and
their signals are strongly attenuated.

Ground-based radars have been used to study and monitor clouds
and precipitation. Since meteorological radars were introduced, they
went through several technological developments adding the capabil-
ity to use polarimetry which, for example, allows to retrieve additional
information from the bulk shape of the particles. Several studies have
used polarimetric radars to improve our understanding of the mi-
crophysical processes that take place in ice and mixed-phase clouds.
One example is the identification of regions populated by pristine
and asymmetric ice crystals (e.g. plate, dendrites needles) (Kumjian,
2013; Wolde and Vali, 2001a,b), indicating the predominance of depo-
sitional growth and nucleation. In particular, at temperature regions
around -15 oC several studies have found polarimetric signatures that
suggest vigorous growth of dendrites by deposition (Andrić et al.,
2013; Bechini et al., 2013; Griffin et al., 2018; Kennedy and Rutledge,
2011; Schrom et al., 2015; Trömel et al., 2019). Another example is the
better identification of the region where the ice particles start to melt
(melting layer). Polarimetric observations show enhanced signatures
due to continuous change in the dielectric properties of the melting
particle (Baldini and Gorgucci, 2006; Kumjian, 2013; Ryzhkov and
Zrnic, 1998; Trömel et al., 2013, 2014). This improved characterization
of the melting layer has been used to improve the representation of
melting in numerical models (Fabry and Szyrmer, 1999; Szyrmer and
Zawadzki, 1999; Trömel et al., 2014; Zawadzki et al., 2005).

Although polarimetric radar provided an essential contribution to
the understanding of some of the microphysical processes mentioned
previously, two other processes, namely riming and aggregation, can-
not be unambiguously identified using polarimetric radars alone; both
processes reduce the asymmetry of the ice particles producing similar
polarimetric signatures (Kumjian, 2013; Ryzhkov et al., 2016; Trömel
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et al., 2019). However, aggregates and rimed particles with equivalent
sizes when melted, form raindrops with different sizes. The sizes
of the melted rimed particles are larger than the melted aggregates.
Therefore, identification of aggregation and better separation from
riming is needed to improve our understanding of aggregation.

The most innovative way of using radar for remote sensing is to com-
bine observations from nearly placed vertically pointing radars that
operate at different frequencies. The data obtained by the radars from
this kind of setup can be used, for example, to retrieve liquid water
content and ice water content (Gaussiat et al., 2003; Yoshida et al., 2006)
and to estimate the snow differential attenuation (Hogan et al., 2005;
Tridon et al., 2020). Another possible application for multi-frequency
observation is to retrieve information about particles sizes (Hogan et
al., 2000; Matrosov, 1992). The combination of two or more radars with
one radar operating at low frequency, ensuring that all particles scatter
in Rayleigh regime, and the other radars operating at well chosen
higher frequencies, ensuring that the particles transit from Rayleigh to
non-Rayleigh scattering regime at different sizes, allows tracking the
growth of ice particles along their path towards the ground (Sekelsky
et al., 1999). A theoretical study by Kneifel et al., (2011) using different
scattering models to simulate the triple-frequency observations indi-
cated that this approach could be used to distinguish between different
particle types. Another theoretical study, from Leinonen and Szyrmer,
(2015), suggested that the triple-frequency observations could be af-
fected by the changing in the density of ice particles. Kneifel et al.,
(2015) also verified this behaviour using data from a triple-frequency
experimental campaign; the authors identified a distinct behaviour
between rimed and unrimed aggregates. The capability to obtain
information about the particles growth and their change in density
gives the possibility to use multi-frequency radar observation to study
aggregation and riming.

If the vertically pointing multi-frequency radars are also Doppler
capable, it adds the possibility to use the Doppler velocity as an indi-
cator of the particles fall velocity. Barthazy and Schefold, (2006) and
Mosimann, (1995) indicated that the increase in density due to rim-
ing could be verified by an increase in the Doppler velocities. While
the Doppler velocity of unrimed aggregates increases up to 1 m/s,
the occurrence of riming can further increase the Doppler velocities,
for example, up to 3 m/s (Kneifel and Moisseev, 2020). This addi-
tional source of information of changing in particles density combined
with the multi-frequency observation can be used for improving our
knowledge about aggregation and riming.
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1.2 objectives and outline

Despite the fundamental importance of aggregation to the formation
of large precipitating particles, few works have been dedicated to
studying aggregation in clouds. This thesis uses the state-of-art of
radar remote sensing technique based on multi-frequency observation
from vertically pointing Doppler radars to investigate the conditions
that intensify aggregation in temperature regions around -15 oC and
0 oC and how this affects the raindrop sizes, which is an important
parameter to estimate surface precipitation rates. To this end, this the-
sis introduces a novel methodology for correcting the multi-frequency
observations.

Chapter 2 provides a brief introduction to the theory of the cloud
microphysical processes related to the formation and growth of ice
particles. Additionally, this chapter gives a short introduction to the
theory of radar remote sensing and introduces the basic concepts of
multi-frequency observation.

Chapter 3 describes the experimental setup and technical specifica-
tions of the radars used during the triple-frequency and polarimetric
radar experiment for improving process observation of winter precipi-
tation (TRIPEx, 2015/2016) and (TRIPEx-Pol, 2018/2019) campaigns.
It also highlights the improvements applied to TRIPEx-Pol based on
the knowledge obtained during TRIPEx campaign. The data from
TRIPEx and TRIPEx-Pol is used in this thesis as the primary source
of information of aggregation. This chapter additionally describes the
methodology developed to process the data collected during both
campaigns. The data processing minimizes the effect of attenuation,
miscalibration, remaining offsets, removes spurious data and assigns
quality flags for each processing step.

In Chapter 4, the triple-frequency observations from TRIPEx and
TRIPEx-Pol are combined to provide the longest available dataset (6
months long) to study the formation of aggregation in temperature
regions between -20 and -10 oC (DGZ). The maximum dual wave-
length ratio Ka-W (mDWR-KaW) within DGZ is used as an indicator
of increase in snowflake sizes. The radar profiles from the combined
dataset are then classified according to the mDWR-KaW. This classifi-
cation is used to investigate if the intensification of aggregation within
DGZ is favoured by the occurrence of upward motion or microphysical
processes.

Chapter 5 also uses the combined triple-frequency observations
from TRIPEx and TRIPEx-Pol, but for studying the intensification of
aggregation in temperatures between -10 and 0 oC. Similarly to the
approach used in Chapter 4, the profiles from this longterm dataset
are classified according to the maximum dual wavelength ratio X-Ka
(mDWR-XKa) within this temperature region to identify conditions
that favour the formation of large aggregates. As most of the global
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precipitation reaches the ground as rain but is formed via the ice phase
(Figure 1.1), it is important to investigate the effect of ice microphysical
processes (e.g. aggregation) on the properties (e.g. size) of the rain.
This chapter investigates if the increase of aggregate sizes above the
melting layer favours the increase of raindrop sizes and if this increase
of aggregate sizes favours additional aggregation or break up while
aggregates are melting.

Finally, Chapter 6 summarizes the main results and draws con-
clusions regarding the conditions that favour the intensification of
aggregation. Additionally, it also provides an outlook for future re-
search.





2
T H E O RY O V E RV I E W

This chapter introduces the theoretical bases of the microphysical
processes from ice mixed-phase clouds, and it presents the basic theory
of radar remote sensing. Section 2.1.1 describes the conditions needed
for the formation and growth of a single ice crystal and the influence
of these conditions on the shape of ice crystals. An overview of the
growth by aggregation is given in Section 2.1.2. An introduction to the
formation of ice fragments is provided in Section 2.1.4. Section 2.2.1
introduces the concepts related to the scattering of a single particle,
and Section 2.2.2 describes attenuation and radar reflectivity factor
from a distribution of particles. Finally, Section 2.2.3 introduces the
Doppler spectra and other related concepts.

2.1 ice growth microphysical processes

During the lifetime of the clouds, several microphysical processes
can take place leading to the formation of, for example, solid- and
liquid-phase particles. Each one of these processes require different
conditions to take place. Here, an introductory description of the
microphysical processes related to the formation of ice crystals and
snow is given, and a more in-depth description can be found in
Lohmann, (2016) and Pruppacher and Klett, (1997).

2.1.1 Ice nucleation and depositional growth

The formation of the initial ice particles can take place via two dif-
ferent processes. The first process is homogeneous nucleation, where
those particles are formed in the absence of ice nucleating particles
(INP). The direct transition from vapour to ice phase requires colder
temperatures and ice supersaturation (Si) that are rarely observed,
suggesting that this transition is a rare phenomenon in the atmosphere
(Lohmann, 2016). Figure 2.1 provides an example of the homogeneous
nucleation rate for water and ice from vapour (Jw and Ji). One can
see that the homogeneous nucleation of ice becomes favourable at
temperatures smaller than ⇡ 226 K (-47 oC) and for water supersat-
uration Sw larger than 21, which is much higher than the observed
in the atmosphere (Lohmann, 2016). In contrast, the formation of ice
particles due to spontaneous freezing of the water droplets is observed
in the atmosphere. Experimental results show that pure water droplets
freeze spontaneously at temperatures around -38 oC (Pruppacher and
Klett, 1997). The second process is heterogeneous nucleation (e.g. im-

9
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mersion freezing, condensation freezing, contact freezing, deposition
nucleation), where ice particles can form on the surface of aerosols
even in conditions where homogeneous nucleation would not be pos-
sible; however, not all aerosols serve as INP (Khain and Pinsky, 2018;
Lohmann, 2016). The reasons why some aerosols serve as INP and
others not are not completely known, but it is known that the surface
of INPs provides an ice-like structure which favour water molecules
bonds. Examples of INP are bacterias, pollen, dust particles, organic
aerosols and soot particles. Figure 2.2 shows, for different aerosols
types, the onset of ice supersaturation (Si) and temperatures where
ice nucleation is observed (Hoose and Möhler, 2012; Lohmann, 2016).

Sw

Figure 2.1: Saturation ratio with respect to water (Sw) as a function of the
temperature required to obtain a homogeneous nucleation rate
of 1cm-3s-1 for water from vapor (Jw) and for ice from vapor
(Ji). The red box indicates the region where the homogeneous
nucleation of ice is favourable. Figure adapted from Lohmann,
(2016).

During the early stage of the initially generated ice particle, depo-
sitional growth is the most efficient growth process (Lohmann, 2016;
Pruppacher and Klett, 1997), where water vapour molecules deposit
on the surface of ice particles increasing their masses and sizes. If
the new-formed ice particles are in a region of the cloud where the
environment is supersaturated with respect to ice and water, these
ice particles and the co-existing droplets grow competing with each
other for the available water vapour (Korolev, 2007). However, if those
new ice particles are in a region supersaturated with respect to ice
and sub-saturated with respect to water, a diffusion process known as
Wegener-Bergeron-Findeisen (WBF) takes place and the ice particles
grow on the expense of the water droplets (Korolev, 2007). Figure 2.3
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Figure 2.2: Onset Si and temperatures for heterogeneous nucleation for dif-
ferent INPs. Panel (a) is for mineral dust, Panel (b) is for organic
particles and soot, and Panel (c) is for bioaerosol and ammonium.
The solid line indicates the Sw. Figure adapted from Lohmann,
(2016).

illustrates the WBF process. The void region surrounding the crystal
indicates that the nearby droplets were consumed during the growth
of the crystal.

During the depositional growth, the water molecules attach to each
other via the hydrogen bonds giving a hexagonal structure to the
ice lattice (Lohmann, 2016; Pruppacher and Klett, 1997). However,
the shape of the ice crystals is dependent on T and Si (Fukuta, 1969;
Hallett and Mason, 1958; Keller, 1980; Takahashi, 2014; Takahashi et al.,
1991). Another factor that plays a role in the formation of the particle
shape is the time that water molecules have to arrange themselves on
the crystalline structure. Different combinations of those parameters
lead to a large variety of habits, from simple structures as plates
to complex ones as dendrites and rosettes. A comprehensive habit
diagram based on several laboratory studies and in-situ observations
proposed by Bailey and Hallett, 2009 shows the large variety of habits
observed in the atmosphere for T between -70 and 0 oC and Si

between 0 and 0.6 (Figure 2.4). The diagram indicates, for example,
that at temperatures between -20 and -10 oC branched crystals, such
as sector and dendrites, are formed in an environment supersaturated
with respect to water; however, if the water saturation is not reached,
the ice crystals grow plate-like. The temperature regime, between -20

and -10 oC, is commonly addressed as dendrite growth zone (DGZ).
The growth rate of a single particle by diffusion is described by

Equation 2.1. m is the mass of the ice crystal, ↵m is the accommodation
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Figure 2.3: Illustration of the Wergener-Bergeron-Fideisen. Adapted
from Lohmann, 2016, but it is originally from
http://www.snowcrystals.com.

coefficient, C is the capacitance, and it is proportional to the particle
size, Ls is the latent heat of sublimation, T is the temperature, Rv is
the gas constant of water vapour, K is the thermal conductivity of
the air, Dv is the molecular diffusion coefficient of water vapour in
the air and es,i is the saturation vapour pressure with respect to ice.
From the electrostatic theory, C is dependent on the geometry of the
particle; however, the shape of the ice particles are dependent on T

and es,i as indicated in Figure 2.4. A laboratory study from Takahashi
et al., (1991) showed that this change in capacitance with T and es,i
leads to a growth rate that is enhanced in two temperature regimes.
Figure 2.5 shows the change in the mass of ice crystals for different
growth periods. One can see that there are two temperature regions
where the growth rate is enhanced; one is between -8 and -2 oC
where needles preferentially grow, and the other is between -20 and
-10 oC (within DGZ) where the growth rate is strongly enhanced.

dm

dt
= ↵m4⇡C(Si- 1)

✓
Ls

RvT
- 1

◆
Ls

KT
+

RvT

es,i(T)Dv
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2.1.2 Aggregation

Aggregation is the process where different particles remain attached
after a collision between them. Several in-situ experimental campaigns
observed aggregation taking place at temperatures between -60 and
0 oC (Connolly et al., 2012; Crosier et al., 2011; Field and Heymsfield,
2003). From the hydrodynamic theory, the growth rate by aggrega-
tion between different particles is described by the statistical growth
equation (Equation 2.2) (Pruppacher and Klett, 1997). f(mi) is the
number distribution of particles with mass mi. i and j are indexes of

http://www.snowcrystals.com
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Figure 2.4: Ice particle habit diagram as function of T and Si derived from
laboratory studies and in-situ observations. The solid line indi-
cates the water supersaturation. Adapted from Bailey and Hallett,
(2009).
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Figure 2.5: Change of ice particles mass for different growth times under
a liquid water content of 0.1 gm-3 and pressure of 1010 hPa.
Adapted from Takahashi et al., (1991).

two distinct particles. K is the collision kernel (Equation 2.3) (Prup-
pacher and Klett, 1997), which gives the probability of two particles
aggregate. Since the ice particles do not have a well defined radius, the
time-average projected area of the particles normal to the fall direction
A is used to characterize their sizes. v is the terminal velocity. Eagg

represents the aggregation efficiency, and it is the product of two other
parameters, the collision efficiency Ec and the sticking efficiency Es.

df(mi)

dt

����
agg

=

Zmi/2

0
f(mj)f(mi -mj)K(i, j)dmj

-

Z1

0
f(mi)f(mj)K(i, j)dmj

(2.2)

K(i, j) = (A0.5
i +A0.5

j )2|vi - vj|Eagg (2.3)

An immediate result from Equation 2.3 is that the probability of
collision increases with the increase of the size of both particles. It also
indicates that this probability increases with the increase in the dif-
ference between particles terminal velocities; particles with the same
terminal velocity have a null probability of aggregation. Figure 2.6
shows the terminal fall velocity from different ice particles obtained
by Karrer et al., (2020) using the hydrodynamic theory and an ag-
gregation model. One can see that there is a large variability of the
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terminal velocity for a different type of particles and sizes, favouring
the collision between them.

Figure 2.6: Terminal fall velocity of single particles as function of their maxi-
mum dimension (Karrer et al., 2020). The continuous and dashed
lines are from single crystal and aggregates, respectively.

Ec is a measure of the tendency for collision, which represents the
fact that some of the collisions may not happen because one of the
particles can be deflected by the flow (Lohmann, 2016; Pruppacher and
Klett, 1997). Figure 2.7 illustrates the collision between small spherical
particles P1, P2, P3. P2 and P3 have the same diameter d smaller than
the diameter D of P1. P2 and P3 have the same fall velocity v slower
than velocity V of P1. P2 follows a streamline closer to the centre of P1
than P3, leading to a collision between P1 and P2, while P1 and P3 do
not collide. Although pristine ice crystals and snowflakes are mostly
not spherical, similar behaviour also happens to them (Pruppacher
and Klett, 1997). Based on the hydrodynamic theory and combined
with the theories of boundary-layers, Böhm, (1992) introduced a semi-
empirical solution of Ec for different kinds of particles and sizes.
Figure 2.8 shows Ec calculated for planar branched ice particles and
indicates that Ec strongly changes for different collision setups. One
can see that there are two possibilities for increasing Ec. One possibility
is increasing the dimensions of the colliding particles indicated by
the general increase of Ec for different curves. Another possibility is
having collisions between particles with comparable sizes indicated
by the maximum of each curve.

Es is the temperature dependent probability of particles to stick
after collision. This temperature dependency is related to two differ-
ent factors. One factor is the shape of the ice particles; as shown in
Section 2.1.1, the shape of the ice crystals is dependent on the envi-
ronmental temperature. At temperature range between -20 and -10
oC dendrites grow, and due to their branched structure, this type of
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P1(D,V)

P2(d,v) P3(d,v)

Figure 2.7: Illustration of the collision between spherical particles. The gray
lines indicate the streamline flow.

Figure 2.8: Aggregation collision efficiency of planar branched ice particles.
The different curves are from different realisations of the simula-
tion indicated by the legends. Adapted from Böhm, (1992).
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ice crystals interlock with each other which is not possible for plates
or needles (Connolly et al., 2012). The second factor is the presence
of quasi-liquid layer (QLL) on the surface of the ice particles, where
the water molecules are not random structured as a liquid nor do
they fixed structured as crystal (Li and Somorjai, 2007). The QLL
forms at temperatures colder than 0 oC, and it starts to be distin-
guishable from the crystalline structure at around -33 oC (Slater and
Michaelides, 2019). This QLL gets thicker with increasing temperature,
which increases Es by enhancing the sintering between ice particles.

It is not easy to measure Es (Phillips et al., 2015), and only a few
studies about the variation of Es with temperature are available (Con-
nolly et al., 2012; Hosler and Hallgren, 1960; Kajikawa and Heymsfield,
1989; Mitchell, 1988). Often in-situ and laboratory investigation using
diffusion chambers investigate Es indirectly by studying the Eagg as
a function of temperature and assuming Ec = 1. Figure 2.9 shows the
Es values from available parameterization (Phillips et al., 2015) and
measurements (Mitchell, 1988) and indicates that Es enhances at a
temperature range between -20 and -10 oC, which represents the
fact that dendrites grow in this region and they efficiently interlock
each other.

Figure 2.9: Variation of the Es with temperature. Open diamonds are from
Mitchell, (1988) and dark dots are from the parameterization from
Phillips et al., (2015). The error bars are the standard deviation
obtained by Connolly et al., (2012). Adapted from Phillips et al.,
(2015).
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2.1.3 Riming

Riming is the process in which particles grow by accretion of su-
percooled liquid water (SLW). During this process, the collected wa-
ter droplets freeze onto the surface of the ice particles leading to a
rapid increase of their masses while their sizes remain almost con-
stant(Pruppacher and Klett, 1997). The size of the particles only in-
creases after their surfaces are filled in with rimed ice (Heymsfield,
1982), which indicates that rimed particles experience a rapid increase
in density. Figure 2.10(a-b) show examples of rimed particles in two
different stages. One can see that the more the crystal is affected
by riming, the less of its initial characteristics remain generating a
spherical like particle (graupel).

(a) (b)

Figure 2.10: Illustration of rimed ice particles. Panel (a) shows an initially
rimed plate, and Panel (b) shows an extremely rimed ice crystal
(spherical graupel). Adapted from Wallace and Hobbs, (2006).

Due to this rapid increase in density, the particles fall velocities
rapidly increase. This change in velocities was verified by Fukuta and
Takahashi, (1999) and Takahashi and Fukuta, (1988) as a response to
the riming enhancement in a windy tunnel experiment. Figure 2.11
shows the results obtained by Takahashi, and one can see that the more
the particles grow by riming, the faster they get. Observational studies
reported rimed particles with fall velocities up to 3 m/s (Barthazy and
Schefold, 2006; Mosimann, 1995).

Riming can play an important role in the precipitation cycle by
enhancing the precipitation rate. Harimaya and Sato, (1989) found that
in the coastal area of Japan, riming contributed to 40 to 63% of the
snow mass. In the Sierra Nevada, Mitchell et al., (1990) found that this
contribution was between 30 and 40%.

2.1.4 Secondary ice production

Secondary ice production (SIP) represents a class of atmospheric pro-
duction ice where pre-existing ice particles are required, which differ
from the primary formation (homogeneous and heterogeneous nucle-
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Figure 2.11: Increase of the fall velocity of rimed ice particles at -10.5 oC.
The continuous line is for liquid water content of 2 g/m3 and
the dashed line is for liquid water content less than 0.5 g/m3.
Adapted from Fukuta and Takahashi, (1999).

ation) where the ice particles are formed by spontaneous formation of
the ice germs in extremely cold temperatures (T < -40 oC) or in the
presence of INP. SIP is of particular importance during the life-time
of the clouds because it can enormously increase the concentration
of ice particles. Several studies (Crawford et al., 2012; Crosier et al.,
2011; Heymsfield and Willis, 2014; Korolev et al., 2020; Lawson et al.,
2017) reported that the concentration of ice particles often exceeds the
concentration of INP, and the likely explanation for this fact is the
presence of SIP. For example, in-situ observations in the Arctic indicate
that at least 18% of the fragmented stellar like crystals result from
natural processes (Schwarzenboeck et al., 2009), while the remaining
82% could result from not proved natural fragmentation or from the
measurements methodology. The production of secondary ice in the
DGZ could favour the production of branched like crystals and then
enhance the formation of aggregates. A laboratory study conducted
by Mignani et al., (2019) where the dendrite crystals were individually
melted and refrozen, indicated that ⇡ 81% of the crystals did not have
active INP in temperatures between -12 and -20 oC suggesting that
they are likely to result from SIP.

A recent extensive review from the literature by Korolev and Leis-
ner, (2020) listed six identified SIP. Those processes are conceptually
illustrated in Figure 2.12, and they are briefly described in the follow-
ing text. For a detailed description of SIP see Field et al., (2017) and
Korolev et al., (2020).
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Figure 2.12: Conceptual illustration of the currently known SIP. Blue color
indicates ice phase and red color indicates liquid phase. Adapted
from Field et al., 2017.

The first process is droplet fragmentation during freezing. This pro-
cess was initially proposed by several studies as the likely explanation
for SIP (Mason and Maybank, 1960). It can occur during freezing of
water droplets, as their outermost part freezes creating an ice shell
and trapping the liquid water in the inner part. As the droplets freeze
inward, the pressure inside the ice shell increases rapidly. At a certain
point, the internal pressure reaches its maximum, and after that, any
additional increase in pressure produces two possible results (Leisner
et al., 2014). Either the frozen surface of the droplet cracks producing
splinters, or it forces a spicule to form through the surface. Laboratory
studies indicate that this process can take place in a wide temperature
range (from 0 to -30 oC). Additional studies suggest that this process
could be one of the main sources of secondary ice (Korolev et al., 2004,
2020; Lawson et al., 2017; Rangno, 2008).

The second process is the production of splinters during riming; it
is also referred to as Hallet-Mossop. This process was initially verified
by different laboratory studies (Aufdermaur and Johnson, 1972; Hobbs
and Burrows, 1966) where they identified the production of ice splin-
ters while riming was taking place in temperatures between -5 and
-20 oC. Later, Hallett and Mossop, (1974) and Mossop and Hallett,
(1974) using a cloud chamber, found that this process requires specific
conditions to take place. The environmental temperature should be
between -8 and -3 oC, and the diameter of the colliding supercooled
water droplet should be larger than 25 µm. Additionally, Mossop,
(1985) and Saunders and Hosseini, (2001) found that the collision
velocities should be between 0.2 and 6 m/s. Heymsfield and Mossop,
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1984 suggested that during Hallet-Mossop the surface of the colliding
droplet freezes during contact with ice particles, and after that, the
internal pressure increases until the droplet shell bursts producing
splinters.

The third process is fragmentation during a collision between ice
particles. This process was supported by ground-based and in-situ
measurements (Jiusto and Weickmann, 1973; Takahashi, 1993). Taka-
hashi et al., (1995) and Vardiman, (1978) in laboratory investigation
found that ice fragments were produced when colliding rimmed parti-
cles. Khain and Pinsky, (2018) and Schwarzenboeck et al., (2009) also
indicate that Collisions between branched ice crystals like dendrites
are likely to produce fragments due to their structure. The current
literature does not indicate a preferential temperature range for this
process to occur.

The fourth process is the ice fragmentation during thermal shock.
Koenig, (1963) proposed that while riming is taking place, a fraction
of latent heat is transferred from the supercooled droplet to the ice
particle and due to differential deformation the particle cracks. This
process was verified in laboratory studies by (Dye and Hobbs, 1968)
where ice crystals shattered into several pieces after getting in contact
with supercooled droplets. King and Fletcher, (1976a,b) based on the
thermoelastic theory and experiments, suggested that thermal shock
is unlikely to be relevant for producing secondary ice in temperatures
smaller than -5 oC.

The fifth process is the ice fragmentation during sublimation. This
process was identified in the laboratory when the ice crystals were
submitted to an environment sub-saturated over ice (Bacon et al., 1998;
Dong et al., 1994; Oraltay and Hallett, 1989). The few available studies
indicate that this process happened at temperatures between -30 and
0 oC and for relative humidity over ice between 50 and 100%.

The last known process is the activation of INP in transient super-
saturation regions. This mechanism was suggested by Gagin, (1972)
where a freezing drop would create a supersaturated transient region
and activate INP that usually are not active. This process requires that
the temperature at the drop surface should be higher than the temper-
ature in the surrounding environment, and under this condition, the
water molecules diffuse from the frozen surface to the environment
(Dye and Hobbs, 1968). Fukuta and Lee, (1986) found that for a 2 mm
falling graupel at -10, -20 and -30 oC, the water supersaturation
reached approximately 10, 40, 100%, respectively. However, the su-
persaturation reduced to 5.5, 23 and 35% when a 6 mm graupel was
used.
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2.2 radar remote sensing of ice and mixed-phase clouds

One of the first usages of radars (Radio Detection and Ranging) for me-
teorological applications is from Marshall et al., (1947), where radars
where used to estimate precipitation and since that time the usage
of radars for meteorological applications rapidly increased. Radars
brought the possibility to monitor the weather at almost real-time.
Around the world, the number of radars dedicated to monitor the
weather also increased, which in turn allowed, for example to observe
and study thunderstorms, tornados and avoid natural disasters. Be-
sides, radars allow observing a much larger portion of the clouds when
compared to in situ methods (e.g. radiosondes, airborne sensors).

Radars transmit and receiving electromagnetic signals (pulses).
Those signals are characterized by different physical properties of
the electromagnetic waves such as frequency, amplitude, polarization,
pulse width, pulse repetition frequency and phase. After the trans-
mission, the signal propagates through the atmosphere interacting
with its gaseous constituents and other liquid or solid targets (e.g.
cloud droplets, snowflakes, ice crystals and insects), which absorb and
scatter part of the energy of the transmitted signal. The signal scat-
tered towards the radar (backscattered) can be received and recorded
by the radars, allowing to relate the properties of the received signal
(frequency, power, phase and polarization) with the properties of the
hydrometeors which scattered the signal. The received power (Pr) is
described by Equation 2.4, where c is the speed of light, Pt is the
pulse transmitted power, and � is the width of Pt, G is the gain of
the antenna, f is the radar frequency, ✓ and � are the horizontal and
vertical beamwidths, ↵ is the attenuation along the path travelled by
the signal, r is the distance between the radar and the scatterers, |K|2

is the dielectric constant from the scatterers, and Z is the reflectivity
factor of the scatterers. The derivation of the Equation 2.4 can be
found in Bringi and Chandrasekar, (2001), Doviak and Zrnic, (2014),
and Raghavan, (2003). Equation 2.4 shows that the Pr decreases with
increasing distance and enhances with the increasing frequency.

Pr =
⇡3

1024ln(2)c| {z }
constants

radar
parameters

z }| {
Pt�G2f2✓�

↵

r2|{z}
path

properties

scatterer
properties
z }| {
|K|2Z (2.4)

An important characteristic of the radars is the operating frequency.
It determines for which meteorological application the radars can be
best used. The different applications are based on the fact that the
backscattering and attenuation are frequency-dependent. Table 2.1
lists the available radar frequency bands and the main meteorological
application. Two other characteristics of some of the currently available
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radars are polarimetry and Doppler capability. Polarimetric radars
transmit and receive signals with a different polarization orientation
(most common horizontal and vertical) which allow accessing informa-
tion of the shape of the particles. Doppler radars allow, additionally,
to retrieve information related to the radial velocity of the particles.
In case Doppler radars are operated vertically pointing, the retrieved
Doppler velocity is closely related to the particles fall velocity and
gives the possibility to identify classes of hydrometeor. Table 2.2 gives
examples of the typical fall velocities of some classes of hydrometeor.

In case a particle with a specific size is illuminated by radar signals
with different frequencies, the scattering regime can be different, and
it is determined by the relation between the size of the particle and
the frequency. The combination of observations from radars operating
at different frequencies can provide additional information about
the microphysical processes (e.g. aggregation, riming, melting) and
improve retrievals of snow properties (Hogan et al., 2000; Kneifel et al.,
2015; Matrosov, 1998). However, this method requires that the different
radars observe the same volume.

2.2.1 Scattering properties of a single particle

From a classical electrodynamics perspective, when an electromagnetic
wave propagates through a dielectric material, one part of the energy
carried by the wave is absorbed and converted into thermal energy
(absorption) and another part is dissipated in all directions (scattering)
(Jackson, 1999; Liou, 2002). This combined loss of energy is called
extinction. For a radar signal propagating through the atmosphere,
the extinction produced by each atmospheric component (e.g. aerosols,
water vapour molecules, droplets, ice particles) can be related to
a quantity called extinction cross-section (�ext, Equation 2.5), and
it represents the extinction produced by one particle from a given
atmospheric component. �a and �s are the absorption cross-section
and the scattering cross-section, respectively. These quantities (�a and
�s) are dependent on both the electromagnetic wave properties (i.e. the
wavelength � and the polarization state), as well as the the properties
of the particle such as the dielectric constant |K|2, the illuminated
surface area, the shape and orientation (Raghavan, 2003).

�ext = �a + �s (2.5)

�s represents the amount of radiation scattered in all directions;
however for radar applications, only the amount scattered towards the
radar contributes to the received signal, and it is represented by �b

(backscattering cross-section). If the transmitted signal is vertically or
horizontally polarized, the received signal is also polarized, and �b

is proportional to the amplitudes of the backscattered signal (Equa-
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Table 2.1: Frequencies of interest for various meteorological radar applica-
tions adapted from Raghavan, (2003).

Band Frequency Range of Main application
designation range wavelengths
VHF 30-300 MHz 10-1 m Observation of clear air phenomena

in the troposphere and stratosphere,
wind-profiling, turbulence,

UHF 300-1000 MHz 1-0.3 m refractive index structure

L 1-2 GHz 30-15 cm Clear air and precipitation phenomena

S 2-4 GHz 15-7.5 cm Precipitation measurement, tropical
cyclone observation, local severe
storms, radio wave propagation

C 5-7 GHz 6-4.5 cm Local severe storms, precipitation
measurement, tropical cyclone
observation, radio wave propagation,
use on aircraft

X 9-11 GHz 3.3-2.7 cm Thunderstorm and gust front
detection, radio wave propagation,
use on aircraft

Ku 12-18 GHz 2.5-1.7 cm Cloud physics, cloud boundaries,
air- and space-borne radar

Ka 27-40 GHz 1.1-0.75 cm Sea surface studies, precipitation
measurement from attenuation,
tornado observation

W 94 GHz 3.2 mm Cloud boundaries, cloud microphysics
F 140 GHz 2.14 mm and dynamics, tornado observation
G 220 GHz 1.30 mm
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Table 2.2: List of the typical mean Doppler velocities observed using ver-
tically pointing radars (Khain and Pinsky, 2018; Lohmann, 2016;
Pruppacher and Klett, 1997; Wallace and Hobbs, 2006)

hydrometeor class fall velocity [m/s]
snow 0.5 - 1.5
hail 0.6 - 10
super cooled water 0

light rain 0.5 - 2
heavy rain 4 - 6

tion 2.6). S is the matrix of amplitudes of the backscattered linear
polarized signal (Equation 2.7) (Sinclair, 1950). The indexes H (hor-
izontal) and V (vertical) are used to indicate the polarization of the
transmitted and received signals. The elements SHV and SVH are the
depolarization components, which arises from the interaction between
the linear polarized wave and the particles that are not vertically or
horizontally aligned (Andronache, 2018).

�b = 4⇡|S|2 (2.6)

S =

"
-SHH SHV

SVH SVV

#

(2.7)

If the size of the illuminated particle is much smaller compared
to the wavelength, it can be assumed that each point of the scatterer
is instantaneously experiencing the same forcing electric field. This
means that the individual induced dipoles oscillate in phase with each
other. Under this condition, the scattering effects are considered to be
in the Rayleigh regime and �b can be calculated using the Rayleigh
approximation (Equation 2.8).

�b =
⇡5

�4
|K|2D6 (2.8)

where D is the diameter of an equivalent sphere with the same diame-
ter of the particle. The dielectric factor |K|2 accounts for the dielectric
properties of the material constituting the scatterer and is related to
the complex refractive index m(�) as follows:

|K|2 =

�����
m(�)2 - 1

m(�)2 + 2

�����

2

(2.9)
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On the other hand, if the particle size is larger or comparable to the
wavelength, the induced dipoles oscillate out of phase with one an-
other, radiating waves that interfere constructively or destructively.
In this case, the amount of backscattered radiation differs from the
Rayleigh approximation, and the scattering is said to be in the non-
Rayleigh regime. As an illustration of the transition to different scatter-
ing regimes with increasing D, Figure 2.13 shows the �b of simulated
aggregates of a mix of columns and dendrites for X- (9.4 GHz), Ka-
(35 GHz), and W-Band (94 GHz). One can see, for example, that a
particle with a diameter of ⇡ 0.5 mm scatters in the Rayleigh regime
for all the three frequencies, while a particle with a diameter of ⇡ 2

mm scatters in the non-Rayleigh regime for Ka- and W-Band, but it is
still in the Rayleigh regime for X-Band."snowScatt is a

python package that
provides scattering
and microphysical

properties of
realistically shaped

snowflakes developed
at University of

Cologne."

Figure 2.13: Normalize �b from single aggregate of a mix of columns and
dendrites calculated using snowScatt (Ori et al., 2020b) for X-,
Ka-, and W-Band. The vertical lines indicate the diameters equal
to 0.5 and 2 mm.

In addition to the amount of backscattered radiation that is related
to the particle size, the frequency of the returned signal can provide
information about the radial velocity of the particle (vr) due to the
Doppler shift of the frequency. This frequency change (�f) is quantified
by Equation 2.10, where c is the speed of light and f is the frequency
of the incident wave.

�f =
2vr
c

f (2.10)

For example, if a radar transmits a signal at a frequency of 35 GHz
and it illuminates a particle moving towards the radar with vr = 1m/s,
the �f of the backscattered signal is approximately 233.3 Hz, which is
109 times smaller than the frequency of the transmitted signal. Some
of the currently available radars can retrieve the Doppler velocity, but
this order of magnitude of �f is difficult to measure by the current

https://snowscatt.readthedocs.io/
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radars systems. Therefore, the Doppler velocity vD is estimated from
the temporal change in the phase (') of the consecutive backscattered
signals (Andronache, 2018; Doviak and Zrnic, 2014; Fabry, 2015), and
it is given by Equation 2.11. mair is the average refractive index of the
air along the path.

d'

dt
=

-4⇡fmair

c
vD (2.11)

However, this method leads to a limitation of the detectable velocity
range, because the maximum absolute detectable phase difference is
limited to ±⇡ (Andronache, 2018; Fabry, 2015; Raghavan, 2003), as
shown by Equation 2.12. PRF is the pulse repetition frequency.

max(vD) =

�����
cPRF
4f

����� (2.12)

2.2.2 Attenuation and radar reflectivity factor from a particle distribution

2.2.2.1 Attenuation

The extinction of the radar signal is not a result of a single particle only,
but it results from the extinction caused by all particles (e.g. aerosols,
water vapour, ice particles, atmospheric gases) that are distributed
along the path travelled by the signal. From a theory perspective,
the extinction caused (�ext, extinction coefficient) by an atmospheric
component over an infinitesimal path is represented by the summation
of the extinction caused by each particle with a specific diameter D

that is illuminated by the transmitted signal Equation 2.13. �ext(D)
is the extinction cross-section from a particle with a diameter D, and
N(D) is the particle size distribution.

�ext(s, �) =
Z
�ext(D, �)N(D)dD (2.13)

The optical path of a particular atmospheric component is given by
Equation 2.14, where the multiplicative factor 2 represents the double
path that the signal travels between the transmission and reception
and r is the range between the radar and the scatterer. The cumulative
loss of the energy after the signal propagates through the optical path
is called attenuation.

⌧i(r, �) = 2

Zr

0
�ext,(s, �)ds (2.14)

The two-way attenuation coefficient can be derived as Equation 2.15,
where the total optical path (⌧tot) that the signal travels between the
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transmission and reception is equal to the summation of all individual
optical paths.

@(r, �) = exp(-⌧tot(r, �))
⌧tot(r, �) = ⌧(water vapour) + ⌧(O2) + ⌧(other gases)

+ ⌧(snow) + ... + ⌧(rain) + ⌧(radome)
(2.15)

The radars used for atmospheric remote sensing operate in the
microwave range of the electromagnetic spectrum. At this range, the
O2 and water vapour are the gases that mainly attenuate the radar
signal. As indicated in Figure 2.14, the attenuation by O2 slowly in-
creases for frequencies between 0.1 and 20 GHz, while for frequencies
between 20 and 100 GHz the attenuation sharply increases and it
has a maximum of 10 dB/km around 60 GHz. The attenuation by
water vapour continuously increases between 3 and 100 GHz, and
its maximum attenuation is around 22 GHz. Other atmospheric com-
ponents also attenuate the radar signal. For example, rain and snow
produce frequency-dependent attenuation and is, in addition, also
proportional to the intensity of the precipitation. As indicated in Fig-
ure 2.14, the attenuation produced by extreme rainfall (⇡ 50 mm/h) is
more significant than the attenuation produced by lighter rainfall (⇡ 2

mm/h). The vertical lines from Figure 2.14 indicate the frequencies of
the radars used in this thesis, and one can see that the W-Band is the
most affected by attenuation. Other possible sources of attenuation
related to the impact of precipitation, not shown in the figure, are wet
antenna and wet radome.

2.2.2.2 Radar reflectivity factor

Similarly to extinction, the backscattered signal results from the contri-
bution of all particles that are within the sampled volume. Analogous
to the backscattering of single particles (Section 2.2.1), the amount of
radiation backscattered by the sampled volume can be represented by
the volume-averaged backscattering cross-section (⌘, Equation 2.16); ⌘
is also known as reflectivity. n is the number concentration of particles,
and it has units of m-3. The angle brackets hi indicate the ensemble
average.

⌘ = hn�bi = hn4⇡|S|2i (2.16)

Considering that those particles are scattering in the Rayleigh
regime, ⌘Ray is given by Equation 2.17a. Z is the radar reflectivity
factor, and this quantity is exclusively dependent on the properties of
the particles. D is the particle diameter [mm], and N(D)dD is the num-
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X Ka W

Figure 2.14: Example of attenuation from different components as function
of the frequency. The red, green and blue solid lines are the
attenuation produced by rain and snow. The brown and blue
dotted lines are the attenuation from O2 and water vapour
respectively. The vertical black solid lines indicate the frequency
of the X-, Ka- and W-Band radars used in this thesis. Note
that the relation between @(r, �) and ↵(r, �) in this figure is
@(r, �) = [2

Rr
0 ↵(r, �)dr]

-1. Adapted from Fabry, 2015.
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ber of particles per cubic meter in the diameter interval (D,D+ dD)
(Bringi and Chandrasekar, 2001).

⌘Ray =
⇡5

�4
|K|2hnD6i (2.17a)

=
⇡5

�4
|K|2

Z
D6N(D)dD (2.17b)

=
⇡5

�4
|K|2Z (2.17c)

Z ⌘
Z
D6N(D)dD (2.18)

However, not all particles may be scattering in the Rayleigh regime,
and not all particles have the same dielectric factor |K|2. Therefore, for
meteorological purposes, all the particles within the sampled volume
are assumed to be Rayleigh scatters and have the water dielectric
factor |Kw|2. Based on those assumptions, the Equation 2.19a gives the
definition of the radar equivalent reflectivity factor (Ze).

Ze(�) ⌘ �4

⇡5|Kw|2
⌘ (2.19a)

=
�4

⇡5|Kw|2
hn�bi (2.19b)

=
�4

⇡5|Kw|2

Z
�b(D, �)N(D)dD (2.19c)

As introduced in Section 2.2.2.1, the radar signal is attenuated while
it propagates through the atmosphere and the Ze received by the radar
is given by Equation 2.20.

Ze(r, �) = @(r, �)
�4

⇡5|Kw|2

Z
�b(D, �)N(D)dD (2.20)

For linear polarized waves, the Ze can be written as Equation 2.21.
Where the indices i and j are received and transmitted polarization
directions respectively; i and j can be H or V.

Ze(r, �)ij = @(r, �)
�4

⇡5|Kw|2

Z
�b(D, �)ijN(D)dD (2.21)

Several studies (Grecu et al., 2004; Heymsfield et al., 2004; Mitchell,
2002; Petty et al., 2011; Rose and Chandrasekar, 2006) showed that the
size distribution of hydrometers in the atmosphere is well represented
by a gamma distribution (Equation 2.22), where ⇤ and µ are the
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shape parameters, and N0 is the scaling parameter (Petty et al., 2011).
N0 has dimensions L-(µ+4), and ⇤ has dimensions L-1. From this
distribution, two additional parameters are defined (D0 and Dm), and
they are used to characterize the particle size distribution. D0 is the
diameter that divides the volume in two equal parts (Equation 2.23),
and Dm is the mass-weighted mean diameter (Equation 2.24).

N(D) = N0D
µexp(-⇤D) (2.22)

D0 =
3.67+ µ

⇤
(2.23)

Dm =
4+ µ

⇤
(2.24)

The combination of Equation 2.21 and Equation 2.22 gives the final
form of Ze, which is the received Ze from scatters at a range r far
from the radar. Hereafter if the index i and j are not indicated, it will
mean that Ze is transmitted and received with the same polarization.

Ze(r, �)ij = @(r, �)
�4N0

⇡5|Kw|2

Z
�b(D, �)ijDµexp(-⇤D)dD (2.25)

From this last equation, the linear depolarization ratio (LDR) of a
distribution of particles can be defined as Equation 2.26.

LDRij

����
i6=j

= 10log
✓
Zeij
Zejj

◆
(2.26)

LDR is dependent on the shape of the particle and the dielectric con-
stant of the particles, and is independent of the particles concentration
and attenuation (Andronache, 2018; Fabry, 2015; Raghavan, 2003).
Very symmetric hydrometeors like small droplets can produce LDR
around -35 dB while needles can produce LDR larger than -10 dB.
The LDR is strongly enhanced during the melting process, which can
be used to identify the melting layer.

2.2.2.3 Dual wavelength ratio

An advanced technique to remote sensing clouds with radars is to
combine Ze observations from different frequencies. This methodology
is based on the fact that Ze is a monotonic function of ⇤ (assuming
Ze defined by Equation 2.25) and that Ze is different from different
frequencies. Figure 2.15-a shows Ze from X-, Ka- and W-Band radars
simulated using an inverse exponential function (Equation 2.22, µ = 0)
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without taking attenuation into account. One can see that for large
values of ⇤ Ze from the different frequencies is the same, while for de-
creasing ⇤ Ze curves deviate from each other. This deviation happens
because, with decreasing ⇤, the concentration of large scatters in-
creases (Figure 2.15-b), and they transit from Rayleigh to non-Rayleigh
scattering regime with increasing frequency.

(b)a)

Figure 2.15: Panel (a) shows the equivalent reflectivity factor (Ze) from a
gamma distribution of particles (µ = 0) calculated for X-, Ka-
and W-Band. Panel (b) shows three realizations of the gamma
distribution with µ = 0 and three ⇤ values.

The dual wavelength ratio (DWR) is defined as Equation 2.27, where
�1 is larger than �2. From the definition, one can see that DWR is a
monotonic function of Lambda and independent of N0 (Matrosov,
1992).

DWR(�1, �2)
����
�1>�2

= 10log
✓
Ze(�1)

Ze(�2)

◆
(2.27)

Figure 2.16-(a,b) shows two different combinations of the DWRs, one
for the pair X and Ka (DWR-XKa) and another for the pair Ka and
W (DWR-KaW) for the same Zes used in Figure 2.15. One can see
that for ⇤ larger than 5000 m-1 (D0 smaller than 1 mm) both DWRs
are around 0 dB indicating that small ice crystals produce the same
Ze (Hogan et al., 2006). For ⇤ smaller than 5000 m-1 (D0 larger
than 1 mm) the DWR-KaW continuously increases and reaches a
maximum around 7 dB (⇤= 500 m-1, D0 = 6 mm), while the DWR-
XKa, first slowly increases and then, around the region where DWR-
KaW reaches its maximum, the DWR-XKa rapidly increases up to
⇡ 14 dB. From this example, one can see that the combination of
DWRs from three different frequencies can be used as a proxy for
identifying different kinds of ice particles or growth processes (e.g.
aggregation, riming) (Kneifel et al., 2011, 2015). From a study combing
in situ observation and triple frequency observation (X-, Ka-, W-Band),
Kneifel et al., (2015) suggested that DWR-KaW is sensitive to the
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initial aggregation and riming, while DWR-XKa is sensitive to the
later growth by aggregation.

(a) (b)

Figure 2.16: Dual wavelength ratio (DWR) from the equivalent reflectivity
factors shown in figure Figure 2.15-a: a) as function of ⇤ and b)
as function of D0 (Equation 2.23).

Combing the DWR pairs (XKa and KaW) it is possible to create a
two-dimensional diagram of the DWRs (triple-frequency plot). Kneifel
et al., (2015) suggest that two basic signatures could be identified in
the triple-frequency plot; the increase of D0 would stretch the curves,
while the density of the particles would control the bending of the
curves. The authors suggested that in the triple-frequency plot, par-
ticles with low density (e.g. unrimed aggregates) produce a hook
signature, while particles with high density (e.g rimed aggregates)
produce a flat signature. Lately, Mason et al., (2019) suggested that
the µ parameter also controls the bending signature suggesting that
the shape of the particle size distribution also modulates the triple-
frequency signatures. Figure 2.17 shows the triple-frequency plot of
subsequently rimed aggregates (Leinonen and Szyrmer, 2015) and
illustrates the conceptual behaviour of the increasing density of aggre-
gates and increasing µ. One can see that the density of the particles
and the shape of the distribution (µ parameter) can produce similar
signatures (Mason et al., 2019). It indicates that the signatures in triple-
frequency plot need to be carefully interpreted and preferentially
associated with another variable. For example, the MDV would help
to identify the occurrence of riming (Mosimann, 1995).

Equation 2.28 gives the complete form of the DWR. One can see
that besides the contribution from the scattering components the
attenuation also contributes to the DWR (Kneifel et al., 2011; Tridon
et al., 2013). It also indicates that the contribution to the DWR from
the scattering component is locally dependent, while the contribution
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Figure 2.17: Triple-frequency plot of the simulated DWR-XKa and DWR-KaW
of dendrite rimed aggregates (Leinonen and Szyrmer, 2015). The
blue, green, red, and purple curves are from 0, 0.1, 0.5 and 10
kg/m2 effective liquid water path. The gray and black curves
are for gamma distribution with µ equal to 0 and 4, respectively.

from the attenuation is cumulative along the path traveled by the
signal.
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As introduced in Section 2.2.2.1 and pointed out by Kneifel et al.,
(2011), the attenuation of Zes increases with an increasing frequency
indicating that the DWR-KaW is more affected by attenuation than
DWR-XKa. The attenuation component of the DWR can be minimized
by estimating the attenuation produced by some of the atmospheric
components (e.g. O2, water vapor, other gases) combining model anal-
yses (e.g. Cloudnet products Illingworth et al., (2007)) and radiative
transfer models (e.g. PAMTRA, Mech et al., 2020). The attenuation
components from other sources (e.g. snow, rain, supercooled liquid
water, wet radome) are not trivial to estimate, but it can be minimized
by assuming that Ze from small particles in the uppermost part of
the cloud is the same (see Section 3.1). However, this approach also
introduces spurious DWR because the same attenuation correction is
applied to the entire DWR profiles.

Figure 2.18 shows an example of corrected DWRs combining the
assumptions that small ice particles produce the same Ze and the
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that the DWR correction is constant within a certain time window.
Section 3.1 provides a detailed description of the DWR corrections
applied to the dataset used in this thesis. Figure 2.18-(a,b) show that
the corrected data is affected by spurious DWRs indicated by the
continuous vertical stripes. Additionally, one can see that DWR-KaW
(Figure 2.18-a) is more affected by spurious DWRs than the DWR-XKa
(Figure 2.18-b). One possible explanation is that attenuation produced
by the hydrometeors (e.g. rain, snow) affects Ze-W more than Ze-
Ka and due to the size of the time window used in the statistical
correction approach, the rapid fluctuation of the attenuation can not be
corrected using the mean value. Another example of the misestimation
of the DWR correction is the negative values below the melting layer
(indicated by a red box). Those negative DWR values arise from the
fact that the offset correction estimated at the uppermost part of the
cloud is applied to the entire profile leading to overcorrection of the
Zes below the melting layer.

(a)

(b)

Figure 2.18: Time-height plots of the DWR-KaW (Panel (a)) and the DWR-
XKa (Panel (b)) from November 10th, 2018. The red box high-
lights the regions where the DWR values are negative.
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2.2.3 Doppler spectra and moments

As introduced Section 2.2.1, the received signal carries information
about the radial velocity of the particles, which appears as fluctuation
in the frequency of the received signal due to Doppler shift. By ap-
plying the fast Fourier transform to the received signal, the Doppler
radars map the frequency shift f+ �f into a velocity range v+ �v

and provide a distribution of power as a function of the Doppler
velocity (v). Similarly to Ze from a distribution of scatterers sizes
(Equation 2.20), Ze can also be described as a distribution of the
scatterer velocities (Equation 2.29), where �(v, �) is the backscattering
cross-section for a particle with velocity v observed using a wavelength
�.

Ze(r, �) = @(r, �)
�4

⇡5|Kw|2

Z
�b(v, �)N(v)dv (2.29)

Since the signal received by the radars is coming from a sampled vol-
ume with a distribution of sizes N(D) which also has a distribution of
velocities N(v), the Equation 2.20 can be made equal to Equation 2.29
and from that one can define the spectra as Equation 2.30. The dD/dv

is the transformation factor from the velocity space to the diameter
space. In this thesis, negative velocities indicate that the particles move
towards the radar, while positive velocities indicate that the particles
move away from the radar.

Sr(r, �) = @(r, �)
�4

⇡5|Kw|2

Z
�b(D, �)N(D)

dD

dv
(2.30)

Equation 2.30 indicates that attenuation equally affects the spectra
by reducing the amplitude by a factor @ ; the conceptual effect ofBy definition, @ is

equal to or smaller
than one

attenuation is illustrated in Figure 2.19-a. Additionally, the spectra can
be affected by random air motion produced by turbulence at scales
smaller than the sampled volume, leading to a broadening of the
spectra, as shown in Figure 2.19-c. In the case of vertically pointing
radars, vertical air motions also affect the spectra by adding a velocity
offset and shifting the spectra towards positive or negative radial
velocities (Figure 2.19-b).

Based on the spectra, one can define the mean Doppler velocity
(MDV), which represents the mean motion of the particles within
the sampled volume (Equation 2.31) where each v is weighted by the
received signal. The variance of spectra characterizes the broadening,
and its root square defines the spectrum width (SW, Equation 2.32).

MDV(r, �) =
R
vSr(r, �)dv
Ze(r, �)

(2.31)
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(a) (b)

(c)

Figure 2.19: Conceptual illustration of the of the effect of attenuation (Panel
(a)), vertical air motion (Panel (b)) and turbulence (Panel (c)).
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SW(r, �) =
✓R

(vr - MDV(r, �))2Sr(r, �)dv
Ze(r, �)

◆ 1
2

(2.32)

Figure 2.20 shows the spectra from the same distribution of particles
simulated for vertically pointing X-, Ka- and W-Band radars. One
can see that the spectra deviate from each other with increasing fall
velocities, which results from the transition from Rayleigh to the
non-Rayleigh regime with increasing particle sizes and increasing
frequency. Consequently, the MDV from different frequencies can
also differ from each other, as indicated by the vertical lines. This
differences in the MDV can be used, for example, to retrieve Dm

from raindrops (Mróz et al., 2020b) and it will be exploited in section
Section 5.3.

Figure 2.20: Simulated spectrum from a distribution of aggregates of mix
of columns and dendrites for X-, Ka- and W-Band. The verti-
cal dashed lines indicate the mean Doppler velocity from each
spectrum.



3
M E T H O D S

This chapter describes the instruments and their respective dataset
used in this thesis. It also introduces a novel multi-frequency data
processing framework that applies different correction steps and as-
signs quality flags to each processing step. Additionally, this chapter
describes the methods and techniques developed/applied for filtering
out spurious signals that affected the dataset. Section 3.1 describes
the first TRIple-frequency and Polarimetric radar Experiment for im-
proving process observation of winter precipitation (TRIPEx) and the
dataset obtained during the initial statistical results. This campaign
provided the basis for the development of the multi-frequency data
processing, which is also described in Section 3.1. In order to provide
reliable statistical results, the data from the second TRIple-frequency
and Polarimetric radar Experiment for improving process observa-
tion of winter precipitation (TRIPEx-Pol) is combined with the data
from the first campaign. Section 3.2 introduces the TRIPEx-Pol and
highlights the difference between both campaigns. Temperature and
relative humidity from Cloudnet are two essential variables needed
as input for the multi-frequency data processing. For this reason, in
Section 3.3, both variables are compared to the radiosonde measure-
ments to assess their quality. Two additional variables derived from
the Doppler spectra are introduced in Section 3.4. These variables are
the time-height map of the spectra modes and the spectra edges; they
are used in the statistical analyses combined with the radar moments.
The spectra edges are also used for filtering spurious signals. Since
this thesis is mainly focused on the ice part of the clouds, Section 3.5
introduces the methodology used for detecting the top and bottom of
the melting layer.

3.1 tripex campaign

The Triple-frequency and polarimetric radar experiment for improving
process observation of winter precipitation (TRIPEx) took place at
the Jülich Observatory for Cloud Evolution Core Facility (JOYCE-
CF, Löhnert et al., (2015)) during the winter from 2015- 2016. Dias
Neto et al., (2019) provides a detailed description of this experimental
campaign and introduces a methodology developed for correcting
multi-frequency observations. The authors show, for the first time,
statistical results from longterm triple-frequency observations. The
publication is included in this section, and a summary of the main
achievements is provided in the following text.
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Dias Neto et al., (2019) introduced the first triple-frequency exper-
imental campaign ever conducted in Germany, which besides pro-
viding observations also served as a reference for planning future
multi-frequency campaigns. The paper also introduced a two-level
multi-frequency processing system that is used to resample the dataset
from the different radars to a common time-height grid producing
the Level-1 data; then, it applies several other processing steps to cor-
rect for possible radar miscalibration, attenuation due to atmospheric
gases, melting and hydrometeors to generate the Level-2 data. Ad-
ditionally, in the Level-2 processing, a set of quality flags is defined,
allowing to identify regions where the quality of corrections cannot
not be ensured. This approach brings flexibility while using the dataset
because it allows activating or deactivating specific flags according to
the needs.

This dataset allowed, for the first time, to calculate longterm sta-
tistical analyses of triple-frequency observations and point out its
dependency on temperature. The statistical results of the Level-2 data
indicated that aggregation is the predominant process and that it is
most pronounced in two preferential regions. One region is between
-20 and -10 oC, and another region is between -10 and 0 oC (Figures
9 a and b from the paper). The scatterplot of the DWRs pairs from
this last temperature region showed a bending up signature similar to
found by Kneifel et al., (2015) and Stein et al., (2015). The statistical
analyses also showed that for some cases extreme aggregation took
place close to the melting layer top, which is indicated by DWR-XKa
as large as 20 dB. This study revealed that in contrast to aggregation,
riming did not happen so often. The results based on the Level-2 data
indicated that riming occurred only in short periods which correspond
to approximately 1% of the dataset.

Thanks to the careful corrections applied to this dataset and iden-
tification of regions possibly affected by remaining issues, Ori et al.,
(2020a) used the TRIPEx dataset as a reference to evaluate the growth
of ice particles in Icosahedral Nonhydrostatic Model (ICON; Heinze
et al., (2017) and Zängl et al., (2015)).



Earth Syst. Sci. Data, 11, 845–863, 2019

https://doi.org/10.5194/essd-11-845-2019

© Author(s) 2019. This work is distributed under

the Creative Commons Attribution 4.0 License.

The TRIple-frequency and Polarimetric radar Experiment

for improving process observations of

winter precipitation

José Dias Neto1, Stefan Kneifel1, Davide Ori1, Silke Trömel2, Jan Handwerker3, Birger Bohn4,
Normen Hermes5, Kai Mühlbauer2, Martin Lenefer2, and Clemens Simmer2

1Institute for Geophysics and Meteorology, University of Cologne, Cologne, Germany
2Institute for Geosciences and Meteorology, University of Bonn, Bonn, Germany

3Institute of Meteorology and Climate Research (IMK), Karlsruhe Institute
of Technology (KIT), Karlsruhe, Germany

4Institute of Energy and Climate Research (IEK-8), Research Centre Jülich, Jülich, Germany
5Institute of Bio- and Geosciences Agrosphere (IBG-3), Research Centre Jülich, Jülich, Germany

Correspondence: José Dias Neto (jdiasnet@uni-koeln.de)

Received: 16 November 2018 – Discussion started: 21 December 2018
Revised: 28 March 2019 – Accepted: 7 May 2019 – Published: 14 June 2019

Abstract. This paper describes a 2-month dataset of ground-based triple-frequency (X, Ka, and W band)
Doppler radar observations during the winter season obtained at the Jülich ObservatorY for Cloud Evolution
Core Facility (JOYCE-CF), Germany. All relevant post-processing steps, such as re-gridding and offset and
attenuation correction, as well as quality flagging, are described. The dataset contains all necessary informa-
tion required to recover data at intermediate processing steps for user-specific applications and corrections
(https://doi.org/10.5281/zenodo.1341389; Dias Neto et al., 2019). The large number of ice clouds included in
the dataset allows for a first statistical analysis of their multifrequency radar signatures. The reflectivity differ-
ences quantified by dual-wavelength ratios (DWRs) reveal temperature regimes where aggregation seems to be
triggered. Overall, the aggregation signatures found in the triple-frequency space agree with and corroborate con-
clusions from previous studies. The combination of DWRs with mean Doppler velocity and linear depolarization
ratio enables us to distinguish signatures of rimed particles and melting snowflakes. The riming signatures in the
DWRs agree well with results found in previous triple-frequency studies. Close to the melting layer, however, we
find very large DWRs (up to 20 dB), which have not been reported before. A combined analysis of these extreme
DWR with mean Doppler velocity and a linear depolarization ratio allows this signature to be separated, which
is most likely related to strong aggregation, from the triple-frequency characteristics of melting particles.

1 Introduction

The combined observation of clouds and precipitation at
different radar frequencies is used to improve retrievals
of hydrometeor properties. All methods exploit frequency-
dependent hydrometeor scattering and absorption properties
governed by their microphysical characteristics.

Multifrequency retrievals are already well developed for
liquid hydrometeors. For example, Hogan et al. (2005) used
differential radar attenuation at 35 and 94 GHz to retrieve

vertical profiles of cloud liquid water. Improved precipita-
tion rate retrievals on a global scale are provided by the core
satellite of the Global Precipitation Mission which operates
a Ku–Ka band dual-frequency radar (Hou et al., 2014). For
frequencies below ⇡ 10 GHz, attenuation effects are negli-
gible (except for heavy rainfall or hail), and the sensitivity to
non-precipitating particles, such as ice crystals, is relatively
weak. Therefore, the majority of multifrequency applications
for cold clouds focus on cloud radar systems operating at
35 or 94 GHz. At these frequencies, the radars are sensitive

Published by Copernicus Publications.
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enough to detect even sub-millimeter ice particles and cloud
droplets. The sizes of large ice crystals, snowflakes, grau-
pel, and hail are on the order of the wavelengths used to ob-
serve them (3 mm, 8 mm, and 3 cm for W, Ka, and X band,
respectively). Thus, non-Rayleigh scattering becomes impor-
tant and can be used to constrain particle size distributions,
improving ice and snow water content retrievals (Matrosov,
1998; Hogan et al., 2000; Leinonen et al., 2018; Grecu et al.,
2018).

Recent modeling studies (Kneifel et al., 2011b; Tyynelä
and Chandrasekar, 2014; Leinonen and Moisseev, 2015;
Leinonen and Szyrmer, 2015; Gergely et al., 2017) revealed
that different ice particle classes like graupel, single crys-
tals, or aggregates can be distinguished using a combina-
tion of three radar frequencies (13, 35, and 94 GHz). Triple-
frequency radar datasets from airborne campaigns (Leinonen
et al., 2012; Kulie et al., 2014) and satellites (Yin et al.,
2017) confirmed distinct signatures in the triple-frequency
space. Ground-based triple-frequency radar measurements in
combination with in situ observations (Kneifel et al., 2015)
provided the first experimental evidence for a close rela-
tion between triple-frequency signatures and the character-
istic particle size, as well as the bulk density of snowfall.
These early results were corroborated and refined by coincid-
ing in situ observations in aircraft campaigns (Chase et al.,
2018) as well as by ground-based observations (Gergely
et al., 2017). A better understanding of the relations between
triple-frequency signatures and snowfall properties is key
for triple-frequency radar retrieval development. The connec-
tion between scattering and microphysical properties is cur-
rently addressed by novel ground-based in situ instrumenta-
tion (Gergely et al., 2017) and triple-frequency Doppler spec-
tra (Kneifel et al., 2016). Long-term triple-frequency datasets
from various sites and radar systems are, however, needed to
better understand the relations between triple-frequency sig-
natures and clouds.

We present a first analysis of triple-frequency (X, Ka, and
W band) radar observations collected over two winter months
at the Jülich Observatory for Cloud Evolution Core Facil-
ity, Germany (Löhnert et al., 2015). The data were corrected
for known offsets and attenuation effects and re-gridded for
multifrequency studies. Section 2 describes the experimen-
tal setup and the characteristics of the X, Ka, and W band
radars. Section 3 details the data processing and corrections
applied. Section 4 gives a general overview of the dataset
and its limitations. Section 5 presents a statistical analysis
of the data with a focus on the temperature dependency of
the triple-frequency properties, signatures of riming, intense
aggregation, and melting snow particles. We summarize and
discuss our results in Sect. 6.

Figure 1. Sketch (not to scale) of the horizontal and vertical dis-
tances between the three zenith-pointing radars operated during
TRIPEx. The JOYCE-CF platform with all auxiliary instruments
is located on the roof of a 17 m tall building. The mobile X band
radar was placed on the ground close to the other two radars.

2 Measurement site and instruments

The TRIple-frequency and Polarimetric radar Experiment
for improving process observation of winter precipitation
(TRIPEx) was a joint field experiment of the University
of Cologne, the University of Bonn, the Karlsruhe Insti-
tute of Technology (KIT), and the Jülich Research Cen-
tre (Forschungszentrum Jülich, FZJ). TRIPEx took place at
the Jülich Observatory for Cloud Evolution Core Facility
(JOYCE-CF 50�5403100 N, 6�2404900 E; 111 m above mean
sea level) from 11 November 2015 until 4 January 2016. The
core instruments deployed during TRIPEx were three ver-
tically pointing radars providing a triple-frequency (X, Ka,
and W band) column view of the hydrometeors aloft. All
three radars were calibrated by the manufacturers before the
campaign. Figure 1 sketches the positions of the instruments
relative to each other and the ground surface. A large num-
ber of additional permanently installed remote sensing and
in situ observing instruments are available at the JOYCE-CF
site (see Löhnert et al., 2015, for a detailed overview).

2.1 Precipitation radar KiXPol (X band)

KiXPol, hereafter referred to as the X band, is a pulsed
9.4 GHz Doppler precipitation radar, usually integrated into
the KITcube platform (Kalthoff et al., 2013). The mobile Me-
teor 50DX radar, manufactured by Selex ES (Gematronik), is
mounted on a trailer and placed next to the JOYCE-CF build-
ing in order to position it as close as possible to the other two
radars, which were installed on the JOYCE-CF roof platform
(see Fig. 1). The radar operates in a simultaneous transmit
and receive (STAR) mode and is thus capable of measuring
standard polarimetric variables like differential reflectivity
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Zdr and differential phase shift 8dp. The linear depolariza-
tion ratio (LDR) is not provided because it requires the emis-
sion of single-polarization pulses in order to allow for in-
dependent measurements of the cross-polarized component
of the returning signal. During the campaign, the X band
was set to a pulse duration of 0.3 µs; a slight oversampling
was applied to achieve a radial resolution of 30 m in order to
match the resolution of the other radars as close as possible
(see Table 1). The X band radar is designed for operational
observations of precipitation via volume scans (series of az-
imuth scans at several fixed elevation angles). KiXPol was
operated at JOYCE in this mode during the HOPE campaign
(Xie et al., 2016; Macke et al., 2017). The standard soft-
ware requires the antenna to be rotated in azimuth in order
to record data. Hence, we constantly rotated the antenna at
zenith elevation with a slow rotation speed (2� s�1) in order
to enhance the sensitivity through longer time averaging. Af-
ter each complete rotation, the radar stops the measurements
for a few seconds before the next scan starts, thus introduc-
ing a small measurement gap in each scan routine. Further
technical specifications of the X band are listed in Table 1.

2.2 Cloud radar JOYRAD-35 (Ka band)

JOYRAD-35, hereafter referred to as the Ka band, is a
scanning 35.5 GHz Doppler cloud radar of the type MIRA-
35 (Görsdorf et al., 2015) manufactured by Metek (Meteo-
rologische Messtechnik GmbH), Germany. An overview of
its main technical characteristics and settings used during
TRIPEx is provided in Table 1. The radar transmits linearly
polarized pulses at 35.5 GHz and receives the co- and cross-
polarized returns simultaneously. This allows derivation of
the LDR, which is used by the Metek processing software
to filter out signals from insects and to detect the melting
layer. From the measured Doppler spectra, standard radar
moments such as the effective reflectivity factor Ze, mean
Doppler velocity (MDV) and Doppler spectral width (SW)
are computed. Since March 2012, the Ka band radar has been
a permanent component of JOYCE-CF (Löhnert et al., 2015),
and its zenith observations are used as input for generating
CloudNet products (Illingworth et al., 2007). The radar was
vertically pointing most of the time because the major sci-
entific focus during TRIPEx was to collect combined triple-
frequency observations. Every 30 min, a sequence of range
height display (RHI) scans in different azimuth directions
(duration ⇡ 4 min) was performed in order to capture a snap-
shot of the spatial cloud field and also to derive the radial
component of the horizontal wind inside the cloud. The scan-
ning data have not been processed yet; thus, the dataset de-
scribed here only includes the zenith observations; the RHI
scans will be included in a future release. The Ka band radar
operated almost continuously during the TRIPEx campaign,
except for a gap from 25 November to 2 December 2015 due
to a failure of the storage unit.

Table 1. Technical specifications and settings of the three vertically
pointing radars operated during TRIPEx at JOYCE-CF.

Specifications X band Ka band W band

Frequency (GHz) 9.4 35.5 94.0
Pulse repetition frequency (kHz) 1.2 5.0 5.3–12b

Doppler velocity bins 1200 512 512
Number of spectral average 1 20 8–18b

3dB beam width (�) 1.3 0.6 0.5
Sensitivity at 5 km (dBZ)a �10 �39 �33
Nyquist velocity (± m s�1) 9 10 4.2–9.7b

Range resolution (m) 30.0 28.8 16–34.1b

Temporal sampling (s) 1 2 3
Lowest clutter-free range (m) 700 400 370
Radome Yes No Yes

a Minimum sensitivities have been derived from the reflectivity histograms shown in
Fig. 8. b Pulse repetition frequency, number of spectral average, Nyquist velocity, and
range resolution depend on the chirp definition; those values are indicated in Table 2.

2.3 Cloud radar JOYRAD-94 (W band)

JOYRAD-94, hereafter referred to as the W band, is
a 94 GHz frequency-modulated continuous-wave (FMCW)
radar, combined with a radiometric channel at 89 GHz. The
instrument is manufactured by Radiometer Physics GmbH
(RPG), Germany. Unlike the X and Ka band radar, the W
band radar is a non-polarimetric, non-scanning, and non-
pulsed system. The W band started measurements at JOYCE-
CF in October 2015; a detailed description of the radar per-
formance, hardware, signal processing, and calibration can
be found in Küchler et al. (2017). The W band radar has a
similar beam width, range, and temporal resolution as the
Ka band (Table 1). The FMCW system allows the user to
set different range resolutions for different altitudes by act-
ing on the frequency modulation settings (chirp sequence).
During TRIPEx the standard chirp sequence (Table 2) was
used. After correcting the Doppler spectra for aliasing using
the method described in Küchler et al. (2017), standard radar
moments such as the equivalent Ze, MDV, and SW are de-
rived.

3 Data processing

The full TRIPEx dataset is structured on three processing
levels. Level 0 contains the original data from the X, Ka,
and W band. For Level 1, the measurements are corrected
for known instrument problems and sampled into a common
time–height grid. At this stage, the data can still be consid-
ered raw; further processing steps that are either dependent
on radar frequency or atmospheric conditions are applied to
the Level 2 dataset. These processing steps include the detec-
tion and removal of measurements affected by ground clut-
ter, an offset correction of the radars based on independent
sources, the compensation for estimated differential attenua-
tion caused by atmospheric gases, adjustment of the DWRs
by cross calibrations between the three radars and the addi-
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Table 2. Main settings of the chirp sequence used during TRIPEx for the W band radar. See Küchler et al. (2017) for a detailed description.

Attributes Chirp sequence

1 2 3 4

Integration time (s) 0.338 0.402 0.530 1.769
Range interval (m) 100–400 400–1200 1200–3000 3000–12 000
Range resolution (m) 16.0 21.3 26.9 34.1
Nyquist velocity (± m s�1) 9.7 8.1 6.2 4.2
Doppler velocity bins 512 512 512 512
Number of spectral average 8 8 8 18
Chirp repetition frequency (kHz) 12.2 10.2 7.8 5.3

tion of data quality flags. These steps are meant to remove
spurious multifrequency signals that are not produced by
cloud properties. The processing is performed to the best of
our knowledge; however, intermediate steps are included in
the dataset in order to allow the original data to be recov-
ered at any stage and different processing techniques to be
applied. Figure 2 illustrates the work chain from Level 0 to
Level 2. The following sections provide a detailed descrip-
tion of each step.

3.1 Spatiotemporal re-gridding and offset correction

Since the range and temporal resolutions of the three radars
are slightly different (Table 1), the data are re-gridded at a
common time and space resolution in order to allow for the
calculation of dual wavelength ratios (DWRs) defined for
two wavelengths �1 and �2 as

DWR = Ze�1 � Ze�2 , (1)

with Ze� in dBZ. The reference grid has a temporal reso-
lution of of 4 s and a vertical resolution of 30 m, which is
the resolution of the W band. The data are interpolated us-
ing a nearest-neighbor approach, with the maximum data
displacement limited to ±17 m in range and ±2 s in time.
This method preserves the high-resolution information of the
original radar observations. Limiting the interpolation dis-
placement avoids spurious multifrequency features that may
result from nonmatching radar volumes. Residual volume
mismatches may occur at cloud boundaries where hetero-
geneities are largest. For the Ka band, two corrections are
applied to the original reflectivity as suggested by the manu-
facturer (Matthias Bauer-Pfundstein, Metek GmbH, personal
communication, 2015). An offset of 2 dB is added to account
for power loss caused by the finite receiver bandwidth; an-
other 3 dB offset is added to correct for problems in the digi-
tal signal processor used in older MIRA systems. These cor-
rections are applied for processing of the Level 1 data.

3.2 Clutter removal

Following the corrections for radar offsets and re-gridding,
the first step in the Level 2 processing is the removal of the

range gates affected by ground clutter. Considering the dif-
ferent radar installation locations (roof mount or ground sur-
face) and antenna patterns, the clutter contamination affects
each type of radar data differently. The thresholds for the
lowest usable range gates are determined empirically and are
reported in Table 1.

3.3 Evaluation of the Ka band calibration with

PARSIVEL disdrometer measurements

The three radars have been individually calibrated by their
respective manufacturers; however, radar components might
experience drifts over time, which can lead to biases of sev-
eral dB. The JOYCE site is equipped with a PARSIVEL op-
tical disdrometer (Löffler-Mang and Joss, 2000), which pro-
vides the drop size distribution (DSD) with a temporal reso-
lution of 1 min. For rainfall events, the DSD can be used to
calculate the associated radar reflectivity factor. In this study,
the scattering properties of raindrops are calculated using the
T-matrix approach (Leinonen, 2014) with a drop shape model
that follows Thurai et al. (2007) and assuming drop canting
angles that follow a Gaussian distribution with zero mean and
7� standard deviation (Huang et al., 2008). Unfortunately,
the lowest usable radar range gates are 500–600 m above
the PARSIVEL; thus we have to assume a constant DSD
over this altitude range in order to compare with the radar
reflectivities. Time lags and wind shear effects raise further
problems in the direct comparisons between radar-measured
Ze and the one calculated with PARSIVEL. For this reason,
we only compare the statistical distribution of reflectivities
at the lowest range gates measured over several hours with
the corresponding distribution calculated at the ground level.
Of course, systematic differences caused by rain evaporation,
drop breakup, or drop growth due to accretion towards the
ground may affect such comparisons. However, the changes
in the Ze profile are very close to the ones predicted by atten-
uation and constant DSD from three light rainfall cases. The
reflectivity distributions from PARSIVEL and the Ka band
(Fig. 3) of those periods are very similar but differ by ap-
proximately 3.6 dB, with the Ka band having the lower re-
flectivities. For these comparisons, periods before and after
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Figure 2. Flowchart of the TRIPEx data processing. The upper part describes the steps producing data Level 1 and the bottom part those
producing data Level 2.

the TRIPEx campaign had to be used because PARSIVEL
had a hardware failure during the campaign. The similarity of
the results gives us an indication that this method is reliable;
however, a large number of cases are still needed in other to
draw a final conclusion on this method. Unfortunately, only
the Ka band was available because the other two radars did
not measure during the selected rainfall events.

3.4 Correction for atmospheric gas attenuation

Hydrometeors and atmospheric gases cause considerable at-
tenuation at cloud radar frequencies. The reflectivities from
the X, Ka, and W band are corrected for estimated atten-
uation due to atmospheric gases (Fig. 2) by means of the
Passive and Active Microwave TRAnsfer model (PAMTRA)
(Maahn et al., 2015). PAMTRA calculates specific attenu-
ation due to molecular nitrogen, oxygen, and water vapor
based on the gas absorption model from Rosenkranz (1993,
1998, 1999). Input parameters are the vertical profiles of at-
mospheric temperature, pressure, and humidity provided by
the CloudNet products (Illingworth et al., 2007), which are
generated operationally at the JOYCE-CF site. The two-way
path-integrated attenuation (PIA) at the radar range gates is
derived from the specific attenuation integrated along the ver-
tical. Table 3 lists the minimum and maximum two-way at-
tenuation values at ⇡ 12 km (height of the maximum range
gate in Level 2 data) for the three radars during the en-
tire campaign. The highest attenuation of ⇡ 2.6 dB occurs
at 94 GHz and is mainly caused by water vapor. Conversely,
the 9.4 GHz maximum attenuation of ⇡ 0.1 dB is the lowest
among the three radars, and it is mainly produced by oxygen
continuum absorption. At 35.5 GHz, attenuation is governed
by both oxygen and water vapor. The maximum attenuation
value found at this frequency is ⇡ 0.7 dB.

Table 3. Calculated minimum and maximum two-way path-
integrated attenuation (PIA) at a height of ⇡ 12 km for the X, Ka,
and W band during TRIPEx.

Frequency Minimum attenuation Maximum attenuation
(GHz) (dB) (dB)

9.4 0.077 0.104
35.5 0.365 0.728
94 0.650 2.675

3.5 DWR calibration and generation of quality flags

Spurious multifrequency signals can arise from attenuation
effects due to particulate atmospheric components (e.g., liq-
uid water, melting layer, and snow) but also from instrument-
specific effects such as a wet radome, snow on the antenna,
and remaining relative offsets due to radar miscalibration.
With this processing step, the reflectivity measurements are
adjusted in order to take into account the cumulative effects
of the aforementioned bias mechanisms at the top of the
clouds. By doing so, the effects of the cloud microphysical
processes on the DWR signals are recovered.

The Ka band is used as a reference because of its better
sensitivity level and larger dynamic range compared to the
other radars (up to high altitudes) and its lower signal attenu-
ation compared to the W band. Moreover, the Ka band is the
only system not equipped with a radome which might collect
raindrops on its surface and cause additional attenuation. The
signal attenuation due to antenna wetness on the Ka band is
expected to be lower compared to other radars’ radome atten-
uation because of the periodic antenna tilts during RHI scans
(every 30 min). The processing is complemented by the gen-
eration of quality flags categorized as errors and warnings.
Error flags mark data of poor quality based on the applied
correction procedure, while warnings indicate the detection
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Figure 3. Histograms of radar reflectivities from the Ka band (gray) and results from T-matrix calculations with the raindrop size distribu-
tion provided by PARSIVEL (red) for three long-lasting stratiform rain cases before and after the TRIPEx campaign (a 16 August 2015,
b 27 August 2015, c 11 August 2016). Ka band reflectivities are taken from the lowest clutter-free range gates between 500 and 600 m. The
vertical dashed line indicates the median of the distribution; the offset is calculated as the difference between Ka band and T-matrix results.

of potential sources of DWR offsets that have not been ac-
counted for in the procedures described below. An additional
error flag is raised if spurious multifrequency signals due to
radar volume mismatch are suspected. A list of all the quality
flags (both errors and warnings) is provided in Table 4.

The small ice particles in the upper parts of clouds are
mostly Rayleigh scatterers (Kneifel et al., 2015; Hogan et al.,
2000); thus, their reflectivities should not be frequency-
dependent (Matrosov, 1993). The reflectivity range, at which
the Rayleigh approximation can be assumed, is estimated
by investigating the behavior of the observed DWRs as a
function of ZeKa. Within the Rayleigh regime, the measured
DWRs are expected to remain constant at a value that ac-
counts for all the integrated differential attenuation and radar
miscalibration effects. As the ice particles grow larger, the
DWRs start to deviate from that constant value, and this de-
viation affects the higher-frequency radars first. Because of
that, the Rayleigh data have been isolated by means of two
different reflectivity thresholds for X and W band radars. In
addition, the sensitivity of the X band is much lower; thus,
a higher reflectivity threshold is accepted for the offset esti-
mate between the X and Ka band compared to the Ka and W
band. For the determination of the relative offset for the W
band, we found an optimal range of �30 < ZeKa < �10 dBZ
and �20 < ZeKa < �5 dBZ for the X band. In order to safely
exclude partially melted particles, only reflectivities from at
least 1 km above the 0 �C isotherm are used.

The relative offset correction is estimated for each mea-
suring time from the data inside a moving time window of
15 min. The selected data are restricted to the reflectivity
pairs, which are within threshold values defined above. The
mean value of the DWR computed for these reflectivity pairs
constitutes the DWR offset. The quality of this offset esti-
mation strongly depends on the quality and quantity of the
reflectivity data included in the average. Empirical analysis
showed that at least 300 data points spanning a wide reflec-
tivity range are required in order to have acceptable sampling

Table 4. Quality flags included in the data Level 2 product (bit
coded in a 16-bit integer value). The flags indicate the reliability
of the data and in relation to the quality of the relative offset esti-
mate for X-Ka and W–Ka band reflectivities. Note that offsets are
not calculated when the number of reflectivity pairs is below 300.

Bits Criteria

0–5 Reserved for future warning flags
Warning 6 LWP > 200 g m�2

7 Rain detected by CloudNet

Errors

8–12 Reserved for future error flags
13 Variance in time of DWR > 2 dB2

14 Correlation of data points is poor (< 0.7)
15 Number of valid measurements < 300

errors. The data that present smaller sampling statistics are
marked with an error flag.

Whenever cloud edges are included in the sampling vol-
ume, and/or when the measured Ze is close to the sensitiv-
ity limits of the instruments, the correlation between the re-
flectivities of two radars might strongly deteriorate. In or-
der to help the user identify these potential sources of errors,
the data profiles presenting a correlation lower than 0.7 are
marked with an additional error flag.

Despite the matching procedure of the different frequency
radar volumes (Sect. 3.1), mismatches are unavoidable due
to the horizontal distances between the radars (Fig. 1) and
the different radar range resolutions and beam widths (Ta-
ble 1). At cloud edges and close to the melting layer, where
the largest spatial cloud inhomogeneities are expected, the ef-
fects of the remaining radar volume mismatches will be max-
imized. The temporal DWR variability during 2 min moving
windows is used as an indicator for a potential volume mis-
match; cloud regions with variances above 2 dB2 are flagged
accordingly.
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The described adjustment technique accounts for all pro-
cesses that affect relative offsets of the radars in the upper
and frozen part of clouds. These processes include possible
frequency-dependent attenuation effects from lower levels,
radar miscalibration, and radome and antenna attenuation.
Since the estimated correction is applied to the entire pro-
file, inevitably overcompensations might occur in the lower,
possibly rainy parts of clouds. This limitation is necessary in
order to increase the quality of the data in the ice part of the
clouds, which is the main focus area of the presented study.

The lack of information about vertical hydrometeor distri-
bution prevents reliable reflectivity corrections by differen-
tial attenuation. As a consequence of the presented DWR cal-
ibration and the fact that hydrometeor attenuation is hitting
the higher frequencies more, the computed DWRs are ex-
pected to be increasingly underestimated towards the ground.
A refined correction should be applied for rain and melt-
ing layer studies. Possible sources of information about the
amount and position of supercooled liquid water could be
collocated lidar or analysis of radar Doppler spectra mea-
surements. Those data are available at JOYCE-CF, but they
are not included in the current dataset. However, an addi-
tional warning flag indicates periods with large liquid wa-
ter paths derived from the collocated microwave radiometer.
Lastly, the occurrence of rainfall and/or a melting layer from
the CloudNet classification and indicated by the precipitation
gauge is marked with an additional warning flag (Table 4).

4 Overview of the dataset

The Level 2 of the TRIPEx dataset contains radar mo-
ments, polarimetric variables, integrated attenuation, and at-
mospheric state variables. The polarimetric variables are in-
cluded as they are provided by the radar software, and no ad-
ditional processing or quality check is applied to them. Zdr,
�dp, and ⇢hv from the X band might be a useful additional
source of information for melting layer studies (Zrnić et al.,
1994; Baldini and Gorgucci, 2006). We are not confident
about the quality of Kdp provided by the X band software,
and therefore, this variable is not included in the dataset but
can be calculated by the user. Table 5 lists all variables avail-
able in Level 2.

The dataset contains 47 days of measurements. For each
day, Table 6 lists the atmospheric conditions such as temper-
ature at 2 m (T2 m), rain rate (RR), accumulated rain (AR),
liquid water path (LWP), and integrated water vapor (IWV).
The duration of four empirically classified predominant types
of cloud and precipitation is provided for each day (Table 6).
The two most frequent cloud types are ice clouds (IC) with
377 h and shallow mixed-phase clouds with 222 h of obser-
vations. Stratiform rainfall (SR) occurred during 137 h, while
rain showers (SR) were only observed during 47 h. The aver-
age rain rate (RR) for all rainy periods over the whole period
(mean rain intensity) is 0.078 mm h�1, with a maximum in-

stantaneous RR of 8.07 mm h�1. DWR signatures and radar
Doppler information suggest that the ice part of clouds is
dominated by depositional growth and aggregation. Riming
only seems to occur during a few short events. Although
the dataset spans the main winter season, no snowfall was
recorded at the surface. In the following, we will demonstrate
the effect of applying data quality flags and discuss remain-
ing limitations as well as the effects of the different radar
sensitivities.

4.1 Effects of data filtering based on quality flags

The effects of data filtering on DWRXKa and DWRKaW are
demonstrated for clouds observed on 20 November 2015 in
Figs. 4 and 5. In order to give a better visual impression
of these effects, the filtering steps are applied sequentially
and cumulatively. Figure 4a–c show the unfiltered Level 2
data. The time–height plots (Fig. 4a and b) reveal a strat-
iform cloud passing over the site from 01:00 to 17:00 UTC,
followed by a series of low-level, shallow, most likely mixed-
phase clouds. The short periodic gaps result from interrup-
tions of zenith observations caused by range-height indi-
cator (RHI) scans of the Ka band, and the large gap in
DWRKaW between 09:00 and 10:00 UTC is caused from
missing W band observations. The �15 �C isotherm (dashed
line in the time–height plots) separates DWRs around 0 dB
for temperatures below �15 �C from rapid increases with re-
flectivity for higher temperatures.

Figure 4c displays a scatter density plot of DWRXKa ver-
sus DWRKaW (hereafter called the triple-frequency plot). The
position in the triple-frequency plot is mainly driven by the
respective hydrometeors’ bulk density ⇢ and their mean vol-
ume diameter D0 (Kneifel et al., 2015). This plot allows dis-
crimination between the two processes: rimed particles fol-
low the flat curve (low DWRXKa) due to their higher density,
while aggregated particles give rise to a bending-up signa-
ture (increase in DWRXKa, while DWRKaW saturates or even
decreases) due to their lower density, which is nicely shown
in Fig. 4c.

A large number of points in Fig. 4c populate areas which
are unrealistic from a microphysical point, such as negative
DWRs. Some of those originate from time periods when the
offset cannot be calculated properly or when the correlation
between the three radars is poor. Figure 4d and e show the re-
sults after removing those points (bits 14 and 15 in the qual-
ity flag; see Table 4), an effect best visible between 17:00
and 20:00 for DWRKaW and between 17:00 and 23:00 for
DWRXKa. The triple-frequency plot (Fig. 4f) shows a strong
reduction of outliers when compared to the unfiltered triple-
frequency plot (Fig. 4c).

Despite the data filtering described in the previous para-
graph, the scatter around the main signature is still large.
Figure 5a and b show the time–height plots after removing
observations flagged with the DWR 2 min temporal variance
flag (bit 13 in the quality flag; see Table 4). This filtering
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Table 5. Variables available in the TRIPEx dataset Level 2.

Radar variables X band Ka band W band

Reflectivity (dBZ) x x x
Mean Doppler velocity (m s�1) x x x
Spectral width (m s�1) x x x
Differential reflectivity (dB) x – –
Differential propagation phase shift (�) x – –
Co-polar correlation coefficient x – –
Linear depolarization ratio (dB) – x –
Two-way path-integrated attenuation (dB) x x x

Atmospheric variables CloudNet

Air temperature (�C) x
Air pressure (Pa) x
Relative humidity (%) x

Figure 4. Time–height plots of DWRKaW (a) and DWRXKa (b) using the Level 2 data of 20 November 2015 without applying any filtering.
The continuous line and dashed line are the 0 and �15 �C isotherms (provided by the CloudNet products), respectively. The triple-frequency
signatures for the ice part of the clouds are shown in (c). Panels (d–f) show the remaining data after applying the offset quality flags and the
restriction to data pairs with sufficient correlation. N in (c, f) indicates the respective number of data pairs in the ice part of the clouds. Note
the log scale on the color bars in (c, f).

step removes most of the outliers from the aggregation sig-
nature in the triple-frequency plot (Fig. 5c). It is worth noting
that the removal of such data reduces the scatter in the triple-
frequency space but might also remove interesting measure-
ments from regions with strong reflectivity gradients. Addi-
tional 3 min running-window averaging of the reflectivities
keeps the most stable signatures (Fig. 5d and e), further re-
moves scatter, and thus accentuates the aggregation signature

in triple-frequency plot (Fig. 5f). The averaged reflectivities
calculated in this procedure are not included in the TRIPEx
dataset because it would not be possible to retrieve the origi-
nal data. The last two quality flags (bits 7 and 6; see Table 4)
mark data acquired during rainfall according to the Cloud-
Net product and times with total liquid water path larger than
200 g m�2 as estimated by the microwave radiometer. The
latter filtering significantly reduces the amount of usable data
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Table 6. Characterization of the atmospheric conditions and estimated duration of cloud and precipitation events during TRIPEx. T2 m is
the air temperature at 2 m from a nearby weather station. RR and AR are the rain rate and the accumulated rain measured by a Pluvio
disdrometer; mean RR is calculated using all RR values larger than 0 mm h�1. Liquid water path (LWP) and integrated water vapor (IWV)
are derived from the collocated 14-channel microwave radiometer; mean LWP is calculated using all LWP values larger than 0.03 kg m�1 in
order to exclude clear-sky periods. The columns with IC, SR, RS, and MP indicate the approximate duration in hours of non-precipitating
ice clouds, stratiform rain, rain showers, and shallow mixed-phase clouds, respectively.

Date T2 m (�C) RR (mm h�1) AR LWP (kg m�2) IWV (kg m�2) IC SR RS MP
(yyyy.mm.dd) max/min max/mean (mm) max/mean max/mean (h) (h) (h) (h)

2015.11.11 12.85/11.13 0.00/0.00 0.00 0.42/0.10 25.76/17.50 9 0 0 24
2015.11.12 12.81/10.25 0.00/0.00 0.00 0.29/0.07 20.58/17.34 18 0 0 18
2015.11.13 13.89/7.52 0.66/0.27 0.59 1.61/0.15 23.72/15.82 13 0 8 6
2015.11.14 10.86/6.46 0.33/0.12 0.79 0.38/0.10 19.34/12.23 12 10 0 0
2015.11.15 15.99/10.15 0.15/0.05 0.08 0.63/0.11 28.27/20.87 11 0 0 21
2015.11.16 13.74/11.45 2.16/0.40 2.16 2.64/0.15 28.65/18.99 4 4 3 12
2015.11.17 15.83/11.94 5.97/0.82 8.31 1.68/0.16 29.39/19.23 10 0 10 0
2015.11.18 14.60/11.41 8.07/1.88 4.40 1.65/0.13 27.71/15.02 6 0 0 14
2015.11.19 11.76/8.41 5.64/1.16 12.82 1.70/0.20 23.51/17.22 13 12 2 0
2015.11.20 9.45/4.87 1.08/0.27 1.02 0.98/0.13 19.02/13.63 10 3 0 6
2015.11.21 5.66/2.17 0.30/0.11 0.23 1.38/0.12 15.38/8.820 4 0 7 6
2015.11.22 5.33/�0.09 7.35/3.80 2.54 0.84/0.07 11.11/8.17 4 0 5 2
2015.11.23 5.32/�0.42 0.00/0.00 0.00 0.52/0.08 9.81/7.83 7 0 0 2
2015.11.24 4.51/0.19 1.26/0.28 1.30 0.53/0.17 16.71/12.57 10 12 0 0
2015.12.03 11.90/6.63 0.00/0.00 0.00 0.03/0.03 15.38/13.59 10 0 0 5
2015.12.04 11.39/5.87 2.67/0.56 3.38 0.57/0.21 24.09/10.98 4 4 0 2
2015.12.05 10.20/4.47 0.00/0.00 0.00 – 9.77/7.19 16 0 0 0
2015.12.06 12.86/3.34 0.00/0.00 0.00 0.39/0.11 24.14/15.63 2 0 0 12
2015.12.07 14.53/8.74 0.03/0.03 0.00 0.51/0.13 24.31/18.81 9 0 4 8
2015.12.08 14.66/7.92 2.67/0.84 4.06 0.84/0.18 23.01/14.67 2 5 0 0
2015.12.09 9.34/2.20 0.06/0.03 0.04 0.48/0.08 18.89/8.96 0 4 0 1
2015.12.10 8.81/0.77 0.00/0.00 0.00 – 11.86/6.49 7 0 0 0
2015.12.11 8.61/4.77 2.16/0.57 9.34 0.41/0.17 19.81/16.18 2 20 0 0
2015.12.12 10.42/4.7 0.03/0.03 0.02 0.36/0.09 21.10/15.73 16 0 0 0
2015.12.13 10.08/6.18 3.09/0.37 5.50 1.07/0.38 22.73/19.10 7 0 0 8
2015.12.14 9.24/3.36 0.03/0.03 0.02 0.17/0.08 16.00/12.95 6 0 0 0
2015.12.15 10.3/3.89 0.39/0.16 0.16 0.57/0.15 23.55/17.51 12 2 3 0
2015.12.16 13.04/8.90 2.49/0.39 6.02 – — 0 10 0 7
2015.12.17 16.28/12.53 3.60/0.48 0.72 1.12/0.15 25.61/20.01 8 0 0 6
2015.12.18 13.11/8.74 0.27/0.17 0.08 0.71/0.12 26.64/16.45 10 0 1 2
2015.12.19 13.21/9.93 0.00/0.00 0.00 0.27/0.09 25.11/22.70 8 0 0 0
2015.12.20 13.22/11.31 0.00/0.00 0.00 0.44/0.10 23.15/20.99 22 1 0 0
2015.12.21 12.17/9.52 0.72/0.18 0.45 0.84/0.13 23.52/14.49 3 3 1 6
2015.12.22 14.75/10.41 2.19/0.41 1.45 0.61/0.08 26.53/22.00 16 2 0 8
2015.12.23 13.00/4.38 0.45/0.21 0.42 0.23/0.07 14.21/11.24 4 0 0 8
2015.12.24 14.51/4.38 5.34/0.68 1.82 1.14/0.11 22.91/15.40 6 0 1 3
2015.12.25 13.35/7.78 3.27/0.81 4.72 0.60/0.13 24.76/18.32 15 8 0 4
2015.12.26 15.78/7.17 0.00/0.00 0.00 0.20/0.08 22.51/17.55 4 0 0 4
2015.12.27 14.40/6.13 0.00/0.00 0.00 – 18.71/14.20 12 0 0 0
2015.12.28 11.07/5.12 0.00/0.00 0.00 – 9.56/8.57 11 0 0 0
2015.12.29 11.87/4.35 0.00/0.00 0.00 0.34/0.08 19.78/13.80 2 3 0 0
2015.12.30 9.40/3.77 0.00/0.00 0.00 0.05/0.04 17.80/10.93 3 0 0 0
2015.12.31 10.31/3.53 0.69/0.20 0.47 1.01/0.22 24.39/11.82 4 3 2 0
2016.01.01 8.45/3.46 0.30/0.13 0.10 0.83/0.13 15.42/9.85 13 0 0 6
2016.01.02 5.94/4.11 2.88/0.72 4.69 0.42/0.14 17.80/12.89 6 7 0 8
2016.01.03 8.29/4.84 1.86/0.44 2.95 0.93/0.23 19.85/14.45 6 14 0 4
2016.01.04 7.74/3.66 3.57/0.81 7.06 – – 0 10 0 9

Total 377 137 47 222
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Figure 5. Same as Fig. 4, but here the effects of cumulative data filtering subject to different quality flags and averaging are illustrated.
Panels (a–c) display the effect of filtering based on the DWR variance in time, which removes areas potentially affected by poor radar
volume matching. The effect of the additional temporal averaging over 3 min is shown in (d–f). The effects of the removal of time periods
with rain as identified by CloudNet or large liquid water paths measured by the nearby microwave radiometer are displayed in (g–i). Note
the log scale on the color bars in (c, f, i).

(Fig. 5g and h) but preserves the main aggregation signature
surprisingly well (Fig. 5i).

4.2 Limitations of the current dataset

Despite the filtering steps discussed in Sect. 3.5, some limita-
tions remain. As an example, on 23 November 2015 between
16:00 and 23:00 UTC we observe enhanced values of ZeX
(�20 up to 10 dBZ) (Fig. 6a), while ZeKa and ZeW remain
very low. The mean Doppler velocity of that structure is very
small (MDV between 0 and 0.5 m s�1) and is associated with
a strongly enhanced LDR from the Ka band (Fig. 6b). Large
Zdr values are observed by the nearby weather polarimet-
ric X band radars JuXPol and BoXPol (see Diederich et al.,

2015, for a detailed characterization of the radars) that were
performing RHI scans over the TRIPEx site at that time. The
most likely explanation based on the polarimetric signature
and the fall velocity is fall streaks of chaff deployed by mili-
tary aircraft during a training session. We recommend avoid-
ing this period in cloud microphysical studies.

As described in Sect. 2.1, the X band was operated verti-
cally pointing while rotating the antenna. Figure 7 illustrates
effects related to imperfect vertical antenna pointing. When
looking at the differences between vertical Doppler veloci-
ties observed from low-frequency and high-frequency radars
(dual Doppler velocity, DDV), increases are expected in the
presence of large scatterers (Matrosov, 2011; Kneifel et al.,
2016). Large particles, which usually also have greater termi-
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Figure 6. Time–height plots of the ZeX and LDRKa of 23 November 2015 between 16:00 and 23:59. The region where the LDR is ⇡ �5 dB
is most probably the result of chaff. The Ka band software applies a filtering for non-meteorological targets which removes most of the chaff;
only the filtered Ka band data are included in the TRIPEx dataset. Note that no such filtering is applied to the X band and W band data.

Figure 7. Time–height plots of the dual mean Doppler velocity using the Level 2 data of 20 November 2015. The dashed line and the contin-
uous line are the �15 and 0 �C isotherms, respectively. Panel (a) shows the DDVXKa using the original data from Level 2. Panel (b) shows
the DDVXKa after applying a 3 min moving average.

nal velocities, give a lower reflectivity signal at high frequen-
cies due to non-Rayleigh scattering. This effect also leads to
a lower MDV (MDVX > MDVKa > MDVW). Since the ice
particles in the uppermost part of the clouds are expected
to be Rayleigh scatterers, the DDV should be zero. How-
ever, DDVXKa (Fig. 7a) shows a periodic variation along the
entire vertical range, with the period matching the X band
scan duration of 3 min. Obviously, a non-perfect zenith point-
ing of the X band antenna introduces these periodic shifts
in the mean Doppler velocity due to the contamination of
the vertical Doppler signal by the horizontal wind compo-
nent. A temporal average over 3 min minimizes the stan-
dard deviation of DDVXKa relative to other averaging win-
dow sizes (Fig. 7b). Note that the averaged data are not in-
cluded in the Level 2 data product because the optimal aver-
aging window might depend on the prevailing atmospheric,
height-dependent wind conditions, and original data cannot
be recovered after averaging. We can also not completely

rule out a slight mispointing of the other two radars because
their DDVs sometimes show deviations, especially in regions
with strong horizontal winds with maximum DDVs. How-
ever, these DDVs are found to be below 0.4 m s�1. An ad hoc
estimate of the related relative radar mispointing of the two
radars using the horizontal wind information from radioson-
des for a few extreme cases suggests a potential mismatching
of 0.5�. A correction of the shift requires reliable horizontal
wind profiles, which will be investigated in more detail in the
future.

4.3 Radar sensitivity

Figure 8 shows the distribution of reflectivity values mea-
sured by the three radars during the entire campaign filtered
with the error flags (bits 13, 14, and 15 in Table 4) and strat-
ified by height above the site. As already mentioned, the
Ka band and W band show higher sensitivities compared to
the X band up to high altitudes. The Ka band (Fig. 8b) ex-
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Figure 8. Histograms of reflectivities from the entire TRIPEx campaign Level 2 data for each radar. The red curve is the profile of the
minimum retrieved reflectivity (Eq. 2). Panels (a), (b), and (c) show the histograms for the X, Ka, and W band, respectively; all error flags
(see Table 4) were applied to filter the data. Note the log scale on the color bars.

Table 7. Coefficients a and b for the sensitivity fit (Eq. 2) obtained
for the X, Ka, and W band. The coefficients were calculated using
the Level 2 dataset with filtering according to the error flags applied
(see Table 4).

Radar a b

X band 6.25 ⇥ 10�10 2.19
Ka band 3.41 ⇥ 10�12 2.04
W band 8.36 ⇥ 10�10 1.53

hibits the largest dynamic range (Fig. 8a and c). The step-like
shape of the lowest altitude reflectivities from the W band is
caused by different chirp settings (Table 2). A polynomial fit
to the minimum retrieved linear reflectivities (Zelin, in units
of mm6 m�3) as a function of altitude z (units of m),

Zelin(z) = a · zb, (2)

results for the X and Ka band in the expected nearly quadratic
decrease with range (Table 7). The slower decrease (smaller
exponent) for the W band results from the altitude-dependent
sensitivity associated with the height-varying chirp settings.

The melting layer was mostly observed at altitudes be-
tween 1 and 2 km, where it causes a sharper increase in the
reflectivity distribution and the largest values measured for
the X band reflectivities. The X band Ze distribution shows
an enhancement of the largest recorded values at 2 km from
⇡ 30 to ⇡ 40 dBZ. The X band sensitivity limitations did not
allow signals above 7 km with reflectivities below �10 dBZ
to be observed; however, dual-wavelength studies of clouds
in this region are still possible with the W band and Ka
band included in the Level 2 data. Nonetheless, ice aggrega-
tion and riming, which are most relevant for triple-frequency
studies, usually occur at lower levels and larger reflectivities
where all three radars provide sufficient sensitivity.

5 Triple-frequency characteristics of ice and snow

clouds

Longer time series of observations are required in order to
reliably estimate the occurrence probabilities of process sig-
natures in the triple-frequency space. Those statistics might
be useful for the development of microphysical retrievals
and to constrain snow particle scattering models. Currently
available datasets are restricted to short time periods or spe-
cific cases. Kulie et al. (2014) and Leinonen et al. (2012)
used observations from airborne Ku, Ka, and W band radars
data collected during the Wakasa Bay campaign (Lobl et al.,
2007) to evaluate aggregate and spheroidal snowflake mod-
els. Their DWRKaW and DWRKuKa values reach up to 10
and 8 dB, respectively. Although their data are rather noisy
due to volume mismatch and attenuation effects, they were
the first observations which confirmed triple-frequency sig-
natures predicted by complex aggregate scattering models
(Kneifel et al., 2011a). The first triple-frequency signatures
from ground-based radars (S, Ka, and W band) were pre-
sented by Stein et al. (2015) for two case studies. Similar to
the Wakasa Bay studies, they found deviation from predic-
tions based on simpler spheroidal-based scattering models,
but their aggregates showed a DWRKaW saturation around
8 dB and not the “hook” or “bending back” feature found
in the previous studies. They attributed this behavior to a
snow aggregate fractal dimension of 2. Kneifel et al. (2015)
combined triple-frequency ground-based radar (X, Ka and
W band) with in situ observations and analyzed three cases
characterized by falling snow particles with different degrees
of riming. For low-density aggregates, their DWRKaW also
did not exceed the 8 dB limit reported by previous studies
but exhibited a strong bending back feature (i.e., reduction
of DWRKaW for larger particles) with large DWRXKa up to
15 dB. During riming periods, the triple-frequency signatures
showed a distinctly different behavior: DWRKaW increases
up to 10 dB, while DWRXKa remains constant or slowly in-
creases up to 3 dB, which appears in triple-frequency plots as
an almost horizontal line.
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Figure 9. Two-dimensional histograms (contoured frequency by altitude diagram, CFAD; see Yuter and Houze, 1995, for more details) of
DWR against air temperature for the entire TRIPEx dataset. The dashed line indicates the 0 �C isotherm. The data below the dashed line are
only collected from the cases in which a melting layer is observed. The DWRs were filtered using the error flags and averaged in time using
a 3 min moving window. Panels (a) and (b) show DWRKaW and DWRXKa, respectively. Note the log scale of the color bars.

The TRIPEx dataset is, to the best of our knowledge, one
of the longest, quality-controlled triple-frequency datasets
currently available, which allows for reliable estimations of
the occurrence of several triple-frequency signatures in mid-
latitude winter clouds. In the following sections, we use the
Level 2 data filtered only with the error quality flag (see Ta-
ble 4) to analyze the temperature dependence of the triple-
frequency signatures and signatures of riming and melting
snow particles. The extension of the filtering to the warning
flags would remove all melting layer cases and/or observa-
tions with larger amounts of supercooled liquid water, which
portray particularly interesting signatures of partially melted
or rimed particles.

5.1 Temperature dependence of triple-frequency

signatures

The relatively large dataset allows us to stratify the oc-
currence probability of DWRKaW (Fig. 9a) and DWRXKa
(Fig. 9b) according to air temperature, which results in
four main regimes. The regime in which the temperature is
smaller than �20 �C exhibits small DWR values, mostly be-
low 3 dB.

Between �20 and �10 �C, we find a widening of the dis-
tribution to higher values in both DWRs. This DWR increase
becomes very rapid at temperatures warmer than �15 �C,
which suggests an increasing number of larger aggregates
caused by stronger aggregation due to preferential growth
of dendritic particles in the �20 to �10 �C temperature
range (Kobayashi, 1957; Pruppacher and Klett, 1997). Den-
drites are well known to favor snow aggregation due to their
branched crystal structure. In accordance with previous stud-
ies, DWRKaW saturates around 7 dB at �10�C, with only a
small fraction reaching up to 10 dB. DWRXKa approaches
maximum values of 5 to 8 dB; however, the occurrence prob-
ability of enhanced DWRXKa is smaller compared to those
found for DWRKaW. This is an expected behavior since early

aggregation is likely to first enhance the DWRKaW because
particle growth affects the high frequencies early which first
transition out of the Rayleigh regime. Thus the W band
radar is the first influenced by this transition which enhances
DWRKaW.

At temperatures between �10 and 0 �C, the distribution of
DWRKaW remains almost constant, with the exception of a
small peak with higher values around �5 �C and a widening
of the DWR distributions towards negative values. The latter
effect might relate to two causes. The first is the DWR cal-
ibration (Sect. 3.5), derived for the upper part of the clouds
(ice part), which, when applied to the entire profile, leads to
the overestimation of ZeW. The second possible contributor
is the radar volume mismatch, which becomes worse for ob-
servations closer to the radars due to reduced overlap of the
radar beams.

Interestingly, DWRXKa grows continuously up to 12 dB
for temperatures warmer than �5 �C, which is in line with
intensified aggregation of the snow particles towards lower
heights. The very large DWRXKa in this regime can be ex-
plained by increasing particle stickiness when approaching
the 0 �C level. In the fourth regime between 0 �C and the
LDR maximum, DWRKaW tends to further increase, while
DWRXKa remains constant or even decreases. DWRKaW
reaches values up to 10 dB, while DWRXKa attains values up
to 15 dB, which could be produced by persistent aggregation.

Figure 10 shows the triple-frequency plots for the tem-
perature ranges �20 < T < �10 �C (panel a) and �10 <

T < �1�C (panel b). Between �20 and �10 �C (panel a),
we find the typical bending signature in the triple-frequency
space saturating at about a DWRKaW of 8 dB, similar to Stein
et al. (2015). This temperature regime includes the dendritic
growth zone (DGZ), which is usually defined by cloud cham-
ber experiments in the range of temperatures �17 to �12 �C
(Kobayashi, 1957; Yamashtta et al., 1985; Takahashi, 2014).
It is worth reminding the reader that the temperature infor-
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Figure 10. Two-dimensional histogram of the triple-frequency signatures for different temperature regions normalized by the total number
of points N . The color shows the relative frequency. Panel (a) is for temperatures between �20 and �10 �C. Panel (b) shows the region
between �10 and �1 �C. Note the log scale on the color bars.

mation included in the TRIPEx dataset has not been ob-
tained from a direct measurement, but it has been taken from
CloudNet. Consequently, it is not surprising that the growth
regimes that we have identified using the signatures observed
in the DWR profiles do not perfectly correspond in tempera-
ture to the ones determined in cloud chamber experiments.

Although we combine observations from different clouds,
the variability of the triple-frequency signatures is relatively
small. For warmer temperatures (�10 to �1 �C, panel b),
needle aggregates are likely to be generated, and ice particles
start to become more sticky, leading to a more pronounced
bending feature. For DWRXKa reaching up to 12 dB, the hook
(or bending back) signature (Kneifel et al., 2015) also be-
comes visible for parts of the dataset (DWRXKa decreases,
while DWRKaW is still increasing). This panel also reveals
a secondary mode with DWRXKa below 3 dB and DWRKaW
reaching up to 12 dB. Following Kneifel et al. (2015), this
mode could hint at rimed particles, which are still too small
to enhance DWRXKa, but due to their increased density and
hence larger refractive index, the DWRKaW increases. We
will investigate this feature in more detail in the next sub-
section.

The dataset contains particularly large DWR signatures
close to 0 �C and at higher temperatures, which are probably
caused by melting snowflakes or simply by enhanced aggre-
gation. To further investigate this signature we generated the
triple-frequency plot for the data between the 0 �C and the
height of the LDR maximum (Fig. 11), which we consider to
be a proxy for the center of the melting layer (Le and Chan-
drasekar, 2013). In this region, DWRXKa reaches maximum
values up to 20 dB already at low DWRKaW. Overall, the data
points are much more scattered than those in the colder tem-
perature regions. This larger variability might result from ef-
fects of the radar volume mismatch caused by strong vertical
gradients near the melting layer. Another possible explana-
tion is the much lower amount of data. Latent heat release by

Figure 11. Two-dimensional histogram of the triple-frequency sig-
natures for the region between 0 �C and the LDR maximum in the
melting layer normalized by the total number of points N . The color
shows the relative frequency, and the binning matches what was
used for Fig. 10. Note the log scale on the color bar.

melting increases turbulent motion, which might further en-
hance the detrimental effects of volume mismatch. We need
to be careful in interpreting these features as triple-frequency
signatures of the melting layer because the temperature infor-
mation is based on CloudNet products taken from ECMWF
analyses which cannot be expected to represent small-scale
variations of the 0 �C isotherm. Moreover, melting can be de-
layed depending on the profiles of temperature and humidity
and on the density and size of the particles themselves (Mat-
suo and Sasyo, 1981; Rasmussen and Pruppacher, 1982). A
sagging of the melting layer has been repeatedly observed
with the scanning polarimetric X band radar in Bonn (BoX-
Pol, also part of JOYCE-CF) for dominant riming processes
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Figure 12. Triple-frequency signatures for Level 2 data with temperatures between �20 and �1 �C and a mean Doppler velocity (MDV)
above 1.5 m s�1 in order to select potentially rimed particles. Panel (a) shows the relative frequency of the observations. Panel (b) indicates
the average MDV of each pixel in the histogram. Note the log scale on the color bar in (a).

(Xie et al., 2016; Trömel et al., 2019). Rimed particles fall
with higher terminal velocities and consequently take more
time to melt. In the following subsection, we will use the
LDR and the mean Doppler velocity to better separate non-
melted from melted snow particles.

5.2 Signatures of riming and melting snow particles

During riming, supercooled liquid water droplets freeze onto
the ice particles. This strongly increases the particle mass,
while its size grows more slowly, especially during the onset
of riming. Since the terminal velocity is mainly governed by
the relation between particle mass (gravitational force) and
its cross section perpendicular to the air stream (drag force),
its terminal velocity observed by the mean Doppler velocity
(MDV) increases due to riming (Mosimann, 1995). MDVs
above 1.5 m s�1 can be used as a simple indicator of rimed
particles as long as vertical air velocities are small (Mosi-
mann, 1995). About 1 % of triple-frequency data in the tem-
perature range between �20 and �1 �C have a MDV above
1.5 m s�1 (Fig. 12). Interestingly, we find one mode very sim-
ilar to a sloped line found for rimed particles in Kneifel et al.
(2015), which coincides with large MDVs up to 2.4 m s�1

and DWRKaW up to 10 dB. However, the correlation between
enhanced DWRKaW and MDV is less clear than in the case
shown in Kneifel et al. (2015). A more detailed investiga-
tion showed that TRIPEx only contains short riming peri-
ods of a few minutes’ duration, while the period analyzed
by Kneifel et al. (2015) was considerably longer (⇡ 20 min).
In general, DWRKaW is expected to increase for larger parti-
cles and strong riming, but detailed sensitivity studies which
clearly characterize these dependencies are still missing. An-
other mode in Fig. 12 with larger DWRXKa of about 3 dB
suggests mean particle sizes exceeding 8 mm according to
Kneifel et al. (2015). We speculate that this mode might be
related to only slightly rimed aggregates. A larger number of

riming events are required to better investigate the sensitiv-
ities of MDV and triple-frequency signatures to various de-
grees of riming, which would also be a very valuable basis on
which to constrain theoretical particle models, as developed,
for example, by Leinonen and Szyrmer (2015).

A particularly interesting signature shown in Fig. 11 is
the very large DWRXKa close to the melting layer. To the
best of our knowledge, these features have not yet been de-
scribed. It is not clear to us whether these signatures are
caused by very large aggregates or melting particles. A pure
melting of snowflakes should enhance the MDV because of
their decrease in size (and thus cross-sectional area) as well
as drag in the airflow. Early melting can, however, be bet-
ter detected by the LDR: the much larger refractive index
of liquid water compared to ice and the initially still asym-
metric melting snowflakes result in a much larger depolar-
ization signal as compared to dry snowflakes. Hence, we re-
plot Fig. 11 to better see the transition from dry snowflakes
with a typical MDV of 1 m s�1 and a LDR around �15 dB
to larger MDV coinciding with a rising LDR as expected for
melted snow (Fig. 13). Interestingly, the very large DWRXKa
mostly shows MDV and LDR values associated with un-
melted snowflakes. Once the MDV and LDR indicate the on-
set of melting, the DWRs, especially DWRXKa, rapidly de-
crease. As DWRXKa is strongly related to the mean particle
size, the results indicate that the largest snowflake sizes oc-
cur before the melting starts. Once snowflakes are completely
melted, DWRKaW will still be enhanced due to Mie scattering
by the raindrops, while DWRXKa will remain close to 0 dB
(Tridon et al., 2017). However, our corrections for attenua-
tion within the melting layer are certainly incomplete; thus
we leave a deeper analysis of that feature to future studies.
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Figure 13. Triple-frequency diagrams of observations between 0 �C and the LDR maximum in the melting layer (same as Fig. 10c), but the
color in (a) indicates the average MDV, while in (b) the color shows the average LDR.

6 Data availability

The TRIPEx Level 2 data are available
for download at the ZENODO platform
(https://doi.org/10.5281/zenodo.1341389; Dias Neto et
al., 2019). Quicklooks of the TRIPEx dataset are freely
accessible via a data quicklook browser (http://gop.meteo.
uni-koeln.de/~Hatpro/dataBrowser/dataBrowser1.html?
site=TRIPEX&date=2015-11-20&UpperLeft=3radar_Ze).
The raw and Level 1 data and Kdp can be requested from the
corresponding author.

7 Conclusions

We present the first 2-month-long dataset of vertically point-
ing triple-frequency Doppler radar (X, Ka, and W band) ob-
servations of winter clouds at a midlatitude site (JOYCE-
CF, Jülich, Germany). The dataset includes spatiotemporal
re-gridded data including offset and attenuation corrections.
Several quality flags allow the dataset to be filtered accord-
ing to the needs of the specific application. The quality flags
have been separated into error and warning flags; we rec-
ommend always applying the error flags, while the warning
flags might not be necessary depending on the application.
All corrections applied are stored separately in the data files
in order to allow the user to recover and also work with data
at intermediate processing steps and to potentially apply in-
dividual corrections. This might be necessary because the
campaign focus was on the ice and snow part of the cloud.
Consequently, the correction for path-integrated attenuation
might be inappropriate, for example, for studies investigating
the melting layer or rainfall.

The statistical analysis of the ice part of the clouds re-
vealed dominant triple-frequency signatures related to aggre-
gation (hook or bending up feature). In agreement with pre-
vious studies, DWRKaW mostly saturates around 7 dB, while
DWRXKa reaches values of up to 20 dB in regions of presum-

ably intense aggregation close to the melting layer. Due to the
large dataset, we were able to investigate the relation between
the DWRs and temperature. The first significant increase of
aggregation starts around �15 �C, where dendritic crystals
are known to grow efficiently and favor aggregation. In this
zone, DWRKaW mostly increases up to its saturation value
of 7 dB. DWRXKa increases mainly below �10 �C. Close to
the melting layer, DWRXKa massively increases up to 20 dB,
which has not been reported so far. A deeper investigation us-
ing the LDR and MDV revealed that these extreme DWRXKa
are indeed due to large dry aggregates rather than melt-
ing particles. Once melting is indicated by larger MDV and
LDR values, DWRXKa appears to rapidly decrease. Clearly,
combined observational and scattering modeling studies are
needed to further investigate this transition. Although the
dataset only contains a few short riming periods (approxi-
mately 1 % of the data between �20 and �1 �C), a simple
MDV threshold reveals the typical riming signature (flat hor-
izontal line in the triple-frequency space) reported for riming
case studies in Kneifel et al. (2015). The statistical analysis
of riming is more challenging compared to aggregation. Rim-
ing is often connected to larger amounts of supercooled liq-
uid water, larger vertical air motions, and turbulence, which
deteriorate the signal due to liquid water attenuation and en-
hance effects of imperfect radar volume matching. Riming
could be further investigated with this dataset by focusing on
single cases, for which it is possible to apply specific correc-
tions and filtering.

The synergy with nearby polarimetric weather radar obser-
vations will be investigated in future studies by including the
vertical polarimetric profiles matching the JOYCE-CF site
based on quasi-vertical profiles (QVPs) (Trömel et al., 2014;
Ryzhkov et al., 2016) or columnar vertical profiles (CVPs)
(Murphy et al., 2017; Trömel et al., 2019). Also a data re-
lease including the W and Ka band Radar Doppler spectra is
planned.
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3.2 tripex-pol campaign

As a follow-on campaign of the TRIPEx campaign (Section 3.1), the
TRIPEx-Pol took place at JOYCE-CF from November 11th, 2018 to
February 21st, 2019, thanks to the collaboration between the University
of Cologne (Germany) and the Research Centre Jülich (Germany).
TRIPEx-Pol was intended to be an improved campaign where the
knowledge learned from the previous campaign was applied. For
example, one of the essential improvement of this campaign was the
permanent installation of an X-Band radar with much higher sensitiv-
ity when compared with X-Band used during TRIPEx. As a result of
the PROM-IMPRINT project , the Radiometer Physics GmbH (RPG,PROM-IMPRINT:

Understanding Ice
Microphysical

Processes by
combining

multi-frequency and
spectral Radar

polarimetry and
super-particle

modelling

Germany) temporally installed a prototype polarimetric W-Band. Due
to additional collaboration with the University of Granada (Spain)
it was possible to install another W-Band radar temporarily. In total,
four cloud radars operated on top of the JOYCE-CF platform (one X-,
one Ka-, and two W-Band). The X-, Ka-, and one W-Band operated
vertically pointing continuously, while the polarimetric W-Band op-
erated with elevation different than 90� (non-vertically pointed) and
performed different scan patterns. Figure 3.1 depicts the layout of
the radars during the TRIPEx-Pol. Additionally, Figure 3.2 shows a
picture of the JOYCE-CF platform equipped with four radars and the
auxiliary sensors operated during TRIPEx-Pol.

Several improvements were made based on the knowledge gained
from the TRIPEx campaign. The pointing accuracy of the Ka-Band
radar was carefully verified, and a relative comparison between the
pointing of the X- and W-Band (vertically pointing one) using the
Ka-Band as reference was also performed. In order to reduce the
cumulative displacement of the centre of each range bin among the
vertically pointing radars, an effect observed during TRIPEx campaign,
the vertical range resolution from each radar was carefully adjusted.

3.2.1 Cloud Radars

JOYRAD-10, hereafter referred to as the X-Band, is a 9 GHz pulsed
vertically pointing non-polarimetric Doppler radar (type MIRA 10)
that uses a solid state amplifier manufactured by Metek (Meteorolo-
gische Messtechnik GmbH), Germany. Metek developed this radar to
retrieve high-quality Doppler spectra of hydrometeors aloft, and to
provide high-quality spectral moments such as reflectivity factor (Ze),
mean Doppler velocity (MDV) and Doppler spectral width (SW). Since
October 2018, X-Band became a permanent installation of the JOYCE-
CF. During TRIPEx-Pol, X-Band operated continuously. Table 3.1 gives
an overview of the technical characteristics and settings of the X-Band
used during the campaign.
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JOYCE-CF Platform

W-Pol W
Ka X

17 m

3.2 m 1.3 m 1.0 m1.5 m

6.5 m 3.8 m 5.6 m

Figure 3.1: Sketch (not to scale) of the horizontal separation between the
radars and their height. The height of JOYCE-CF platform is also
indicated. This platform is 111 m above mean sea level.

Figure 3.2: Picture of the JOYCE-CF platform. The labels indicate the position
from each radar and from the auxiliary sensors operated during
the campaign.
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JOYRAD-35 is the same radar used during the TRIPEx campaign.
Section 2.2 from Dias Neto et al., (2019) gives a detailed description of
the Ka-Band and the configuration settings used during that campaign.
The configuration settings used during TRIPEx-Pol (listed in Table 3.1)
differ from those used in the previous campaign; the new settings
were planned to provide a better agreement with the observed volume
and temporal sampling from the X- and W-Band. In Table 3.1, one
can see that the X-Band has much higher Nyquist velocity (78 m/s)
compared to the Ka- and W-Band and in order to obtain similar
Doppler resolution the number of velocity bin is also much higher
(4096).

GRARAD-94, hereafter referred to as the W-Band, is a 94 GHz
frequency-modulated continuous-wave (FMCW) Doppler radar man-
ufactured by Radiometer Physics GmbH (RPG, Germany) (Küchler
et al., 2017). This radar transmits a single polarized signal and re-
ceives the co- and cross-polarized signal providing the possibility to
retrieve the linear depolarization ratio (LDR) besides the other radar
moments (Ze, MDV, SW). An additional characteristic of the radar is
the possibility of defining different range resolution for different range
intervals. W-Band integrates the observational site of the University of
Granada (Spain). This radar was temporarily mounted on JOYCE-CF
site and continuously operated from November 31st, 2018 to February
20th, 2019. Table 3.1 gives additional information about the technical
specifications used during the campaign, and the Table 3.2 lists the
configuration parameters of each chirp sequence. The chirp settings
used during TRIPEx-Pol differ from that used during TRIPEx (Table 2

in Section 3.1); the settings used during TRIPEx-Pol were adjusted to
match as close as possible the temporal resolution, the centre of each
range bin, and Doppler resolution from the other vertically pointing
radar.

RPGRADPol-94, hereafter referred to as the W-Pol, is a 94 GHz
frequency-modulated continuous-wave (FMCW) polarimetric Doppler
radar also manufactured by Radiometer Physics GmbH (RPG), Ger-
many. As the GRARAD-94 the W-Pol also allows defining different
range resolution for different range intervals. During TRIPEx-Pol,
W-Pol periodically performed three scans patterns, which are range
height indicator (RHI, azimuth: 235.11o, elevation: 30 - 85o), plan posi-
tion indicator (PPI, azimuth: 0 - 354o, elevation: 85.02o) and constant
elevation (CEL, azimuth: 235.11o, elevation: 30.02o).

Looking at Figure 3.1 and Figure 3.2, one can see that W-Band
and W-Pol radars were mounted close to each other, which arose
an issue for the operation of both radars during the experimental
campaign. If both radars were operated using the same frequency
the signal transmitted by one radar would produce interferences in
the signal received by the other radar. In order to avoid interferences,
the operating frequency from the W-Band was adjusted to 94.11960
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GHz while the W-Pol was operated at the standard frequency for RPG
radars that is 93.99969 GHz.

Table 3.1: Technical specifications and settings of the three vertically
pointing radars operated during TRIPEx-Pol at JOYCE-CF.

Specifications X Band Ka Band W Band
Frequency [GHz] 9.4 35.5 94.0
Pulse Repetition [kHz] 10 5 2.2-12.8
Doppler velocity bins 4096 512 128-512
Number of Spectral Average 10 19 11-13
3dB Beam Width [o] 1.0 0.6 0.5
Sensitivity at 5 km [dBZ]a -28 -43.5 -40

Nyquist Velocity [± ms-1] 78 10.5 1.8-10.2
Range Resolution [m] 36 36 12-36
Temporal Sampling [s] 2 2 3

Lowest clutter-free range [m] 300 400 300

Radome No No Yes
a Minimum sensitivities have been derived from the reflectivity
histograms shown in Figure 3.3.
b Pulse repetition frequency, number of spectral average,
Nyquist velocity and range resolution depend on the chirp
definition; those values are indicated in Table 3.2.

Table 3.2: Configuration parameters of the chirp sequence of the W-Band
(vertically pointing) during the TRIPEx-Pol.

Chirp sequence
Attributes 1 2 3 4
Integration Time [s] 0.818 0.595 0.686 0.503
Range Interval [m] 216- 1482 1482- 3999 3999- 8164 8164- 11997

Range Resolution [m] 36 12.7 12.7 12.7
Nyquist Velocity [± ms-1] 10.2 6.8 3.4 1.8
Doppler velocity bins 512 512 256 128

Number of Spectral Average 13 13 15 11

Chirp Repetition Frequency [kHz] 12.8 8.6 4.2 2.2

3.2.2 Auxiliary instruments

The JOYCE-CF is equipped with six other ground-based remote sens-
ing instruments and several other auxiliary instruments as described
by Löhnert et al., (2015). These instruments continuously operated
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during the campaign producing additional information of the atmo-
spheric state, which can be used in combination with observations
from the multi-frequency radars.

One of the instruments is the laser disdrometer PARSIVEL (Löffler-
Mang and Joss, 2000) manufactured by OTT Hydromet (Germany).
Unlike during TRIPEx, the PARSIVEL continuously recorded the drop
size distribution of the rainfall events, and it allowed to independently
verify the calibration of the radar reflectivities using rainfall events as
described in section 3 from Dias Neto et al., (2019). Another auxiliary
instrument used in the processing of the TRIPEx-Pol data is the Mi-
crowave Radiometer (Humidity and Temperature PROfiler, HATPRO)
manufactured by RPG (Rose et al., 2005). The HATPRO continuously
retrieved liquid water path (LWP) and integrated water vapour. In
particular, the LWP is a variable used during the data quality control
to identify periods with large LWP (section 3 from Dias Neto et al.,
(2019)). In Figure 3.2, one can see how close to the radars PARSIVEL
and HATPRO were installed.

In addition to the ground-based measurements, 16 radiosondes
DFM-09 manufactured by GRAW Radiosondes GmbH & Co. KG
(Germany) were launched to measure the atmospheric state variables
(pressure, humidity and temperature). In Section 3.3, the tempera-
ture and humidity profiles from Cloudnet are evaluated using the
respective profiles measured by the radiosondes.

3.2.3 Data processing

The processing of the multi-frequency radar observations from the
TRIPEx-Pol follows the procedure developed for processing TRIPEx
dataset. Section 3 from Dias Neto et al., (2019) provides a detailed
description of the data processing and the generation of the quality
flags. Figure 3.3 shows the distribution of Ze measured during the
entire TRIPEx-Pol after filtering Ze values from X- and W-Band flagged
as errors. Figure 3.3 shows that the Ka-Band is the radar with the
highest sensitivity and the largest dynamic range comparing with
the X- and W-Band radars. The red curve is the fit of the minimum
received power as a function of height, and the fitting equation is the
same introduced in section 4.3 from Dias Neto et al., (2019). Table 3.3
lists the retrieved coefficients for each radar.

A direct comparison between the histograms of Ze from both cam-
paigns indicates that the new X-Band radar used during TRIPEx-Pol
has much higher sensitivity than the X-Band used during the TRIPEx
campaign. (Figure 3.3-a shows that at 7 km the sensitivity and the
dynamic range from the new X-Band are ⇡ -24 dB and 40 dB, while
the sensitivity and the dynamic range from the previous X-Band at the
same altitude are ⇡ -15 dB and 20 dB, respectively (Figure 8a from
Dias Neto et al., (2019)). Due to higher sensitivity of the new radar, it
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was possible to observe clouds up to 10 km during TRIPEx-Pol while
the observations from the X-Band during TRIPEx are limited up to 8

km, most of the time (Figure 8 in Dias Neto et al., (2019))

(a) (b) (c)

Figure 3.3: Histograms of the Ze from the Level-2 data from the entire
TRIPEx-Pol. The red curve is the vertical profile of the mini-
mum measured Ze. Panels a, b and c are the histograms for X-,
Ka and W-Band, respectively; all the error flags were applied to
filter the data.

Thanks to the continuous operation of the PARSIVEL during TRIPEx-
Pol, it was possible to calibrate the Ze from each radar from rain fall
events. For the calibration, the Ze lowest usable radar range bins are
compared with the Ze derived from the observations from the nearby
optical disdrometer (Dias Neto et al., 2019). The result of this calibra-
tion revealed that the X-Band has the smallest offset -0.1 dB while
the calculate offset from Ka-Band and W-Band were -2.8 and 2.0 dB.

Table 3.3: Coefficients a and b of the sensitivity equation retrieved for the
X-, Ka-, and W-Band using the Level-2 data. All values flagged as
error are excluded from the fitting calculation.

Radar a b

X-Band 7.63⇥ 10-13 2.52
Ka-Band 1.05⇥ 10-12 2.06
W-Band 1.22⇥ 10-12 2.13

3.2.4 Improved volume matching and pointing

Although the TRIPREx-Pol had similarities with the TRIPEx campaign
such as the same observational site, same season, multi-frequency
radar observations and other auxiliary observations, two other points
differ from the previous campaign.

The first one is the range resolution of the vertically pointing radars.
During the TRIPEx, the X-, Ka-, and W-Band radars operated with
a vertical resolution of 30, 28.8 and 16-34.1 m, respectively (Table 1
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in Dias Neto et al., (2019)). These different resolutions introduced an
artificial range mismatch between the volume observed by the different
radars, and the magnitude of this mismatch oscillates along the vertical
coordinate. Figure 3.4(a-e) illustrates the range mismatch between X-
and Ka-Band radars and between Ka- and W-Band radars. Figure 3.4-a
shows that the mismatch between X- and Ka-Band is periodically well-
defined, while Figure 3.4(b-e) shows that the mismatch between Ka-
and W-Band is not periodically well-defined and change for each chirp
sequence. During TRIPEx-Pol campaign the vertical range resolution
from the X-, Ka- and W-Band radars was defined to minimize the
volume mismatch. The X- and Ka-Band radar were operated with a
resolution of 36 m. However, due to the characteristic of the W-Band
radar controlling software, the definition of the range resolution is not
flexible; for this reason, the vertical resolution of the W-Band was set
to 36 m for the first chirp sequence and 12.7 m for the second, third
and fourth chirp sequences. Figure 3.5(a-e) illustrates the mismatch
between X- and Ka-Band radars and between Ka- and W-Band radars
during TRIPEx-Pol. One can see in Figure 3.5-a constant mismatch
(1.9 m) between X- and Ka-Band, which remains due to the height
difference between the antennas from X- and Ka-Band (Figure 3.1).
Figure 3.5-b shows that the first chirp sequence from the W-Band
radar has a constant mismatch (2.2 m), which is also due to the
height difference between Ka- and W-Band antennas (Figure 3.1).
Figure 3.5(c-e) shows the mismatch from the second, third and fourth
chirp sequences, and one can see that the mismatch remain, but the
mismatch periodicity is comparable within those chirps, which was
not the case during TRIPEx.

The second one is the verification of the pointing alignment of the
radars. During TRIPEx the X-Band radar operated continuously rotat-
ing the antenna due to a limitation of the radar software (see section
4.2 from Dias Neto et al., (2019)), which introduced periodic oscillation
in the DDV-XKa, limiting the use of this variable without additional
post-processing. Although the Ka- and W-Band were operated stati-
cally, without rotating the antenna, the DDV-KaW (Figure 3.6) shows a
continuous increase of the DDV-KaW from 0 m/s at cloud bottom (⇡ 2

km) up to 0.3 m/s at cloud top (⇡ 10 km). This continuous increase in
DDV-KaW towards cloud top indicates a relative mispointing between
Ka- and W-Band radars.

Different from the TRIPEx campaign, the pointing offset between
the radars used during TRIPEx-Pol was estimated at the beginning
of the campaign. The Sun-tracking method (Muth et al., 2012) was
applied to the Ka-Band for evaluating its absolute pointing accuracy;
the results indicate that the error is smaller than 0.1o in elevation
and azimuth. The zenith pointing of this radar was also verified.
The radar was set to perform azimuth scans while the antenna was
maintained vertically pointing, and no indication of misalignment
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(a)

(b) (c)

(d) (e)

Figure 3.4: Illustration of the vertical mismatch between X- and Ka-Band
radars (Panel a) and Ka- and W-Band radars for the different
chirp sequence (Panels b-e) during TRIPEx.
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(a)

(b) (c)

(d) (e)

Figure 3.5: As in Figure 3.5, but for TRIPEx-Pol.
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Figure 3.6: Time-height plot of the DDV-KaW from November 20th, 2015
(observed during TRIPEx).

was found. A similar approach could not be applied for evaluating
the absolute pointing of the X- and W-Band radars; the antenna from
these radars are fixed mounted. However, a relative evaluation of
the pointing of X- and W-Band using the Ka-Band as reference was
possible. The pointing of the X- and W-Band was compared to the
Ka-Band in different conditions of wind speed and direction using
a similar method applied by Kneifel et al., (2016). The results of this
comparison indicate that the misalignment in elevation between the
X-, Ka- and W-Band is ⇡ 0.1o. Those results are supported by the DDV
plots in Figure 3.7(a-b) which show that the DDV-XKa and DDV-KaW
are mainly distributed around 0 m/s from the bottom of the cloud to
the uppermost regions.

(a) (b)

Figure 3.7: Time-height plot of the DDV-XKa (a) and DDV-KaW (b) from
November 26th, 2018 (TRIPEx-Pol).

The excellent alignment between the three radars combined with
the data processing developed for TRIPEx campaign allowed to use
the triple-frequency MDV observation to develop a triple-frequency
based retrieval (TDV-Method) of the mean mass-weighted equivolume



70 methods

diameter (Dm) of raindrops (Mróz et al., 2020b). The authors also
showed that the TDV-Method reduced the bias of Dm=2.25 mm by
15% (20%) when compared with retrieval based on DDV-XW (DDV-
KaW)(Liao et al., 2008; Matrosov, 2017; Tian et al., 2007).

3.3 evaluating temperature and relative humidity from
cloudnet

As described in chapter Chapter 2, the development and evolution of
the microphysical processes in clouds are closely related to tempera-
ture. Therefore, in this thesis, the temperature is often used as vertical
coordinate. In total, 27 radiosonde ascents are available, combining
the radiosondes from TRIPEx and TRIPEx-Pol. However, this number
of radiosonde ascents is not enough to convert the range coordinate
from radar profiles from the combined TRIPEx/TRIPEx-Pol dataset
into temperature coordinate. Therefore, the temperature profiles from
Cloudnet are used for the range-temperature transformation. The tem-
perature and the other atmospheric state variables implemented in
Cloudnet are from the European Centre for Medium-Range Weather
Forecasts Integrated Forecast System (ECMWF-IFS). This model has
a horizontal grid resolution of ⇡ 10 km and 137 vertical levels. Illing-
worth et al., (2007) provides a detailed description of the Cloudnet
products.

In order to compare the temperature (T-CDN) and the relative
humidity over water (RHw-CDN), both from Cloudnet, with the cor-
responding radiosonde measurements (T-RAD) and (RHw-RAD), the
Cloudnet profiles are averaged over two minutes time window centred
at the radiosonde launching time. Additionally, the radiosonde profiles
are interpolated to the Cloudnet vertical grid, and the measurements
from above 8 km are excluded from the comparison. It was noted that
for regions above 8 km the RH values reported by the radiosonde
were unrealistic; the profiles showed an abrupt change from values
close to 100% to 0% suggesting a malfunction of the RH sensor in
regions above 8 km. The data laying outside of a radius of 5 km far
from JOYCE-CF are excluded as well; it ensures that the radiosonde
measurements lay inside of the ECMWF-IFS grid cell which JOYCE-CF
is within.

The scatterplot of the T-CDN and the T-RAD (Figure 3.8-a) shows
that the filtered data is mainly distributed between -20 and 20 oC;
it also suggests a good agreement between both quantities, which
is confirmed by the statistical metrics. The bias indicates that the
mean difference between the data from Cloudnet and measured by
the radiosonde is ⇡ 0.2 oC. The precision indicates that the standard
deviation of the difference between T-CDN and T-RAD is ⇡ 1.1 oC.
The uncertainty shows that the root mean square difference (T-CDN -
T-RAD) is ⇡ 1.1 oC. The calculated correlation between T-CDN and
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T-RAD is (⇡ 0.9). The error distribution over the temperature range
observed by the radiosonde (Figure 3.8-b) shows that it is distributed
around 0 oC for temperatures between -20 and 20 oC and it slightly
increases for temperatures colder than -20 oC (indicated by the orange
curve). The corresponding uncertainty is mainly distributed around
⇡ 1 oC for temperatures between -20 and 20 oC, and it also increases
for temperatures colder than -20 oC (Figure 3.8-b cyano curve). The
poor statistical results for temperatures colder -20 oC is related to the
small amount of data available at this temperature region.

A similar analysis was applied to the relative humidity RHw. Fig-
ure 3.8-c shows that the measurements are mainly distributed between
60 and 100%. The entire population has a small bias (⇡ 1.1%), a good
correlation (⇡ 0.7), uncertainty of ⇡ 9.2% and precision of ⇡ 9.2%.
Figure 3.8-d shows a detailed analysis of the error over the RHw-RAD
range. The uncertainty and the bias vary around 9% (cyano curve)
and 0% (orange curve), respectively.

As introduced in chapter Chapter 2, the relative humidity over ice
(RHi) is an important variable related to the growth of ice crystals. In
order to evaluate RHi, it is calculated using Equation 3.1 where esw(T)
and esi(T) are the saturation vapour pressure over water and ice,
respectively. T and RHw are the profiles of temperature and relative
humidity over water. esw(T) and esi(T) are calculated following Marti
and Mauersberger, (1993) and Murphy and Koop, (2005).

RHi =
esw(T)RHw

esi(T)
100 (3.1)

Figure 3.8-e shows the distribution of the RHi values between 60%
and 100%. As expected, the statistic metrics are similar to the that
from RHw; the uncertainty is ⇡ 9.8%, the bias is 0.96%, the correlation
is ⇡ 0.68, and the precision is ⇡ 9.7. Figure 3.8-f shows the bias
distributed around 0%, and the uncertainty is distributed around
⇡ 9%.

Overall, the statistical results suggest that the atmospheric profiles
from Cloudnet products are comparable to the profiles measured by
the radiosondes and allow using those profiles for data corrections
and long term statistics. Table 3.4 summarizes the statistical results.

3.4 doppler spectra processing

In addition to the standard radar moments derived from the spectra
(e.g. Ze, MDV, SW), this work uses two other sets of variables derived
from the spectra. The information contained in the first set is the
classification of the spectra as mono- or multi-mode, the maximum
spectral power and the Doppler velocity of each mode. The second set
contains the Doppler velocity retrieved from the spectra edges. In this
thesis, these two sets of variables are from the Ka-Band spectra only;
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(a) (b)

(c) (d)

(f)(e)

Figure 3.8: Panels a, c, and e are two dimensional histograms of T, RHw
and RHi from Cloudnet products versus the corresponding ra-
diosonde measurements. Panels b, d and f are two dimensional
histograms of error of the T, RHw and RHi from Cloudnet over
the range of values measured by the radiosonde.
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Table 3.4: Statistics of the comparison between the T, RHw, and RHi data
from Cloudnet products and the corresponding data measured by
the radiosonde.

Metrics T [�C] RHw [%] RHi [%]
Precision 1.14 9.26 9.76
Uncertainty 1.16 9.27 9.80
Bias 0.20 1.17 0.96
Correlation 0.98 0.70 0.68

it is because the Ka-Band is the most sensitive radar (see Section 3.2)
and its spectra dataset is available for TRIPEx and TRIPEx-Pol. The
following sections describe the retrieval of those additional variables.

3.4.1 Spectra classification

There are several approaches currently available for identifying the
Doppler spectral modes. One approach is using a polynomial fitting
of the Doppler spectra to identify the modes (Kollias et al., 1999, 2003).
Another approach is using machine learning to identify the spectral
modes (Kalesse et al., 2019); the authors also show that their approach
produces similar results to the polynomial fitting. In this thesis, The
identification of the spectra modes and their classification as mono- or
multi-peak uses the polynomial fitting approach and is performed in
three steps.

At the first step, the observed Ka-Band spectra in linear units
[mm6/m3] (SO) are normalized by the size of the velocity bin produc-
ing spectra with the following units [(mm6/m3)/(m/s)]. This units
transformation is applied to interpolate SO to smaller velocity bin
0.01 m/s (SIN). At this point, the SIN are still affected by noise, and
a moving averaging window of 0.07 m/s is applied over the velocity
dimension to reduce it, producing smooth spectra (SIS). Figure 3.10-a
shows an example of this first step applied to a bi-modal spectrum
from January 22nd, 2019, at 15 : 07, from an altitude of ⇡ 3 km. One
can see that the SIS (orange curve) is similar to the SO (green curve).

At the second step, a polynomial function of degree 4 is used to
fit the spectrum of each range bin. Then, the fall velocity of each
local maximum spectral power is retrieved from the fitted polynomial
function, but the power from local maxima is retrieved from the
SIS. This approach minimizes the error that could be introduced
using the maxima estimated by the polynomial fit and ensures that
the stored maxima are as close as possible to the observed values.
Once the velocity-power pairs are retrieved, they are sorted by their
velocities. These sorted pairs are then classified according to their
spectral power. Figure 3.9 illustrates the methodology developed to
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classify the velocity-power pairs, which assign ordering indexes to
each peak. As the first step of this identification, an index equal to 0 is
assigned to the velocity-power pair with maximum power to identify
the main peak (Peak-0). Than, increasing positive indexes are assigned
to sorted pairs that have fall velocities slower than the velocity of the
Peak-0. Finally, decreasing negative indexes are assigned to sorted
pairs that have fall velocities faster than the velocity of the Peak-0.
This approach is idealized to allow easy identification of peaks faster
than Peak-0 that could be produced by rimed particles and peaks
slower than Peak-0 that could be produced by new nucleated particles,
secondary ice, and supercooled water.
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Figure 3.9: Conceptual illustration of the Doppler spectra classification. The
numbers on top of each mode are the ordering indexes.

Figure 3.10-a shows an example of the retrieved velocity-power pairs
for each local maxima (peaks) and their respective ordering indexes.
Figure 3.10-b shows a bi-modal SO from January 22nd, 2019, at 15 : 07
and the retrieved fall velocity from each peak. The fall velocity from
Peak-0 increases from 0 m/s at cloud top to ⇡ 1 m/s at 2 km, and
it remains ⇡ 1 m/s towards the surface. The Peak-1 appears at ⇡ 3.5
km with fall velocity ⇡ 0.3 m/s; its velocity slowly increases down to
an altitude of ⇡ 3 km where the two modes merge.

The last step in the spectra classification is to create a time-height
map of the number of the identified peaks (hereafter Peak-Map). This
map is created counting all the velocity-power pairs, identified in the
previous step, from a given time and height. Figure 3.11 is an example
of this map. One can see that, in this case, most of the multi-peaks are
distributed in the first 4 km.

The base of the spectra classification is a polynomial fit. Therefore, it
is important to mention that there is a scenario where this classification
would fail. It happens, for example, when there is no well-defined
separation between two spectral peaks. In this case, the polynomial
fit would identify one peak. Consequently, the number of retrieved
peaks would be smaller than the observed. This scenario is often
found where the different modes are merging. Figure 3.10-b shows
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Figure 3.10: Panel a is a bi-modal spectrum from January 22nd, 2019, at
15 : 07, from an altitude of ⇡ 3 km. The measured and the inter-
polated spectrum are indicated by the green and orange curve,
respectively. The dots indicate the retrieved velocity-power pars
for the Peak-0 and Peak-1. Panel b is the spectra from the same
day and same time. The circles and crosses indicate Peak-0 and
Peak-1, respectively.

Figure 3.11: Time-height map of the number of identified peaks from January
22nd, 2019. The vertical gray dashed line indicates the time of
the spectra from Figure 3.10.
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an example of this scenario at ⇡ 3 km; at this height, the two modes
merge, and the retrieved velocity of the Peak-1 is not available.

3.4.2 Detection of the spectra edges

Several studies showed that exists a relationship between the particle
size and its fall velocity (Heymsfield and Westbrook, 2010; Karrer
et al., 2020; Mitchell, 1996). However, MDV is weighted by the entire
distributions of particles and does not indicate the maximum and
minimum fall velocities from the distribution. Here, the spectra edges
are introduced as a source of information of the maximum and mini-
mum fall velocities. The spectra edge profiles could provide additional
information about the size growth of the particles. These profiles could
also provide information about upward motion in case both edges are
affected by a slowdown.

The detection of the spectra edges starts by removing the values
dominated by noise and preserving the values from the back-scattered
signal. The internal processing of the Ka-Band calculates the mean
noise level of each spectrum using the method developed by Hilde-
brand and Sekhon, (1974). For filtering out the noise, a threshold of
3 dB plus the mean noise level is applied and removes all values
smaller than the threshold from the spectrum at each height. If some
of the noise peaks are higher than the threshold, they are not removed.
In this case, the spectra edges would be affected by sharp random
broadening. Since the spectra are free of noise, vertical profiles of the
spectra edges are retrieved from the faster and slower fall velocities
of each spectrum over the height dimension. Figure 3.12 shows an
example of an original Ka-Band spectrum from January 22nd, 2019
and its retrieved edges. One can see that the edge profiles follow the
shape of the spectra very well.

An additional application of the spectra edges is the removal of the
spurious signal present in the spectra from the W-Band used during
the TRIPEx-Pol. As mentioned in Section 3.2, the operating frequency
from the W-Band had to be slightly altered. The chirp generator fromchirp generator:

printed-circuit-
board with a direct
digital synthesizer
specially-designed
for generating the

radar signals

both RPG radars is optimized for 94 GHz output frequency. If the
output frequency is set to a different value, the output signal from
the chirp generator has a slight amplitude modulation. From signal
processing theory, it is known that any amplitude-modulated radio-
signal has one carrier frequency(f) and two other components that are
symmetrically offset from the carrier (f±⌦). In case of a chirp, the am-
plitude modulation leads to secondary chirps with an instantaneous
frequency offset in the order of few MHz (Figure 3.13). When the main
chirp is scattered from too close or too distant targets the frequency
difference between the transmitted and received signals is out of the
frequency range of the band-pass filter in the radar receiver (black
dashed line in Figure 3.13). On the other hand, the signals received
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Figure 3.12: Observed Ka-Band spectra from the same time as Figure 3.10.
The green and orange curves are the retrieved fast slow edges,
respectively.

from the secondary chirps may produce frequency differences within
the band-pass range (green dashed line Figure 3.13). In this case the
signal from the secondary chirp is erroneously detected.
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Figure 3.13: Illustration of the main (black) and secondary (green and red)
transmitted (continuous) and received chirps (dashed) of a dis-
tant target; the yellow region indicates the frequency range of
the band-pass filter.

Figure 3.14 shows an example of W-Band spectra observed at the
same time as Figure 3.10 and the edges from the Ka-Band spectra as
overlapping lines. Figure 3.14 also shows that there are three regions
where the W-Band spectra are outside of the Ka-Band spectra edges;
one region is at ⇡ 1 km, and the other two are at ⇡ 3.2 km and
⇡ 6.5 km. This figure also shows that using the edges from the Ka-
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Band spectra, it is possible to remove most of the spurious signal.
However, in case the spurious signal is inside of the retrieved edges,
it cannot be removed. Figure 3.15-a shows a time-height plot of the
Ze-W of stratiform cloud from January 22nd, 2019. The effect of the
spurious signal is visible at the same altitudes as showed in Figure 3.14.
After applying the edge removal method, the Ze-W has a significant
reduction of the spurious signal (Figure 3.15-b).

Figure 3.14: Observed W-Band spectra from the same time as Figure 3.10.
The fast and slow edges retrieved from the Ka-Band spectra
are indicated by the green and orange curves, respectively. The
spurious signal are laying outside of the Ka-Band edges at ⇡1,
⇡3.2 and ⇡6.5 km.

The spectra edges are also used to remove artefacts from the spectra
retrieved by the X-Band radar. It was observed, during TRIPEx-Pol,
that some of the X-Band spectra were affected by side lobes. However,
these side lobes were far enough from the main spectra mode allowing
their removal.

3.5 detection of the melting layer

As introduced in Chapter 2, aggregation enhances towards the 0
oC isotherm, and at regions with temperatures higher than 0 oC
melting also takes place. This work is focused on aggregation and
avoids regions where melting is taking place, commonly denoted as
melting layer (ML). Therefore, the altitude where melting starts needs
identification to ensure that the data used is from heights above the
ML.

There are different methods for detecting the top and the bottom
of the ML using data from ground-based radars. Some methods use
the changing in Ze curvature profiles, in this region, to detect the
ML (Fabry and Zawadzki, 1995; Rico-Ramirez and Cluckie, 2007).
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(a)

(b)

Figure 3.15: Time-height of the Ze from the W-Band from January 22nd, 2019.
Panel a is the observed data affected by the spurious signal.
Panel b is the same data after filtering the spurious data using
the retrieved edges from the Ka-Band.
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However, Ze is not only sensible to phase transition, but it is also
sensitive to the particles growth and concentration. Using Ze alone
could introduce a bias to the detected ML top and bottom. Other
methods use the maximum curvature of the MDV profiles during the
melting (Baldini and Gorgucci, 2006; Klaassen, 1988; Zrnić et al., 1994)
to identify both heights. However, the detection of the ML top could
be biased by turbulence. Another detection method uses the enhance
of the LDR profiles due to changing in the refractive index of the
particles during melting (Bandera et al., 1998; Le and Chandrasekar,
2013), but a fixed threshold is used to identify the ML top and bottom.
This fixed threshold could also introduce a bias to the detected top
and bottom.

In this thesis, the methodology applied to detect ML top and bottom
uses the second-order derivative of the LDR profiles observed by
the Ka-Band combined with the temperature profiles provided by
Cloudnet. The detection of ML top and bottom is made in three steps.
First, a moving average of 5 minutes is applied over the time dimension
to minimize the LDR variability due to random noise. Second, the
height of the maximum LDR is identified at temperature regions
warmer than -1 oC. This temperature threshold is used to minimize
the enhance of LDR produced by needles that usually grow around
-5 oC. As the last step, the second-order derivative is calculated over
the height dimension, and local maxima above and below the height
of maximum LDR are assigned to ML top and bottom, respectively.
Figure 3.16 shows an example of the retrieved top and bottom of
the ML of a frontal system from December 23rd, 2018. The top (blue
curve) and bottom (orange curve) of the ML well follow the region of
enhanced LDR parallel to the isotherm of 0 oC (grey dashed curve).

Figure 3.16: Time-height plot of the LDR observed by the Ka-Band on Decem-
ber 23rd, 2018. The top and bottom of the ML are indicated by
the blue and orange curves, and the isotherm of 0 oC is indicated
by the grey dashed curve.
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I N T E N S I F I C AT I O N O F A G G R E G AT I O N W I T H I N D G Z

The statistical results from the TRIPEx campaign (Figure 9 from Dias
Neto et al., (2019)) revealed that the DWR-KaW substantially increases
at -15 oC coinciding with the DGZ. Based on the results from previous
studies (Connolly et al., 2012; Pruppacher and Klett, 1997) aggregation
is likely the main reason for this increase. This chapter investigates
further aggregation within DGZ using the combined TRIPEx/TRIPEx-
Pol dataset, and it addresses the following scientific questions: 1) How
is the intensity of aggregation in the DGZ connected to the proper-
ties of the particles aloft?; 2) Is the often observed decrease of the
MDV (slowdown) in the DGZ caused by dynamical or microphysical
processes?; 3) Are the often observed broadening and bimodalities
within DGZ related to the intensity of aggregation?. This chapter starts
with a brief literature review of studies addressing aggregation in the
DGZ (Section 4.1). Section 4.2 introduces a case-study of enhanced
DWR-KaW in the DGZ. In Section 4.3, longterm statistics of the com-
bined dataset is used to evaluate if the slowdown is a dynamical or
microphysical feature. In Section 4.4 the spectra dataset from the DGZ
is used to evaluate if bimodalities intensify aggregation. Section 4.5
investigates if the intensification of aggregation in the DGZ is related
to the cloud top temperature. Finally, Section 4.6 provides a summary
of the findings and draws some conclusive remarks.

4.1 review of radar signatures found in the dgz by pre-
vious studies

Several previous studies showed distinct signatures in polarimetric
and non-polarimetric variables occurring between -20 and -10 oC
usually assigned to the DGZ. This section describes the results found
by those studies and the interpretation of the observed polarimetric
signatures according to the state of the art radar science.

Kennedy and Rutledge, (2011) investigated enhanced S-Band KDP
signatures of four winter storm events at temperature regions in
the vicinity of the -15 oC. The authors used T-matrix (Mishchenko
and Travis, 1998) to simulate the observed polarimetric variables and
investigate the scattering characteristics of the hydrometeors that
produced the polarimetric signatures. Their results suggest that the
enhanced KDP regions, in the vicinity of -15 oC, appear when there is
a high concentration of large dendrites with their maximum dimension
between ⇡ 0.8- 1.2 mm with their bulk densities greater than ⇡ 0.3
gcm-3. Additionally, the authors suggested that the formation of these

81
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large particles, at temperatures close to -15 oC, needs an extreme
depositional growth occurring in a water-supersaturated environment,
which requires the presence of upward air motion to provide the
needed water vapour.

Andrić et al., (2013) showed a case study where the S-Band polari-
metric variables ZDR and ⇢HV had a maximum and a minimum,
respectively, at altitudes coinciding with -15 oC. In comparison, KDP
had a maximum at altitudes coinciding with -8 oC indicating a vertical
separation between both ZDR and KDP maxima. ZeHH continuously
increased from -30 oC towards the ground. The authors used a two-
moment bulk microphysical model coupled with a scattering model to
study those polarimetric signatures. The authors found that the contin-
uous growth of ZeHH is a response to deposition and aggregation, and
the rapid increase and decrease of the ZDR at -15 oC are responses
to an intense depositional growth of plate-like crystals followed by
aggregation. The authors also suggest that the KDP maximum below
the ZDR maximum indicates that a secondary ice process is generating
asymmetric ice crystals.

Schrom et al., (2015) presented three case studies where X-Band
polarimetric radar variables (ZeHH, ZDR, KDP) show different signa-
tures in the DGZ. The authors used the radar observations as inputs
of a PSDs retrieval technique assuming a gamma distribution(µ=2)
of plates and dendrites to investigate if dendrites could produce the
polarimetric signatures. For the case where only ZDR had a maximum,
the retrieval indicates the presence of crystals in the initial stage of
depositional growth without significant aggregation. For the other two
cases where the KDP and ZeHH are enhanced, the retrieval suggests
the presence of pristine crystals (plates and dendrites) produced the
KDP signal while aggregates were responsible for enhancing ZeHH.
The authors also suggest that upward motion would influence the
growth of the ice particles. A weak updraft would lead to a growth
regime dominated by deposition and aggregation, while in case of
a strong upward motion, riming may also contribute to the snow
growth.

Griffin et al., (2018) used the quasi-vertical profile technique (Ryzhkov
et al., 2016) to investigate if the polarimetric signatures in the DZG
from five stratiform clouds could be related to isometric (I type) and
dendritic (D type) particles. These two classes of particles are defined
by Griffin et al., (2018) as follows: "I-type particles include a broad category
of snow aggregates and ice crystals with irregular or nearly spherical shapes
and can result in moderate ZDR and significant KDP (if the concentration of
isometric ice is sufficiently high). The D-type crystals are composed of highly
oblate (dendrites or hexagonal plates) or prolate (needles) hydrometeors that
have very anisotropic shape and higher density than I-type ice particles." The
authors suggest that regions with enhanced ZDR are dominated by
D-type particles, supported by in-situ observation, and regions with
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enhanced KDP are dominated by I-type particles (due to high con-
centration of ice), but it does not exclude the presence of D-type. The
authors indicate that while the I-type particles fall through the DGZ,
the larger ones will continuously grow without significant change in
the shape; however, if the I-type particles are small, they can grow
as dendrites-like and due to high capacitance of these newly formed
particles they grow fast. Additionally, the slower fall velocity of the
D-type particles contributes to the growth of large particles with low
aspect ratios, leading to high ZDR values.

Moisseev et al., (2015) reported an event of bimodal Doppler spectra,
from a C-Band radar, at temperature regions close to -15 oC. For
the same region, the authors also observed an enhanced differential
reflectivity (ZDR), and differential phase shift (KDP) observed by
a C-Band polarimetric radar. The study suggests that this bimodal
scenario results from a seeder-feeder effect, where faster ice particles,
from the upper part of the cloud, fall into a region of much slower ice
particles leading to an enhancement of the collision between the two
groups of particles and thus enhancing aggregation. The increased
ZDR region observed at the same height of the bimodality indicates
that there is no significant riming taking place. Additionally, Moisseev
et al., (2015) suggested that enhanced ZDR without significant KDP
can be used as an indicator of crystal growth zone. On the other hand,
for scenarios where ZDR and KDP are enhanced but with a vertical
offset between them (Andrić et al., 2013), the authors hypothesize that
early aggregates may be enhancing KDP. The authors also suggest
that if bands of enhanced ZDR and KDP are observed, the formation
of KDP bands could only take place in regions where seeder-feeder or
secondary ice process are supplying the high concentration of dense
asymmetric particles.

Barrett et al., 2019 showed a Doppler spectra where two groups of
different particles are present at temperatures close to -15 oC. One
group of fast-falling particles, from the upper part of the cloud, falls on
top of a slower group of particles; similarly to observed by Moisseev
et al., (2015). Additionally, Barrett et al., (2019) observed an enhanced
DWR-KaW below the region where the two groups merge, which
indicates an increase in the mean particle sizes. The authors used
spectral DWR to retrieve the PSD at different heights in the cloud and
investigate the evolution of the PSD throughout the column. Based on
the retrieved PSDs and no evidence of supercooled water combined
with the rapid increase of DWR-KaW from 0 to 7 dB within 500 m, the
authors excluded the possibility of the enhancement of the DWR-KaW
to be a result of riming or deposition and suggested that it is a result of
rapid aggregation. This study suggests that at this temperature region,
the slow group of particles is composed of dendrite-like particles, and
they easily aggregate with each other and with the fast-falling ones
leading to an enhancement of the DWR-KaW.
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Trömel et al., (2019) presented a statistical analysis of polarimetric
variables from 52 stratiform precipitation events. For each event, the
authors computed quasi-vertical profiles of ZeHH, ZDR and KDP
from plan position indicators scans (radar keeps a constant elevation
and varies its azimuth). The authors found a positive correlation
between KDP and ZeHH in the DGZ, which is regarded as an indicator
of the increase in ice particles concentration and intensification of
aggregation. Additionally, the authors indicated that the enhanced
KDP bands at DGZ correlate with the enhancement of the ZeHH

near the surface, which suggests an intensification of precipitation. In
contrast to the results from Griffin et al., (2018), Trömel et al., (2019)
did not found a negative correlation between the ZDR in the DGZ and
cloud top temperature.

As a summary from these previous studies, Figure 4.1 illustrates the
conceptual behaviour of the profiles from the different radar variables
as a function of temperature.

Those previous works indicate that two possible scenarios could be
responsible for enhancing aggregation. In the first scenario (SCN-1),
the occurrence of an updraft in the DGZ would create an environment
super-saturated over water that would enhance further the deposi-
tional growth and sharply increase the size of dendrite-like particles.
Later, those large dendrite-like particles would enhance aggregation.
In the second scenario (SCN-2), secondary ice processes would be
taking place in the DGZ. These processes would produce ice frag-
ments that would grow as dendrites. Later, these new dendrites would
intensify aggregation. The following analysis in this thesis will com-
bine Doppler spectra, DWRs and MDV observations to investigate
the signature of potential upward motion, new particle formation and
aggregation.

4.2 case study of dgz observational features

On January 22th, 2019 a stratiform cloud system passed over the
JOYCE-CF platform between 13:00 and 23:00 UTC, and snow was
observed on the ground during the entire event (also recorded by the
PARSIVEL). The data from a nearby weather station indicates that
the temperature at 2 m above the ground ranged between -3 and 1
oC. The data recorded by the radars are presented in Figure 4.2. One
can see that around 15:07 UTC, Ze (Figure 4.2-a) strongly increases
reaching values up to 20 dBZ. The MDV-Ka (Figure 4.2-b) also shows
relatively low variability between -1 and 0 m/s throughout the entire
period. The fall velocities slowly increase toward the ground reaching
the typical MDV of snowflakes (1 m/s); however, in some regions
close to the -15 oC isotherm, the MDV shows a slowdown of the
fall velocities, which, as it was showed before in Figure 3.11, is due
to a spectral multi-modality. The DWR-XKa (Figure 4.2-c) is close to
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Figure 4.1: Conceptual illustration of the radar signatures within DGZ found
by previous studies. Radar reflectivity factor Ze (a), differential
reflectivity ZDR (b), specific differential phase KDP (c), dual
wavelength ratios DWR (d), mean Doppler velocity MDV (e). The
horizontal dashed line indicates the isotherm of -15 oC. The gray
strip indicates the region where updraft or bi-modal spectra were
observed.
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0 dB over almost the entire cloud, and it slightly enhances up to 5

dB at ⇡ 15:07 and ⇡ 21:00 suggesting that aggregation is enhanced
at those times. In the DWR-KaW field (Figure 4.2-d) is possible to
identify two different regimes. One for the cloud regions above the
-15 oC isotherm and another below. In the upper region, the DWR-
KaW remains at 0 dB. In the lower section of the cloud, DWR-KaW
enhances towards the ground and reaches its maximum value (10
dB), at the same time (15:07 and 21:00) DWR-XKa enhances, which
indicates the presence of large snowflakes. Both DWRs are attenuation
corrected, as described in Section 3.1. Additionally, both DWRs plots
show vertical stripes (e.g. 15:07 UTC), and they result from the high
temporal fluctuation of attenuation that was not possible to capture
with the method introduced in Section 3.1.

In addition to the data from the non-polarimetric radars, Figure 4.2(e-
f) show the differential reflectivity (ZDR) and the specific differential
phase (KDP) from W-Pol obtained from constant 30� elevation. Here,
the meaning of ZDR and KDP are briefly introduced; a more detailed
derivation and discussion can be found in Andronache, (2018), Bringi
and Chandrasekar, (2001), and Fabry, (2015). This study does not
focus on the polarimetric variables because they were not available
during TRIPEx. However, the polarimetric variables are used to cor-
roborate with the interpretation of the multi-frequency and spectral
observations. ZDR is defined as the ratio between the ZeHH and
ZeVV in linear units and is sensitive to the particles aspect ratio. For
example, more rounded particles like aggregates produce low ZDR
while very flat or elongated crystals such as plates or needles produce
very high ZDR (4-6 dB, Kumjian, (2013)). Unlike Ze, ZDR is inde-
pendent of the particle concentration, but it is reflectivity-weighted
and thus integrated ZDR reflects the polarimetric signal of the most
relevant scatterers. As a result, the low ZDR contribution of a few
round aggregates can dominate the total ZDR despite a high ZDR of
low-reflectivity small particles. KDP is defined as half of the range
derivative of the differential phase shift (�DP); this last variable, �DP,
is the differential propagation phase shift (�HH -�VV ). In contrast to
Ze, KDP is not affected by attenuation or radar miscalibration. As de-
scribed by Andronache, (2018), Bringi and Chandrasekar, (2001), and
Fabry, (2015) KDP is usually low for large snowflakes and enhanced
by asymmetric ice crystals. ZDR and KDP provide complementary
information; while ZDR is insensitive to concentration, KDP is mainly
driven by ZDR producing particles. Not only aspect ratio by also
density of particles drives ZDR and KDP (Moisseev et al., 2015). KDP
scales with �-1 and hence the KDP at W-Band is expected to be larger
than at X-Band. The KDP showed in Figure 4.2-f was calculated by the
radar software, and no bias was found in ZDR from drizzles during
TRIPEx-Pol.
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Figure 4.2-e shows that the majority of the ZDR values are dis-
tributed around 2 dB, indicating that there are a significant number of
ZDR producing particles in the volume, probably small asymmetric
particles. On the other hand, ZDR reduces to values around 0.2 dB in
the same region where the DWR-KaW strongly enhances, providing
additional support to the interpretation of the presence of aggregates.
The time-height plot of KDP (Figure 4.2-f) shows values 0 o/km at
regions above the -15 oC isotherm, while it enhances at regions below.
At 15:07 UTC and above -15 oC ZDR is enhanced (1-2 dB) while
KDP is around 0 o/km and both DWRs are around 0 dB, suggesting
the presence of small asymmetric particles, but probably with low
concentration. However, below -15 oC this scenario rapid changes,
which is similar to the results from previous results (Moisseev et al.,
2015; Trömel et al., 2019). The ZDR reduces down to 0 dB while and
DWR-KaW increases up to 8 dB supporting the interpretation of en-
hanced aggregation and formation of large aggregates. Interestingly
at the same time and region, KDP also increases up to 3 o/km and
remains almost constant towards the ground. This increase in KDP
is unexpected since aggregation should reduce the concentration of
small asymmetric particles and therefore reduce KDP.

In order to understand further the microphysical processes that
are taking place from cloud top down to the ground, the following
analyses use ten minutes average profiles of Ze, MDV, DWRs, ZDR,
and KDP centred at 15:07 and it is focused in three regions. Region 1

is between 7 and 3 km; region 2 is between 3 and 2 km, and region 3

is between 2 km and the surface. All the averaged profiles are shown
in figure Figure 4.3.

In region 1, the reflectivity profiles from X- Ka- and W-Band Fig-
ure 4.3-a) continuously increase from -20 to 5 dBZ, with the same
gradient, from cloud top down to 3 km (⇡ -14 oC), as a result both
DWRs profiles are almost constant close to 0 dB (Figure 4.3-c). The
MDV (Figure 4.3-c) continuously increases from 0 up to 1 m/s (typical
fall velocity for aggregated snow). Inside of region 1 yet, ZDR increases
from 0 up to 1.2 dB between cloud top and 4.5 km (from -40 to -20
oC); the habit diagram (Figure 2.4) indicates that plate-like crystals are
likely to grow there. Between 4.5 and 3.5 km, ZDR decreases from 1.2
to 0.7 dB and between 3.5 and 3 km ZDR sharply increases from 0.7
to 0.9 dB. The habit diagram indicates that from the temperature of
the last two regions, dendrite-like crystals are expected to grow there.
The KDP in region 1 is noisy and does not allow to draw conclusions
from it.

This scenario, within region 1, indicates that either the particles are
growing continuously, but their mean size appears to be still smaller
than can be detected by DWR-KaW (⇡ 0 dB), or the concentration of
the particles is increasing and producing a continuous increase Zes
without increasing DWRs. However, the constant increase of MDV
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(c) (d)

(e) (f)

Figure 4.2: Time-height displays of several radar variables obtained at JOYCE
on January 22nd, 2019: radar reflectivity factor Ze (a), mean
Doppler velocity MDV (b) and the negative values indicate down-
ward motion, dual wavelength ratios DWR-XKa (c) and DWR-
KaW (d), differential reflectivity ZDR (e), specific differential
phase KDP (f). The polarimetric variables are from 30o elevations
and projected to the zenith. The vertical dashed gray line indi-
cates 15 : 07 UTC and the horizontal line indicates the -15 oC
isotherm.
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favours the interpretation of continuous growth of the particles. The
reduction of ZDR (between 4.5 and 3 km) coincides with the region
where dendrites are formed, which supports the interpretation that
aggregation is taking place.

In region 2, Ze-W slightly increases from 3 to 7 dBZ while Ze-X
increases from 3 to 20 dBZ. Ze-Ka also increases, but its values remain
between X and W (increasing from 3 to 16 dBZ). DWR-XKa slightly
increases up to 4 dB while the DWR-KaW sharply increases up to 7 dB.
In the same region 2, the MDV profile reveals a slowdown. The MDV
first reduces from 1 m/s down to 0.7 m/s between 3 and 2.7 km; in
the region below, between 2.7 km and 2 km, the MDV increases from
0.7 to 1.0 m/s. ZDR within region 2 continuously decreases from 0.9
dB down to 0.3 dB while KDP increases from 0 o/km up to 3 o/km.

The continuous increase of Ze-X, while Ze-W remains almost con-
stant, combined with the increase of both DWRs suggest continuous
growth of the mean particle sizes. The reduction of ZDR favours the
interpretation that the particles are growing by aggregation; due to
the temperature region (between -14 and -8 oC) aggregation is like
to be intensified by dendritic growth. Surprisingly, KDP continuously
increases within region 2, suggesting that the concentration of asym-
metric particles is increasing. The sharp reduction of the MDV could
be a result of a localised updraft or a new population of small and
slow-falling particles. The Doppler spectra (Figure 3.10) shows that
there is an additional mode of particles at the same region of the slow-
down and due to enhanced KDP it is likely that asymmetric particles
form this new spectral mode. This new spectral mode could result
from new nucleation or secondary ice processes.

Within region 3, Ze-W and Ze-Ka remain almost constant around 7

and 16 dB respectively while Ze-X still increases from 20 to 23 dBZ.
The DWR-KaW slowly increases from 8 to 10 dB, and the DWR-XKa
continuously increases from 4 dB up to 7 dB. The MDV shows an
additional increase in the fall velocity from 1 m/s to a saturation point
around 1.2 m/s. ZDR profile shows an additional reduction from 0.3
to 0.1 dB between 2 and 1.5 km and than ZDR increases up to 0.5 dB
towards the ground. Inside of the region 3, KDP reduces from 3 o/km
and keep almost constant around 1.6-1.8 o/km.

In this last scenario from region 3, the further increase of Ze-X com-
bined with the increase of both DWRs suggest an additional growth
of the mean size of the particles. The almost constant MDV corrobo-
rates with the interpretation that those particles are large snowflakes.
The additional increase in ZDR suggests the presence of asymmetric
particles within the observed volume; the habit diagram (Figure 2.4)
indicates that this temperature region favours the formation of needles,
and due to their asymmetry, needles could be producing the enhance-
ment of ZDR. The constant KDP combined with the enhancing of both



90 intensification of aggregation within dgz

DWRs could be an indicator of a continuous supply of asymmetric
particles and favouring the growth of even larger snowflakes.
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Figure 4.3: Ten minutes averaged profiles of the radar variables on January
22nd, 2019 centred at 15 : 07 UTC. In panel (a) the blue, green and
red curves are Ze profiles from W-, Ka- and X-Band, respectively.
Panel (b) shows the MDV profile from Ka-Band. In Panel (c),
the red and blue curves are from the DWR-XKa and DWR-KaW,
respectively. Panels (d) and (e) show the ZDR and KDP profiles,
respectively. Ze, DWRs, ZDR are average from the profiles in
log units. The standard deviation is indicated by the contour
along each profile. The horizontal gray dashed lines indicate the
separation between the different regions as described in the text.

4.3 statistical analyses of radar variables within dgz

The long term combined TRIPEx/TRIPEx-Pol dataset gives the pos-
sibility to use statistical analysis to evaluate the realism of the dif-
ferent aggregation scenarios in the DGZ, and it also may reveal if
any additional process is taking place. As described in Chapter 2,
the DWR-KaW is more sensitive to the initial increase of mean size
than DWR-XKa, and therefore DWR-KaW is used as an indicator
of aggregation in the DGZ. For the current statistical analysis, five
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different classes of increasing maximum DWR-KaW (mDWR-KaW)
within DGZ are defined Table 4.1. The DWR-KaW usually saturates
around 8 dB, but the DWR-KaW can reach values larger than 8 dB
in case of rimed particles or particular PSDs. The classes 1 to 4 cover
the mDWR-KaW range from 0 up to 8 dB and they are defined to
be equally spaced by 2 dB. The class-5 is defined to capture those
DWR-KaW values that exceed 8 dB. Those classes are then used to
group the vertical profiles of DWR-KaW, DWR-XKa, MDV, and spectra
edges according to the mDWR-KaW.

Table 4.1: mDWR-KaW intervals defined to represent aggregates at the dif-
ferent growth stage inside of the DGZ.

mDWR-KaW mDWR-KaW number of
classes interval profiles
class-1 0-2 44256

class-2 2-4 68890

class-3 4-6 40733

class-4 6-8 20986

class-5 8-20 14608

In order to investigate the initial growth of the ice particles in the
DGZ, the following analyses use the DWR-KaW vertical profiles and
classify them according to mDWR-KaW classes. Figure 4.4 shows
the histograms of DWR-KaW profiles of each class. The different
classes of DWR-KaW profiles show the presence of negative values
and noise, which are from periods when the offset correction cannot
be adequately calculated due to large time window. Note that the
histograms of the DWR-KaW profiles, for each class, have a different
upper DWR limit in the DGZ, which corresponds to the upper limit
of the different classes from Table 4.1. The histograms (Figure 4.4a-e)
show that at temperatures colder than -30 oC the DWR-KaW profiles
are mainly distributed at ⇡ 0 dB. At this temperature regime, the
habit diagram (Figure 2.4) indicates the preferential growth habit of
bullet rosettes and assemblages of plates; however, these particles
are not large enough to enhance the DWR-KaW. The histograms
additionally show that the DWR-KaW starts to increase at -30 oC,
and it continuously increases towards the ground; the only exception
is the class-1 (Figure 4.4-a) that remains ⇡ 0 dB and only increases at
temperatures warmer than -10 oC.

The median profiles (Figure 4.4-f) show that overall the larger maxi-
mum of DWR in DGZ (i.e., higher DWR class) seems to be also related
to larger DWR values of the entire profile. The initial increase of the
DWRs above the DGZ could result from an enhanced depositional
growth in case of higher Si (Hallett and Mason, 1958; Kobayashi, 1957;
Takahashi, 2014; Takahashi et al., 1991) or initially formed aggregates
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(Karrer et al., 2020). Between -15 and -10 oC, the medians indicate a
rapid increase of the gradient from each DWR profile and the gradient
becomes stronger with increasing class number. For example, the gra-
dient from classes 1 and 5 between -30 and -15 oC are 0.01 and 0.10
dB/ oC, respectively, while for the same two classes between -15 and
-10 oC the gradient increases to 0.13 and 0.85 dB/ oC, respectively.
As introduced in Section 2.1.1, this last temperature region (from -15

to -10 oC) is known for the growth of dendrites, which suggests that
this sharp increase could be driven by intensification of aggregation
due to an intense growth of dendrites. The enhancement of aggrega-
tion in this temperature region is supported by the increase of the
aggregation efficiency found by laboratory studies (Connolly et al.,
2012; Hosler and Hallgren, 1960). In the temperature region between
-10 and 0 oC, the lowest three classes show a further increase of the
DWR-KaW, while the highest two classes show a decrease followed by
a slight increase. In this temperature region, aggregation is favoured
by the increase of the sticking efficiency of the ice surface which could
explain the observed additional increase of the DWRs towards 0 oC;
however, the reduction of the DWRs observed for the highest two
classes indicates a reduction of the particle sizes. This size reduction
could result from fragmentation, sublimation or because the particles
were driven away.

The DWR-KaW reaches its maximum value for a distribution of
aggregates with D0 around 4- 5 mm while the DWR-XKa is sensitive
to D0 larger than 3- 4 mm (Figure 2.16). Therefore, the DWR-XKa
profiles will only indicate the presence of large aggregates. Figure 4.5
shows the histograms of the DWR-XKa profiles for the same classes
as in Figure 4.4. The DWR-XKa histograms (Figure 4.5a-e) show an
almost constant spread of the data around ⇡ 0 dB at temperatures
colder than -15 oC, and at temperatures warmer than -15 oC, the
spread increases towards large DWR-XKa values. In contrast to DWR-
KaW median profiles, the inter-comparison between the DWR-XKa
median profiles (Figure 4.5-f) does not show any significant variation
at temperatures colder than -15 oC indicating that the growth ex-
perienced by the particles is not enough to enhance the DWR-XKa.
Between -15 and -10 oC, the lowest two classes remain without a
significant increase, while the other classes increase similar to the
DWR-KaW medians (Figure 4.4) but less pronounced. This increase
of the DWRs profiles corroborates the intensification of aggregation
due to the growth of dendritic-like particles. At temperatures warmer
than -10 oC, the highest two classes also show a reduction followed
by an increase of the DWR values. This reduction suggests that there
is an additional process taking place at this temperature region and
driving the reduction of the particle sizes.

One can expect that the increase of mean the particle sizes also cor-
relates with the increase of fall velocities (Karrer et al., 2020; Mitchell,
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Figure 4.4: Histograms of the DWR-KaW profiles stratified with temperature
for the mDWR-KaW classes defined in Table 4.1. Panels a) to e)
are for the class-1 to class-5. The continuous and dashed lines
are the median and the quartiles of the distribution, respectively.
Panel f) is the intercomparison between the median profiles from
the different classes. The horizontal and vertical dashed lines
indicate the isotherm of -15 oC and DWR-KaW equal to 0 dB,
respectively.
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Figure 4.5: Similar as Figure 4.4 but for DWR-XKa profiles.
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1996). In order to investigate if the increase in aggregates maximum
sizes correlates with the increase in fall velocities, the MDV profiles
are classified according to the mDWR-KaW classes. Figure 4.6 shows
the histograms of the MDV profiles for each mDWR-KaW class; the
MDV profiles are not corrected for air density. Overall, the different
classes (Figure 4.6 a-e) indicate an increase in the fall velocity of the
ice particles from the top of the clouds towards the ground, which
is expected by continuous depositional growth and/or aggregation.
However, the different classes show a slowdown taking place within
the DGZ, which suggests that either an updraft or an additional mode
of slow falling particles is generating this effect.

Figure 4.6-f shows that the different median profiles in temperature
regions colder than -30 oC have a similar gradient (-0.02 m

s oC ). In the
region between -30 and -20 oC, the MDV median profiles reveal a
changing in the gradient compared to the region above. The lowest
two classes have a similar gradient (-0.024 m

s oC ) between -30 and
-25 oC; however, between -25 and -15 the gradient from class-1
reduces to -0.01 m

s oC while the gradient from class-2 remains constant.
The profiles from the highest three classes have a similar gradient
(-0.03 m

s oC ) between -30 and -20 oC. The general increase of the
MDV with increasing DWR class suggests that the particles within
this temperature would be experiencing different Si conditions, which
could lead to the formation of different types of particles as suggested
by Figure 2.4.

Figure 4.6-f also shows that in the DGZ, the increase of the DWR
classes suggests a correlation with the magnitude of the slowdown.
For example, the magnitude of the slowdown from classes 1, 3 and 5

are 0.05, 0.1 and 0.2 m/s, respectively. If the slowdown within DGZ
is caused by updrafts as suggested by SCN-1, the increase of the
magnitude of the slowdown would suggest an intensification of the
updrafts. On the other hand, if a new mode of particles is growing
within DGZ as suggested by SCN-2, the increase of the magnitude
of the slowdown would indicate that the velocity difference between
different modes is increasing. In the temperature regions between -10

and 0 oC, the MDV increases to typical aggregate velocities of 1- 1.2
m/s except for the lowest two mDWR-KaW classes where particles
might sublimate before reaching the ML.

In order to better understand the possible reason for the slowdown
in the MDV profiles around -15 oC, the following analysis uses the
slow and fast Doppler spectra edges and applies the same mDWR-
KaW classification to them. If an updraft is tanking place in the DGZ,
both edges will be affected by a slowdown. However, if only the slow
edge is affected by a slowdown, it would be an indication of the
formation of new particles. Figure 4.7 shows the histograms of the
spectra edges profiles grouped by the mDWR-KaW classes as the
previous variables. Figure 4.7(a-e) shows an overall increase in the
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Figure 4.6: Similar as Figure 4.4 but for MDV profiles. The vertical dashed
line at -1 m/s indicates the typical fall velocity of snowflakes.
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Doppler velocity (DV) of the fast and slow edges throughout the entire
profile except in the DGZ where both edges indicate a slowdown.

In temperature regions colder than -30 oC ( Figure 4.7-f), the median
profiles of the fast and slow edges show that the DV is increasing
slightly different. The slow edges have a gradient of -0.01 m

s oC while
the fast edges have a gradient of -0.024 m

s oC . Between -30 and -20
oC, the slow edges remain with a gradient of -0.01 m

s oC , while the fast
edges clearly separate. The DV of the fast class-1 continously increase
with the same gradient (-0.024 m

s oC ) from the regions above while
the class-2 has a gradient of -0.035 m

s oC and the higher three classes
have a gradient of -0.046 m

s oC . The fact that the fast edges have lager
gradient than the slow edges combined to the fact that the gradients of
the fast edges additionally increase corroborate with the interpretation
based on DWRs and MDVs that growth/broadening of the PSD is
driving the MDV evolution.

Within the DGZ (Figure 4.7-f), the slow edges show that the mag-
nitude of the slowdown starts to increase around -17 oC; this figure
shows that the maximum slowdown happens around -12 oC and
the magnitude of the maximum slowdown (0.1- 0.3 m/s) correlates
with increasing DWR class. In addition, the highest two classes of the
slow edge show positive DV up to 0.3 m/s, indicating that an updraft
is taking place in this region. The fast edges also show a slowdown
within DGZ (0.1 m/s), but its magnitude does not correlate so clearly
with the increase of the DWR class number as observed for the slow
edges. However, the slowdown of the fast edges cannot be explained
by bimodalities alone. The slowdown of both spectra edges supports
the hypothesis of an updraft in this region as suggested by (Kennedy
and Rutledge, 2011; Schrom et al., 2015).

An updraft is expected to affect both spectra edges equally, but
Figure 4.7-f shows that the edges are asymmetrically affected by the
slowdown suggesting that a microphysical might be affecting one
edge more than other. The presence of an updraft withing DGZ also
increases the ventilation velocity over the ice particles that are falling
in this region. Laboratory studies from Keller and Hallett, (1982) and
Takahashi et al., (1991) show that an increase of the ventilation at
⇡ -15 oC enhances the mass growth rate of the particles and reduces
the water supersaturation level needed for plates grow as dendrites.
Additionally, an updraft can enhance aggregation by creating a size-
sorting effect. Small particles falling from regions aloft entering the
updraft region would remain in this region and grow continuously (e.g.
by deposition, aggregation or riming) until reaching a critical point
when the weight force overcome the drag force and then the particles
leave the updraft region. This effect could explain the enhancement
of DWR-KaW and the rapid increase of the Doppler velocity in this
region.
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At temperatures warmer than -10 oC (Figure 4.7-f ), the slow edge
profiles are equally affected by a slowdown, while the DV of the fast
edge continuously increases. A possible reason for this feature is an
upward air motion in this region, which would favour the presence
of supercooled liquid water (Zawadzki et al., 2001). The supercooled
liquid water would lead to the formation of rimed particles, which
increases the fall velocities of the particles (Heymsfield and Kajikawa,
1987; Locatelli and Hobbs, 1974; Mitchell et al., 1990; Mosimann, 1995;
Zikmunda and Vali, 1972). The presence of riming in this tempera-
ture region is supported by the results from Kneifel and Moisseev,
(2020), which show that the frequency of riming sharply increases for
temperatures warmer than -12 oC.

(a) (b)

(c) (d)

(e) (f)

Figure 4.7: Similar as Figure 4.4 but for the slow and fast edges of the Doppler
spectra. The vertical dashed lines at the fast and slow edge panels
indicate the fall velocities of -1 m/s and 0 m/s, respectively.
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In order to evaluate if an updraft in the DGZ could be enhancing
depositional growth or even nucleation of new particles and then
enhancing aggregation, the following analysis investigates the vertical
separation between the region of maximum slowdown and the region
where aggregation is enhanced. The maximum slowdown is calculated
according to the Equation 4.1. DVse(T = -20) is the Doppler velocity
of the slow edge at -20 oC and DVse(DGZ) is the Doppler velocity of
the slow edge in the DGZ.

mSLOW = max[DVse(T = -20)- DVse(DGZ)] (4.1)

Figure 4.8 shows the 2D-histogram of the maximum height difference
between the maximum DWR and maximum slowdown as a function
of the mDWR-KaW in the DGZ. The analysis shows that there is a
broad spread of the height differences for small mDWR-KaW values,
and the spread reduces with increasing mDWR-KaW. This increase of
the spread towards small mDWR-KaW could result from fluctuations
in the DWR-KaW that could cause a misidentification of the height
of the mDWR-KaW. The median height difference as a function of
the maximum DWR-KaW indicates that for mDWR-KaW smaller
than 2 dB the height of the mDWR-KaW is higher than the height
of the mSLOW, but for larger values, the height separation reverses
and height of the mSLOW becomes higher than the height of the
mDWR-KaW. The median difference suggests a stabilization of the
height difference ⇡ 400 m for mDWR-KaW larger than 5 dB. This
result suggests that a new mode of small ice particles is forming
in the region of the maximum slowdown first and then enhancing
aggregation below.

The combined analyses of the MDV, DWRs, and spectral Doppler
edges profiles sorted by the maximum DWR-KaW classes suggest
an overall increase of the particles sizes starting at -30 oC and that
this increase in sizes correlates with the intensification of aggregation
in the DGZ. This analyses showed that an updraft is taking place
in the DGZ and the intensification of the updraft correlates with
the intensification of aggregation in the DGZ. The spectral edges
revelled an asymmetric broadening of the Doppler spectra within
DGZ suggesting that in addition to the updraft another microphysical
process might be taking place in this region and correlating with the
intensification of aggregation.

4.4 aggregation within dgz and doppler spectral bi-
modalities

Results from previous studies (Section 4.1) and the case study pre-
sented in Section 4.2 indicate that bimodalities are often found in
the region of the slowdown. The analysis based on the spectra edges
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Figure 4.8: Histogram of the height separation between the mDWR-KaW
and mSLOW as a function of mDWR-KaW. The continuous and
dashed white lines are the median and quantiles of the distribu-
tion. The horizontal grey lines indicate the separation height at
0 and 0.4 km. The vertical gray line at 2 dB indicates the point
where the median height separation reverses.

revelled an asymmetrical broadening of the spectra in the DGZ, but
the spectral edges are including all cases (bimodal and non-bimodal).
In order to investigate further if a clear separated spectral mode corre-
lates with the intensification of aggregation in the DGZ, the Peak-Map
(see Section 3.4) and DWR-KaW datasets are used.

For this analysis, only data laying in the DGZ is used, and all
DWR-KaW profiles are flagged as mono-peak or multi-peak using
the Peak-Map data. A DWR-KaW profile is classified as mono-peak
when all data points from the corresponding Peak-Map profile are
only mono-peak; otherwise, it is identified as multi-peak. Once the
classification has been applied, the mDWR-KaW and its co-located
DWR-XKa from each profile are stored.

Figure 4.9-a shows the probability distribution curves (PDC) of the
mDWR-KaW values of the mono-peak and multi-peak profiles. The
maximum probability of the mono-peak profiles is found where the
mDWR-KaW is ⇡ 1 dB, and the probability decrease with increasing
mDWR-KaW. For the multi-peak profiles, the maximum probability
happens at slightly higher mDWR-KaW (⇡ 2) dB. As the mono-peak
profiles, the probability of the multi-peaks rapid decreases with in-
creasing mDWR-KaW. The difference between the mono-peak and
multi-peak PDCs (Figure 4.9-b) shows that there is a higher probability
for mDWR-KaW values larger than 2 dB to occur in case of multi-peak
profiles. In total, the probability of an mDWR-KaW larger than ⇡ 2 dB
to occur in a multi-peak scenario is ⇡ 25% higher than in a mono-peak
scenario. Figure 4.9-c shows the PDC of the collocated DWR-XKa of
both mono- and multi-peak scenarios. One can see that there are no
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significant differences between both PDCs, indicating that the larger
particles from the multi-peak cases are not large enough (D0: 1- 5

mm) to enhance the DWR-XKa in the DGZ significantly.

(a) (b)

(c) (d)

Figure 4.9: Panels a) and c) are the probability distributions of the mDWR-
KaW within DGZ and the co-located DWR-XKa of the mono-
and multi-peak classes, respectively. Panels b) and d) are the
differences between the probability distributions of the mono-
and multi-peak classes of the mDWR-KaW and the co-located
DWR-XKa, respectively. The vertical dashed grey line in Panel b)
indicates the mDWR-KaW of 2 dB.

The bimodalities are often observed in the DGZ, and one could
expect that the scenarios of clear bimodalities would have a strong
correlation with aggregation in the DGZ. The statistical results in-
dicate that the probability of observing enhanced mDWR-KaW for
multi-peak cases is around 25% higher than for mono-peak cases.
However, the probabilities of multi-peak cases may be underestimated
due to the methodology applied in the identification of the spectral
peaks (described in Section 3.4). Therefore, a detailed analysis using
a more robust bimodality detection is needed for providing a better
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understanding of the connection between the presence of bimodalities
withing DGZ and enhancement of aggregation.

4.5 aggregation within dgz and cloud top temperature

Another hypothesis for the enhancement of aggregation in the DGZ
suggests that high and cold cloud tops would lead to the formation
of a large diversity of ice particles (Kumjian et al., 2014) and high
concentration of primary ice (Bailey and Hallett, 2009; DeMott et al.,
2010). Those particles would grow by vapour deposition or aggre-
gation while falling in regions above the DGZ. In the DGZ, those
particles would rapidly grow by deposition and thus their size would
increase fast. The large size of these crystals would enhance aggrega-
tion (Griffin et al., 2018). Based on this hypothesis, one can expect a
positive correlation between the CTT and the size of the aggregates in
the DGZ. Using multi-frequency vertically pointing radars, one could
expect that the colder is the CTT, the larger is the DWR-KaW within
the DGZ.

In order to evaluate this hypothesis, the CTT is retrieved as the
temperature at the same altitude of the highest observed Ze-Ka pixel
from each profile. The CTT are grouped into three classes of increasing
mDWR-KaW. The first two classes are the class-1 and class-2 (0- 2

dB and 2- 4 dB, respectively) introduced in Section 4.3. To account
for the reduction of the number of profiles that have CTT > -30
oC with increasing mDWR-KaW, as indicated in Figure 4.9, the last
three classes from Table 4.1 are grouped as one new class (mDWR-
KaW 4- 20 dB). Figure 4.10 shows the probability distribution of the
CTT for the different classes. One can see that the CTT probability
decreases with increasing temperature, and it becomes almost stable
between -30 and -20 oC. The PDCs do not reveal any significant
difference between the classes, which indicates that, at least for our
dataset, there is no correlation between the CTT and mDWR-KaW.
This result is similar to the findings of Trömel et al., (2019) where
no clear dependence between CTT and ZDR in the DGZ was found,
contrasting to the result found by Griffin et al., 2018.The statistical

results from Griffin
et al., 2018 are based

on 5 cases, which
could explain the

difference.

It is essential to mention that due to the uncertainties in the method-
ology used to relate the CTT and the mDWR-KaW within DGZ, the
correlation between the two quantities might be hidden. This method-
ology assigns a CTT value from a profile at a particular time to the
mDWR-KaW value within DGZ from the same profile. One could
expect a large uncertainty since the higher the cloud top, the larger
is the time required for ice particles produced at the cloud top to
reach the DGZ and thus the higher is the chance that the DWR-KaW
signatures within DGZ are not directly connected to the particles close
to the cloud top.
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Figure 4.10: Probability distribution curves (PDC) of the CTT grouped ac-
cording to the mDWR-KaW in the DGZ. Each distribution is
normalized by its total number of counts.

4.6 conclusion

In this chapter, the long term combined dataset from TRIPEx and
TRIPEX-Pol campaigns was used to investigate if the intensification of
aggregation within DGZ is related to an updraft within DGZ (SCN-
1) or to a microphysical process (SCN-2). For the investigation of
the SCN-1, the vertical profiles of the commonly used radar vari-
ables DWR-KaW, DWR-XKa, MDV and the novel dataset of spectra
edges profiles were classified according to the maximum DWR-KaW
(mDWR-KaW) in the DGZ. For investigating the SCN-2, the dataset of
identified spectral modes was used to classify the data according to
the occurrence of mono- or multi-modal spectra within DGZ.

The statistical analysis showed that the increase in the maximum
size of aggregates in the DGZ correlates with the initial growth of
particles at temperature regions above the DGZ. This correlation is
indicated by the increase of the gradients from DWR-KaW (from 0.01
to 0.1 dB/oC, Figure 4.4) and the Doppler velocity of the fast edge
(from -0.024 to -0.046 m

s oC , Figure 4.7) with increasing mDWR-KaW
suggesting the presence of large and faster particles above the DGZ.
The increase in aggregate sizes also correlates with the intensification
of the slowdown (0.1- 0.3 m/s) of the slow edge in the DGZ. The
slowdown is found on both edges and the fact that the slow edge
even shows upward motion of hydrometeors support the hypothesis
of the SCN-1, suggested by previous studies, that an updraft within
DGZ increases the supersaturation leading to an intense depositional
growth and then favouring the growth of dendritic structure on the
ice particles.

The combined analysis between mDWR-KaW and the occurrence
of multi-peaks showed that 25% of the mDWR-KaW larger than 2
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dB occurred for radar profiles that present multi-modalities in their
Doppler spectra (Figure 4.9) suggesting that the presence of multiple
particles types contributes to the enhancement of the aggregation.
However, it must be noted that the underestimation of multi-modality
occurrence, due to the methodology applied, might have compromised
the statistics. The technique requires a well-defined separation between
the spectral peaks and therefore, a more robust peak-identification
method is needed to investigate the connection between the occurrence
of multi-modality and the intensification of aggregation.

The results of the statistical analyses did not show a correlation
between the CTT and intensification of aggregation within DGZ (Fig-
ure 4.10). Again, the weak correlation may result from the methodol-
ogy applied; which uses the CTT and the mDWR-KaW from the same
radar profile. However, those results support the results of Trömel
et al., (2019). Additionally, this absence of a clear correlation suggests
that another factor is enhancing aggregation in the DGZ. As shown
in sections Section 4.3 and Section 4.4, the enhance of aggregation
within DZG correlates with the increase of particles sizes and fall
velocities in temperature regions between -30 and -20 oC. From the
aggregation kernel (Equation 2.3) one could expect that due to the
larger range of sizes and velocities aggregation could be enhanced
in the DGZ. However, the only way to investigate the impact of the
different components is by using model simulations (e.g. McSnow,
Brdar and Seifert, (2018)) .McSnow is a

Monte-Carlo ice
microphysics model

to simulate the
evolution of ice
particles due to

deposition,
aggregation, riming,

and sedimentation.
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I N T E N S I F I C AT I O N O F A G G R E G AT I O N N E A R T H E
M E LT I N G L AY E R

The initial analysis from the data collected during the TRIPEx cam-
paign (Figure 9 from Dias Neto et al., (2019)) shows that the main
increase in DWR-XKa occurs close to the melting layer (ML). This
result suggests that even larger aggregates than that found in DGZ
are often formed in a second temperature region (from -10 to 0 oC).
This chapter focuses on the growth of snowflakes by aggregation close
to the ML and addresses the following scientific questions: 1) Is the
enhancement of aggregation close to the ML top influenced by aggre-
gation that happens aloft in the DGZ? 2) How does aggregation close
to the ML change the rain properties below the ML? 3) How much
is the assumption that each snowflake melts into a mass equivalent
raindrop justified? This chapter is structured as follows. Section 5.1
shows an example case where the DWR-XKa is enhanced close to the
ML top. In Section 5.2, a statistical analysis similar to that used in the
DGZ (Chapter 4) is applied to the vertical profiles of DWRs, MDV
and spectra edges from the combined TRIPEx/TRIPEx-Pol dataset to
answer the first question. In Section 5.3 the correlation between the
characteristic size of raindrops and DWR-XKa near ML top is studied
in order to answer the second question. Section 5.4 correlates Ze flux
ratio from ML top and bottom with the DWR-XKa at ML top to answer
the third question. Finally, Section 5.5 summarizes the findings and
draw conclusions.

5.1 case study of intense aggregation close to melting
layer top

This section shows a case study of exceptionally strong aggregation
close to the melting layer top. This case study is used to introduce the
radar signatures that later will be analysed statistically. On December
31, 2015, a stratiform rainfall event passed over JOYCE-CF between 4 :
00 and 9 : 00 UTC, which produced approximately 0.5 mm accumulate
precipitation. Figure 5.1 shows the time-height plots of Ze, MDV, DWR-
XKa, DWR-KaW and LDR recorded by the radars during that period.
The Ze-Ka (Figure 5.1-a) generally increases towards the ground,
except around 5 : 30 and 6 : 30 UTC closet to ML top where Ze-Ka
decreases. The bright band can be identified at ⇡ 2 km, suggesting that
the frozen particles are starting to melt close to this height (Fabry and
Zawadzki, 1995; Rico-Ramirez and Cluckie, 2007). At altitudes higher
than 8 km, close to the cloud top, the measured MDV-Ka (Figure 5.1-
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b) is approximately -0.5 m/s. The MDV-Ka reaches the typical fall
velocity of unrimed snowflakes ⇡ 1 m/s at around 8 km and it keeps
constant until reaching the ML top, except around 05 : 30 UTC and
between 4 and 2 km where MDV-Ka reaches 2 m/s indicating the
presence of rimed particles. At altitudes around 5 km and close to -15
oC isotherm, the MDV plot shows a pronounced slowdown (⇡ 0.4
m/s) consistent with statistics discussed in Section 4.3. The analyses
in Section 4.3 indicated that it is likely a result of localised updrafts.
At around 2 km and coinciding with the bright band, MDV sharply
increases and reaches values larger than 2.5 m/s as a result of the
conversion of frozen hydrometeors into raindrops. Figure 5.1-c and
Figure 5.1-d show that the both DWRs remain smaller than 5 dB
above the -15 oC isotherm, indicating that the ice particles are not
large enough (D0 < 1 mm) to enhance the DWRs. Below the -15 oC
isotherm, DWR-KaW (Figure 5.1-c) increases and reaches a saturation
point around 8 dB while DWR-XKa (Figure 5.1-d) slowly increases
towards the ML, reaching values up to 15 dB. Note that the DWR-XKa
generally cannot be reliably computed for altitudes higher than 8 km
due to the low sensitivity of the X-Band radar used during the TRIPEx
campaign (see Section 3.1). LDR (Figure 5.1-e) is almost constant
around -25 dB for the entire period from cloud top down to the
bright band altitude. Within the bright band, LDR sharply increases to
values larger than -20 dB, indicating the presence of partially melted
particles (Bandera et al., 1998; Tian et al., 2007). Below the ML, LDR
reduces to values around -30 dB which is typical of rainfall (Fabry,
2015; Raghavan, 2003).

A particularly relevant enhancement of the DWR-XKa close to the
bright band was observed around 06 : 50 UTC (Figure 5.1-d). In order
to investigate this enhancement of the DWR-XKa, averaged profiles of
Ze, MDV, DWR, and LDR for a 10 minutes time window centred at
06 : 50 UTC are calculated and shown in Figure 5.2. The Ze profiles
from X-, Ka- and W-Band (Figure 5.2-a) show different regimes in
four distinct altitude regions. The first region is at altitudes above
5 km where the reflectivity profiles are overlapping, indicating that
most of the particles are behaving like Rayleigh scatterers at each
of the three frequencies. In the second region, between 5 and 3 km,
Ze-W shortly increases up to 14 dBZ slightly below 5 km and then the
profile remains almost constant around 11 dBZ while Ze-Ka and Ze-X
exhibit a sharp peak: a rapid increase of reflectivity (Ze-Ka: from 10

to 18 dBZ and Ze-X: from 10 to 22 dBZ) is followed by a noticeable
decrease (Ze-Ka and Ze-X down to 14 dBZ) between 5 and 4 km.
It indicates an intense increase and decrease of mean particle sizes
within a height region of 1 km. As discussed in details in Chapter 4,
the sudden increase in Ze and DWR at -15 oC is most likely caused
by intense growth of dendritic-like particles favouring aggregation
and then leading to the formation of large aggregates. Due to increase
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(a) (b)

(c) (d)

(e)

Figure 5.1: Time-height plots of radar reflectivity factor Ze (a), mean Doppler
velocity (b) and negative values indicate downward motion, dual
wavelength ratios DWR-KaW (c) and DWR-XKa (d), linear depo-
larization ratio LDR (e). The DWR-XKa is limited to a maximum
altitude of 7 km because of less sensitive of the X-Band used
during TRIPEx. The vertical dashed grey line indicates 06 : 50
UTC and the horizontal line indicates the -15 oC isotherm.
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in size, those aggregates transition to non-Rayleigh scattering regime
at W-Band. One can speculate that the reduction of particles size
below could result from break up of aggregates due to collision or
sublimation. However, for investigating the hypothesis of sublimation,
it would require detailed information on the humidity profile, which
is not available. The third region is between altitudes of 3 km and 1.5
km, where Ze-X slowly increases up to 18 dBZ while Ze-Ka and Ze-W
decrease down to 7 and 2 dBZ, respectively. This behaviour suggests
that the aggregates are growing to very large sizes and transitioning
to non-Rayleigh scattering regime at Ka-Band. The fourth region
is between ML top at 1.5 km and the ground, where Ze-X slightly
increases up to 22 dBZ and then decreases down to 15 dBZ while
Ze-Ka and Ze-W increase up to 17 dBZ. One can see that the lowest
part of Ze-Ka and Ze-X profiles have almost the same values, but Ze-W
is 7 dB lower than the other two profiles. This difference is likely to
result from the non-Rayleigh scattering regime of the droplets and
rain attenuation; as described in Section 2.2.2.1, the W-Band signal is
the most affected by attenuation when compared to Ka- and X-Band
signal.

The interpretation of the Ze profiles becomes clear when adding
the DWR profiles (Figure 5.2-b). One can see that the DWR profiles
also show distinct behaviours in the same four regions. In the first
region (above 5 km), both DWRs are around 0 dB indicating that
most of the particles are scattering in the Rayleigh regime for all the
three frequencies. Inside of the second region (between 5 and 3 km),
the DWR-KaW and DWR-XKa first increase up to ⇡ 9 and ⇡ 4 dB
respectively, and decrease down to 2 and 0 dB, respectively. This sharp
increase contrasts with the continuous increase of both DWRs shown
in Figure 4.3, and it provides an additional indication that the growth
by aggregation is very efficient. From DWR-D0 relation (Figure 2.16),
one can estimate the increase of D0 within this 500 m region from
1 to 4 mm. The sharp reduction of both DWRs suggests that the
opposite effect is taking place and reducing the particle sizes. In the
third region (between 3 and 1.5 km), DWR-KaW increases up to ⇡ 8

dB while DWR-XKa continuously increases up to 10 dB, suggesting
an intense growth by aggregation. In the fourth region (below 1.5
km), the DWR-XKa slightly increases and then decreases to negatives
values ⇡ -1 dB and remains constant towards the ground. Those
slightly negative values may result from the methodology used to
correct the reflectivity profiles in the ice part of the clouds (introduced
in Section 3.1). However, negative DWR-XKa values are expected for
raindrops with Dm between 0.5 and 1.5 mm (Battaglia et al., 2020).
In the same fourth region, the DWR-KaW increase and then remain
constant ⇡ 8 dB, which could result from non-Rayleigh scattering
regime and attenuation.
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In continuity with the investigation, the MDV-Ka profiles (Figure 5.2-
c) show that at around 6 km (in the first region), the MDV-Ka is ap-
proximately -1.2 m/s, which could result from the continuous growth
by deposition or initial aggregation (Atlas et al., 1973; Karrer et al.,
2020; Pruppacher and Klett, 1997). Between 6 and slightly below 5

km, the MDV-Ka first reduces from -1.2 m/s to about -0.7 m/s. It
is likely that this sudden reduction of the MDV-Ka is at least partly
caused by an updraft and then contributing to the growth of aggre-
gates as described in Section 4.3. In the second region, between 5

and 4 km, MDV-Ka sharply increases from -0.7 up to -1.3 m/s and
between 4 and 3 km MDV-Ka decreases from -1.3 down to -1.1 m/s.
This reduction in MDV-Ka continues within the third region where
MDV-Ka reaches -0.7 m/s at 1.5 km. Similar to the first region, this
last reduction of the fall velocities (within the third region) is likely to
result from an updraft because continuous aggregation would result
in an almost constant MDV-Ka around -1 m/s. Below 1.5 km and
toward the ground, MDV-Ka sharply increases to velocities faster than
-2 m/s, which indicates the transition to rain.

LDR (Figure 5.2-d) is constant around -25 dB in the first region and
it reduces to -27 dB and remains constant in the second and third
region. This reduction in LDR values provides an additional indication
that aggregation is taking place below the first region. In the fourth
region, LDR sharply increases between 1.5 and 1.0 km indicating the
melting layer. Below 1 km, LDR is constant around -30 dB, indicating
the presence of raindrops.

In order to investigate further the intensification of aggregation
close to ML top and the reduction of the Ze-Ka and Ze-W that starts
at 3 km, the triple-frequency plot of the DWR-KaW and DWR-XKa
pairs from the region between 3 and 1.5 km and within 10 minutes
time window centred at 06 : 50 UTC is shown in Figure 5.3-a. For this
investigation, the ML top was identified using LDR as described in
Section 3.5, and after that, all data laying between ML top and 120 m
above the top was excluded. Figure 5.3-a shows the typical bending-up
signature, as found by previous studies (Kneifel et al., 2015), followed
by a slightly bending-back signature, which results from a continuous
increase of DWR-XKa and an increase of DWR-KaW followed by
a decrease with increasing particle sizes (see Section 2.2.2). In fact,
as DWR-XKa continuously increases up to 14 dB, with increasing
temperature, the DWR-KaW increases up to a saturation point (8 dB)
and then slightly decreases to 6 dB. As introduced in Section 2.2.2,
this scenario suggests that aggregation was significantly enhanced
in this region and led to the formation of large aggregates able to
cause a reduction in the DWR-KaW. This enhancement of aggregation
could result from a combination of two mechanisms. The first one
is the increase of the sticking efficiency with increasing temperature
(described in Section 2.1). The second one is the occurrence of an
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Figure 5.2: Ten minutes averaged profiles of the radar variables on December
31st, 2015 centred at 06 : 50 UTC. In panel (a) the blue, green, and
red curves are Ze profiles from W-, Ka- and X-Band, respectively.
In Panel (b), the red and blue curves denote DWR-XKa and DWR-
KaW, respectively. Panels (c) and (d) shows the MDV and LDR
profiles from Ka-Band. The standard deviation is indicated by the
contour along each profile. The numbers indicate the different
defined regions.
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updraft, suggested by the reduction of the fall velocity in Section 5.2-c,
which would increase saturation and hence depositional growth but
also increase the residence time of the particles by reducing their
sedimentation velocity; both effects would favour aggregation.

Figure 5.3-b shows the theoretical evolution of the DWR-KaW and
DWR-XKa pairs from four scattering models of non-rimed aggregates
(Table 5.1) (Leinonen and Szyrmer, 2015; Mróz et al., 2020a; Ori et al.,
2014) as a function of the PSD size parameter D0. One can see that
the different scattering models can reproduce the initial growth of
particles (DWR-KaW < 6 dB and DWR-XKa < 3 dB); however, the
later growth stage (DWR-KaW > 6 dB and DWR-XKa > 3 dB) is only
reproduced for extremely large D0 (as large as 20 mm). The only
exception is the OC model that can reach large DWR-XKa values
14 dB with D0 ⇡ 10 mm, but OC has a much higher DWR-KaW
saturation point when compared to the other models. The saturation
point difference could be related to the methodology used to produce
aggregates (e.g. density constrain) and the shape of the PSD. Figure 5.3
also indicates that even with µ parameter as high as 4 the simulated
DWR-XKa still requires extreme large D0 (20 mm) in order to reach 14

dB. One can question the realism of this simulation since unrealistic
D0 values are required to reproduce the observations. However, this
analysis suggests that the reduction of Ze-Ka and Ze-W and large
DWR-XKa (14 dB) close to the ML top are likely to result from the
presence of extreme large aggregates.

(a) (b)

Figure 5.3: Triple-frequency plot of all DWR-XKa and DWR-KaW pairs. Panel
(a) is from the observed DWR pairs from the temperature region
between -5 and 0 oC in Figure 5.2-b, the color code indicates
temperature. Panel (b) is from simulated DWR pairs of three
unrimed aggregate models using a gamma distribution for µ
equal to 0 and 4, and the color code indicates D0. See Table 5.1
for the list of the used models.
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Table 5.1: List of the of the aggregate scattering models used to simulate the
DWRs pairs in Figure 5.3-b.

scattering short µ

model description parameter
OC-0 aggregates of colums 0

OC-4 (Ori et al., 2014) 4

TM-0 aggregates of colums and 0

TM-4 dendrites (Mróz et al., 2020a; Ori et al., 2020b) 4

L15B0-0 aggregates of dendrites 0

L15B0-4 (Leinonen and Szyrmer, 2015) 4

5.2 statistical analyses of aggregation signatures close
to ml top

In order to investigate the growth of aggregates at regions between the
DGZ and ML top and search for correlations with particles growing
in the DGZ and regions above, a profile classification of the radar
recorded variables, similar to the classification used in Section 4.3, is
applied to the combined TRIPEx/TRIPEx-Pol dataset. As shown in
Figure 9 from Dias Neto et al., (2019), the DWR-KaW reaches its satura-
tion point within the DGZ while the DWR-XKa continuously increases
towards the 0 oC isotherm. Therefore, the profiles are classified ac-
cording to the maximum DWR-XKa (mDWR-XKa) from temperature
regions between -10 and -1 oC. The maximum temperature is limited
to -1 oC to reduce the potential of identification error of mDWR-XKa
due to initially melted particles. Table 5.2 lists the mDWR-XKa inter-
vals used for the classification. For the following analysis, three main
temperature regions are defined. The first region is for temperatures
colder than -20 oC (above the DGZ). The second region is for temper-
atures between -20 and -10 oC (DGZ). The third temperature region
is between -10 and 0 oC (below the DGZ).

Table 5.2: mDWR-XKa intervals defined to represent aggregates at the differ-
ent growth stage close to the ML top.

mDWR-XKa mDWR-XKa number of
classes interval profiles
class-1 0-2 65924

class-2 2-4 100954

class-3 4-6 43254

class-4 6-8 20667

class-5 8-20 24113
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As introduced in section Section 2.2, DWR-KaW is sensitive to the
initial growth of ice particles. In order to investigate if this initial
growth of ice particles above the DGZ correlates with the formation
of large aggregates close to the ML top, the DWR-KaW profiles are
classified using the mDWR-XKa classes. Figure 5.4-(a-e) shows the
histograms of the DWR-KaW classified according to mDWR-XKa.

Above the DGZ, the different histograms show that the DWR-KaW
data is distributed around 0 dB, which is also indicated by the 25 and
75 percentiles. The histograms also show that the spread of data to-
wards large DWRs increases with increasing temperature and mDWR-
XKa classes. These results suggest that most of the particles above
the DGZ are experiencing a slower growth process such as water
vapour deposition or initial aggregation. Within DGZ, the histograms
show a trend of increasing DWR-KaW with increasing mDWR-XKa
classes, suggesting an intensification of aggregation and enhance-
ment of the growth of the ice particles. As described in Section 2.1,
dendrite-like crystals grow in this temperature region and this kind of
crystal favour aggregation and formation of large particles. Below the
DGZ, the histograms indicate that the DWR-KaW is almost constant
with temperature, but this constant value increases with increasing
mDWR-XKa classes.

Figure 5.4-f shows the comparison between the median profiles
from each mDWR-XKa class. Above the DGZ, in temperature regions
colder than -30 oC the median DWR-KaW profiles are close to 0

dB, but between -30 and -20 oC the DWR-KaW profiles show an
increasing trend with a gradient of 0.067 dB/ oC. In the DGZ, between
-20 and -15 oC, the different profiles remain with the same gradient
0.067 dB/ oC and the DWR-KaW increases up to 0.05 dB. In contrast,
between -15 and -10 oC, the gradient increases from 0.067 to 1.1
dB/oC with increasing mDWR-XKa classes; the class-1 reaches 1 dB
while the class-5 reaches 6 dB. This sharp increase of the DWR-KaW
profiles with increasing mDWR-XKa suggests an intensification of
aggregation within DGZ, which could result from an intense growth
of dendritic crystals (Andrić et al., 2013; Kennedy and Rutledge, 2011;
Schrom et al., 2015; Trömel et al., 2019) or multimodal distribution of
ice crystal scenario (Barrett et al., 2019; Moisseev et al., 2015). However,
the results from Section 4.4 do not indicate a significant enhancement
of the DWR-KaW in case of multiple Doppler peaks are detected.
This intensification of DWR-KaW with increasing mDWR-XKa class
suggests a correlation between the intensification of aggregation within
DGZ and the growth of larger aggregates found close to the ML top.
Below the DGZ, the DWR-KaW from class-1 decreases down to ⇡ 0

dB while from classes 2, 3 and 4 it increases up to 2, 5 and 6 dB,
respectively; the DWR-KaW from class-5 remains constant around 6

dB.
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The results showed in Figure 5.4 contrast with the results from
Section 4.3, where there is a clear separation between the DWR-KaW
profiles from the different classes in regions colder than -15 oC. This
difference could arise for two possible reasons. The first one is a
possible uncorrelation between the initial growth of ice particles in
regions above the DGZ and the growth of aggregates close to ML top.
The second reason is a possible limitation of the methodology used
to correlate aggregation close to ML top with the other temperature
regions. It does not take into account the temporal separation needed
for particles growing above the DGZ to reach the warmer regions
close to ML top.

The DWR-KaW reaches its saturation point for particles sizes larger
than ⇡ 6 mm (see Figure 2.16-b) . In order to investigate the additional
growth of ice particles into sizes larger than 6 mm in regions close to
ML top, the DWR-XKa profiles are classified according to the mDWR-
XKa classes. The histograms of the DWR-XKa classified profiles are
shown in Figure 5.5-(a-e). Above the DGZ, the data from the different
profile classes are distributed around 0 dB. Inside of the DGZ and
below the DGZ, the different panels show a trend of increasing DWR-
XKa with increasing mDWR-XKa classes. This increasing of DWR-
XKa suggests that the particles inside of these last two regions are
experiencing more intense growth process than the particles that are
above the DGZ. Figure 5.5-(a-e) also shows the effect of the upper
limit of the mDWR-XKa for each class similar to that explained for
DWR-KaW histograms Figure 4.4.

The comparison between the median profiles (Figure 5.5-f) shows
that there is an almost constant offset among the various classes above
the DGZ, and the offset appears to be increasing with mDWR-XKa
classes. The averaged offset of class-1 is stable around 0 dB while for
class-5 it is around 0.9 dB, and the averaged offset of classes-2, 3, and 4
populate around 0.5 dB. Although a similar effect is not visible in Fig-
ure 4.4, Figure 4.5 and Figure 5.4, this constant offset suggests that the
methodology used to correct the Ze profiles (described in Section 3.1),
for some cases, under-estimated or over-estimated the correction. In
the DGZ, between -20 and -15 oC, the different profiles remain with
the same offset from the previous regions. However, between -15

and -10 oC, the gradient from the different profiles increases with
increasing mDWR-XKa classes. The class-1 has a small negative gra-
dient (-0.05 dB/oC) while the class-5 has the largest gradient (0.53
dB/oC); the gradient from the other three classes are 0.05, 0.16 and
0.34 dB/oC. Below the DGZ, the DWR-XKa profiles remain with the
same gradient; the profile from class-1 decreases to ⇡ -0.05 dB, while
the profiles from classes 2, 3, 4 and 5 increase up to 1, 3, 5 and 9 dB,
respectively. This continuous increase of DWR-XKa from the DGZ
towards the ML supports the hypotheses that large aggregates within
DGZ would favour the formation of even larger aggregates close to the
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Figure 5.4: Histograms of the DWR-KaW profiles stratified with temperature
for the mDWR-XKa classes defined in Table 5.2. Panels a) to e)
are for the class-1 to class-5. The continuous and dashed lines
are the median and the quartiles of the distribution, respectively.
Panel f) is the intercomparison between the median profiles from
the different classes. The horizontal and vertical dashed lines
indicate the isotherm of -15 oC and DWR-KaW equal to 0 dB,
respectively.
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ML. As described in Section 2.1, the sticking efficiency of ice surfaces
increases with increasing temperature; therefore, it would favour the
already large aggregates (produced in the DGZ) to grow continuously
toward the ML. However, Figure 4.5 in Section 4.3 shows a slightly
different result where large aggregates within DGZ could have their
size reduced towards the ML. Those results suggest that the presence
of large aggregates in the DGZ favour the growth of even bigger
snowflakes towards ML, but this is not a necessary condition for that
to happen. On the other hand, if big aggregates are found close to
ML top, it is likely that the aggregates were already larger within
DGZ. Figure 5.1-b gives an example of this case. One can see that
both DWRs sharply decreases below the DGZ and sharply increases
towards the ML.

Similarly to the DWR profile classification, the MDV-Ka profiles are
classified according to the mDWR-XKa, and the classification results
are shown in Figure 5.6-(a-e). Above the DGZ, the histograms from the
different mDWR-XKa classes show a continuous increase of the fall
velocity from -0.2 m/s at cloud-top up to -0.8 m/s close to -20 oC
isotherm suggesting that the particles are not experiencing an abrupt
change of mass, size or vertical air motion in this region. Within DGZ,
all classes show the distinctive slowdown region, which is likely to
result from upward motion as presented in Section 4.3. Below the
DGZ, the fall velocity increases towards the ground.

Figure 5.6-f shows the MDV-Ka median profiles from each mDWR-
XKa class. One can see that, as the DWRs profiles in Figure 5.4 and
Figure 5.5, the median MDV-Ka profiles above the DGZ have the same
gradient (-0.024 m

s oC ). This result, based on the classification of the
profiles according to mDWR-XKa close to ML top, contrasts with the
velocity separation found in the result from the classification based on
mDWR-KaW (Section 4.3). This discrepancy between the results from
both classifications provides an additional indication of the limitation
of using vertical profiles for the statistical analysis without taking into
account for the trajectories (time lagged correlation between upper
and lower levels). In the DGZ, between -20 and -17 oC, the different
profiles continue with the same gradient (-0.024 m

s oC ) and MDV-Ka
increases up to -0.85 m/s. Between -17 and -10 oC, the gradient
from all profiles abruptly changes to 0.06 m

s oC reducing the MDV-Ka
to -0.75 m/s and than at around -13 oC the gradient changes again
to -0.04 m

s oC and the MDV-Ka from the different classes increases
up to -0.85 m/s except the class-1 that increases up to -0.8 m/s.
Below the DGZ, the median profiles show an increasing of separation
between the MDV profiles towards the ML top. The class-1 remains
almost constant at ⇡ 0.8 m/s while the class-2 increases up to -1

m/s and the highest three classes reach values up to ⇡ -1.2 m/s.
The overlapping between MDV-Ka profiles of the highest three classes
suggest that on average, even though the particles are increasing in
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Figure 5.5: Similar as Figure 5.4 but for DWR-XKa profiles. The horizontal
line indicates the isotherm of -15 oC.
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size, their fall velocity remains similar. This result is in accordance
to the results of Atlas et al., (1973), Karrer et al., (2020), Locatelli and
Hobbs, (1974), and Pruppacher and Klett, (1997) where the terminal
velocity of aggregate models is found to increase with their maximum
dimension, but after the aggregates grow larger than a critical size,
their terminal velocity approaches a constant value.

The spectra edges are also classified according to the mDWR-XKa
classes, and Figure 5.7-(a-e) shows the histograms of the classification.
Similarly to the MDV profiles, the spectra edges curves also change
their behaviour in the same temperature regions. Above the DGZ,
both edges indicate a continuous increase in the Doppler velocity
(DV). Within the DGZ, all classified spectra edges show a reduction
of DV, but the reduction is more intense for the slow edges than for
the fast edges. This reduction in DV is similar to the one described
in Section 4.3, suggesting that an updraft motion is taking place in
this region. Below the DGZ, the slow edge slows down while the fast
edge speeds up, as shown in Section 4.3. The histograms of the slow
edges also show that the distribution of positive DV enhances with
increasing mDWR-XKa. This effect is well demonstrated by the 75

percentile profiles, which reach values up to 0.4 m/s close to 0 oC,
which suggest the presence of an updraft in this temperature region
(between -10 and 0 oC) (Korolev et al., 2020; Lawson et al., 1998).

The median profiles in figure Figure 5.7-f show that above the DGZ
the slow edges overlap each other with the same gradient (-0.01 m

s oC )
and their DV increase from 0 up to -0.3 m/s. In the same region
(above the DGZ), the DV of the fast edges also increase from -0.5 up
m/s to -1.5 m/s, but in contrast to the slow edges, the gradient of the
fast edges changes around -30 oC and the profiles from classes 1 and
2 are slightly separated from the other three classes. In temperature
regions colder than -30 oC the gradient is -0.025 m

s oC and it changes
to -0.037 m

s oC between -30 and -20 oC. These results are similar to the
results obtained in Section 4.3 using the classification based on mDWR-
KaW classes. However, the new results do not show a similar change
in the gradient of the fast edges with increasing mDWR-XKa classes
in temperature regions between -30 and -20 oC, which suggest that
there is no clear correlation between the intensification of aggregation
close to ML top and the particles from above the DGZ.

Within the DGZ, the separation between the classified edge profiles
is enhanced. The slow edges show that the slowdown starts around
-17 oC and it intensifies (from 0.1 up to 0.4 m/s) with increasing
mDWR-XKa. This intensification suggests a correlation between the
increase of aggregate sizes close to the ML top and the intensification
the updraft motion within DGZ. The fast edges show that in the DGZ,
in contrast to the slow edge, the DV increases from -1.3 up to -1.5
m/s with increasing mDWR-XKa, indicating that the particles are also
on average larger. These results are similar to that found in Section 4.3



5.2 statistical analyses of aggregation signatures close to ml top 119

(a)

(c)

(b)

(d)

(e) (f)

DGZ

aboveDGZ

belowDGZ

}

Figure 5.6: Similar as Figure 5.4 but for MDV-Ka profiles. The vertical dashed
line at -1 m/s indicates the typical fall velocity of snowflakes
and the horizontal line indicates the isotherm of -15 oC.
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and favour the hypothesis that an intensification of the updraft in the
DGZ would enhance aggregation by increasing the collision rate of
the ice particles.

Below the DGZ, the slow edge profiles show a similar reduction
of the DV and a switch to positive fall velocities (up to 0.3 m/s at 0
oC) with increasing the mDWR-XKa classes while the fast edges show
an enhancement of the separation between them. The DV of the fast
edge class-1 increases and reaches its maximum of -1.5 m/s at -5 oC
and remains constant between -5 and 0 oC. On the other hand, the
DV from classes 2, 3, 4 and 5 continuously increases towards 0oC and
reaches to -1.3, -1.7 and -2 m/s.

As already mentioned, the presence of an updraft in the DGZ can
be expected to favour the formation of large aggregates. After those
particles leave the DGZ and fall in the region below, they would still
grow by aggregation or riming, and in consequence, their DV also
would increase; which would be compatible with the overall increase
of DV from the fast edges. In contrast, the slow edges suggest that
the particles are getting slower and below -3 oC some particles move
upwards. A possible reason for the observed spectra broadening is
turbulence. One could expect that turbulence would be enhanced due
to latent heat release associated with phase transition from ice to water
at regions close to the ML (Szyrmer and Zawadzki, 1999). However,
turbulence is expected to affect both edges similarly, which is not the
behaviour shown by the spectra edges suggesting that another process
is taking place. Another possibility that could lead to positive DVs
is an updraft. In this case, the small and slow falling particles would
have their fall velocity reduced, and at a certain point, these particles
would move upward driven by the updraft. At the same time, the
fast and large particles would be falling through this region collecting
the small and slow falling or upward-moving particles, leading to
an increase in size, mass and fall velocity (Lawson et al., 1998). This
scenario would be consistent with the slowdown of the slow edges
indicated by the medians and the 75 percentile profiles.

The results of the statistical analyses using the mDWR-XKa classes
suggest an intensification of aggregation below the DGZ and towards
the ML. This region coincides with the temperature region where
the sticking efficiency of the ice surface increases with increasing
temperature (Connolly et al., 2012; Mitchell, 1988; Phillips et al., 2015),
which favour aggregation. Additionally, the statistical results of the
spectra edges suggest that at this temperature region an updraft is
possibly taking place and contributing to enhancing aggregation due
to an increase of the collision rate. These results support the findings
from Lawson et al., (1998) where the authors estimated that an updraft
of ⇡ 0.5 m/s close to 0 oC would be required to produce the condition
to form the observed 5 cm snowflakes.
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Figure 5.7: Histograms of the slow and fast edges of the spectra as in Fig-
ure 5.4. The vertical dashed lines at the fast and slow edge panels
indicate the fall velocities of -1 m/s and 0 m/s, respectively.
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5.3 connecting aggregation at ml top and raindrop
characteristic size

The statistical results from Fabry and Zawadzki, 1995; Trömel et al.,
2019 indicate a positive correlation between Ze at ML top and Ze at ML
bottom, suggesting that an increase in particles size or concentration
is correlated with an intensification of rain. The results from the
previous Section 5.2 suggest that the size of aggregates is continuously
increasing from the DGZ towards the ML top, and in order to verify if
an increase of aggregates sizes correlates with a larger raindrops sizes,
a statistical analyses of the TRIPEx-Pol dataset is made. For that, the
methodology introduced by Mróz et al., (2020b) is used to retrieve the
characteristic size of raindrops distributions (Dm(rain)) and correlate
with the DWR-XKa from aggregates.

The rain Dm retrieval uses a principle similar to the DWRs such that
raindrops can also scatter in different scattering regimes if observed
using different frequencies. As introduced in Section 2.2.3, the MDV
is weighted by the shape of the distribution of particles, and therefore,
the MDV observed by different frequencies can be different. Liao et al.,
(2008), Matrosov, (2017), Mróz et al., (2020b), and Tian et al., (2007)
showed that this difference is proportional to Dm(rain) and can be
used to retrieve it. A variable that quantifies the difference between
MDVs is defined by Equation 5.1.

DDV = MDV�1 - MDV�2 �1 > �2 (5.1)

Equation 5.2 describes the approximated relation between Dm(rain)
and DDV for MDV from X- and W-Band proposed by Mróz et al.,
(2020b). The authors indicate that DDV-XW retrieval is accurate for
Dm(rain) between 0.7 and 2 mm with an uncertainty ranging between
11% and 22%

Dm(rain) ⇡0.009DDV5 - 0.097DDV4 + 0.353DDV3

- 0.499DDV2 + 0.608DDV + 0.661
(5.2)

In order to correlate DWR-XKa from ice particles and estimate
Dm(rain), the DWR-XKa at four range gates above the ML top and the
DDV-XW from one range gate below the ML bottom are selected. This
separation from the ML is used to minimize the influence of partially
melted particles on the statistical analyses. The ML top and bottom
are detected as described in section Section 3.5. The statistical analysis
is limited to the dataset collected during the TRIPEx-Pol campaign
because as described in Dias Neto et al., (2019), the MDV collected by
the X-Band radar during the TRIPEx campaign is affected by errors
induced by the continuous rotation of the antenna.
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Figure 5.8-a shows the statistical results of the correlation between
the retrieved Dm(rain) and the DWR-XKa from the entire dataset. One
can see that the majority of the retrieved Dm(rain) values are smaller
than 1.2 mm and have DWR-XKa values smaller than 5 dB. The scatter-
plot indicates a positive correlation (almost linear) between Dm(rain)
and DWR-XKa, suggesting that an increase in the ice particles size
above the ML coincides with the increase in the droplet sizes. The close
correlation is expected if one assumes that each snowflake melts into
its mass equivalent raindrop as suggested by Drummond et al., (1996),
Matrosov, (2017), and Mróz et al., (2020a). Nonetheless, several other
processes (e.g. breakup, collision–coalescence, and evaporation) could
be taking place in the ML and reducing the droplet sizes. However,
the reduction in droplet sizes is not observed, suggesting that some
processes might compensate each other.

In addition to the enhanced aggregation close to ML top, it is
possible that riming is influencing the raindrops characteristic size
due to an increase in the density of the ice particles. An experimental
study conducted by Leinonen and Lerber, (2018) using a 3-D model
for melting snowflakes indicates that the increase in density due to
riming can prevent the particle structural breakup. However, partially
and completely melted particles could still shed (Rasmussen and
Heymsfield, 1987) or breakup (Kamra et al., 1991) due to aerodynamic
effects. Previous studies indicated that particles with MDV faster than
-1.5 m/s could be used as a proxy of riming (Barthazy and Schefold,
2006; Kneifel and Moisseev, 2020; Mosimann, 1995), while MDV slower
than this value can be associated with unrimed or slightly rimed
particles. In order to verify if riming and aggregation would lead to the
formation of different regimes of droplet sizes, the dataset is separated
into two categories according to the MDV-Ka above ML top. The first
category is for MDV-Ka faster than -1.5 m/s (hereafter referred to as
the rimed category of particles), which represents rimed ice particles.
The second is for MDV-Ka slower than -1.5 m/s (hereafter unrimed
category), which correspond to slightly rimed or unrimed particles.

Figure 5.8-(b,c) shows the statistical results from the data classified
as unrimed and rimed categories. One can see that the distribution
from the unrimed particles (Figure 5.8-b) is comparable to the distribu-
tion from the entire dataset (Figure 5.8-a), indicating that the majority
of the observations are from potentially unrimed particles. Figure Fig-
ure 5.8-c) indicates that only a small fraction of the data (⇡ 14%) are
from rimed particles. This small fraction of rimed particles is similar
to the results from the TRIPEx campaign (see Section 3.1) and from
the long term statistics of riming for the same site found by Kneifel
and Moisseev, (2020) where the authors found that the frequency of
rime mass fraction larger than 0.6, corresponding to MDV> 1.5 m/s,
ranges between 1 and 8%.
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The statistics of the unrimed particles (Figure 5.8-b) shows that an
increase in DWR-XKa correlates with an increase in Dm(rain), and
for example, the mDWR-XKa class-5 correlates with Dm between 1.4
and 1.8 mm. The statistics of the rimed particles (Figure 5.8-c) also
suggests an almost linear relation between Dm(rain) and DWR-XKa.
The Dm(rain) values from the rimed particles range almost the same
interval as compared to the unrimed ones; however, it happens at
a narrower DWR-XKa range. The comparison between the fit of the
medians from each category (Figure 5.8-d) highlights the difference
between them. It shows that for a given Dm(rain), the DWR-XKa from
the unrimed category is almost two times larger than the DWR-XKa
from the rimed category. This difference suggests that the presence of
heavily rimed particles favours the formation of large droplets (due
to the higher particle density) when compared to unrimed or slightly
rimed aggregates.

The scattering model from Leinonen and Szyrmer, (2015) is used
to evaluate the hypothesis that an increasing density of the ice par-
ticles also could contribute to the increase of the droplet sizes. This
model is used because it includes rimed particles which are need for
the sensitivity experiment. For the evaluation, it is assumed that one
ice particle generates one raindrop and that the mass is conserved.
Processes that could change the mass of the raindrops are not consid-
ered (e.g. droplet breakup, evaporation, coalescence). In steady-state
condition, this hypothesis results in a constant mass and number flux
through the ML (Drummond et al., 1996). It is also assumed that after
the ice particles entirely melt, the resulting droplets are spheres, and
the diameter Ddrop is given by equation Equation 5.3. ms is the mass
of the snowflakes and ⇢w is the density of water.

Ddrop = 2

✓
3

4⇡

ms

⇢w

◆ 1
3

(5.3)

The distribution of snow sizes is assumed to be an inverse exponential
(Equation 2.22, µ = 0) and to mimic the growth of the ice particles
lambda ranges from 102 to 105 m-1. Figure 5.9 shows Dm(rain) from
the different degree of riming versus the DWR-XKa from the ice
particles. The theoretical curves indicate that for a given DWR-XKa, the
increase in density leads to the increase of the Dm(rain), supporting
the results from the observation.

Although an increase in the density of ice particles can contribute
to the formation of larger droplets, the statistics indicate that riming
did not often happen in JOYCE-CF, suggesting that an increase in the
size of unrimed or slightly rimed aggregates are probably the factors
that mostly contribute for increasing the droplet sizes over JOYCE-CF.
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Figure 5.8: Two-dimensional histogram of the pairs rain Dm and DWR-XKa
in the snow aloft. Dm is from one range gate below the identified
ML bottom and DWR-XKa is from four range gates above the
identified ML top. Panel (a) is for the entire dataset. Panel (b) is for
the data where MDV-Ka four range gates above the ML is slower
than -1.5 m/s (unrimed), and Panel (c) is for MDV-Ka faster than
-1.5 m/s (rimed). The dashed line and the continuous line are the
median and the fit, respectively. The fitting equation is indicated
on the top of each Panel. Panel (d) shows the intercomparison
between the fits from (a) to (c).
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Figure 5.9: Scatter plot of the simulated Dm from raindrops and the DWR-
XKa from snow for increasing riming mass fraction of dendrite
aggregates with various degree of riming (Leinonen and Szyrmer,
2015). The blue, green, red, and purple curves are from 0, 0.1, 0.5
and 10 kg/m2 effective liquid water path.

5.4 evaluating the one-to-one melting assumption

The results from section Section 5.3 suggest that the presence of large
raindrop below the ML bottom correlates with the increase of size
and density from the ice particles above ML top. In this section it will
be evaluated if it would be possible to grasp additional information
about the predominant microphysical process that is taking place
inside of the ML, and if this process depends on the microphysical
characteristics of the snowflakes aloft (i.e. if they are either large and
soft aggregates or rimed particles). Drummond et al., (1996) proposed
a methodology that combines Ze and MDV from vertically pointing
radars, which indicates the predominance of breakup or aggregation
within the ML. This methodology is applied in this section to evaluate
how rimed and unrimed particles are correlated with either breakup or
coalescence of particles in the ML. A short description of the method
and its assumptions is given below.

According to Drummond et al., (1996) under the assumption of a
melting-only steady state ML, one snowflake melts into a raindrop
of equal mass. If no other microphysical processes are taking place
within the ML (e.g. aggregation, accretion, breakup, coalescence) the
one-to-one relationship is valid. Another additional assumption is
that there is a continuous supply of ice particles above the ML top
and continuous flow between the ML top and bottom. Under those
conditions, the distribution of ice particles Ns(D) above the ML can be
related to the distribution of raindrops Nr(D) below the ML through
the conservation of mass and number fluxes. Moreover, under the
hypothesis of Rayleigh scattering, the number and mass flux conser-
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vation also implies a precise ratio between the reflectivity fluxes (ZFR,
Equation 5.4) which only depends on the ratio between the dielectric
properties of ice and water (µ, Equation 5.5). This relation is made
explicit by ZFR = µ. The subscript s and r stand for snow and rain,
respectively. For X-Band radar, µ ⇡ 0.23 and it varies less than 2% for
temperatures between -5 and 5 oC.

ZFR =
ZesMDVs

ZerMDVr
(5.4)

µ =
|Ks|

2

|Kr|2
(5.5)

In case aggregation or accretion is taking place inside of the ML,
the size of raindrops would increase and lead to an increase in Ze and
MDV from the raindrops, which would reduce ZFR and it would be
smaller than µ. However, if droplet breakup or evaporation are the
predominant processes, Ze and MDV from raindrops would reduce,
and the ZFR would be larger than µ. Drummond et al., (1996) also
indicate that vertical air motion would introduce uncertainties in ZFR.
For example, in the case of vertical air motion of ±0.5 (±1) m/s in the
rain (snow) region, the one-to-one assumption would be compatible
with ZFR values between 1.5 and 3.0 (Drummond et al., 1996).

The X-Band pairs (Ze, MDV) from four range gates (144 m) above
ML top and one range gate bellow (36 m) ML bottom are used as data
from snow and rain regions, respectively. Similarly to the previous
section, those separations from ML top and bottom are applied to
minimize the error introduced by partially melted particles.

For the initial analyses, the dataset is separated into two classes
(rimed and unrimed) as used in Section 5.3. Figure 5.10 shows the
probability distributions of ZFR for the rimed and unrimed particles.
The mode of both distributions are within the uncertainty interval
indicated by Drummond et al., (1996); however, one can see that there
is a tendency for the rimed particles have ZFR larger than µ, while
the unrimed particles have ZFR slightly smaller than µ. These results
suggest that rimed particles are prone to experience breakup while
aggregates are prone to experience additional aggregation within
the ML. However, the mode from both distributions is within the
uncertainty interval estimated by Drummond et al., (1996). In order to
minimize the error introduced by vertical air motions, a methodology
is still needed. However, one can speculate that due to the high density
of rimed particles, these particles would melt into large droplets
as indicated in Section 5.3, which could favour the breakup due to
enhanced collision rate and increase in the collision kinetic energy
according to experimental results from (Low and List, 1982a,b; Warner,
1977) or due to hydrodynamic instability that affects droplets larger
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than 6.6 mm as it is well established by laboratory experiments of
(Kamra et al., 1991). On the other hand, extremely low ZFR values
(close to 0) are 5 times more likely to be associated with unrimed
falling particles with respect to the rimed ones. This result suggests
that rimed particles are less likely to cause aggregation in the ML,
or they enable additional processes that will counteract the effects of
aggregation in the ML.

Figure 5.10: Histograms of the Ze flux ratio (ZFR). The blue and red his-
tograms are from the data where the MDV-Ka at four range
gates above the ML top is faster and slower than -1.5 m/s,
respectively. The vertical dashed line indicates the theoretical
ZFR (µ = 0.23), and the vertical continuous lines indicates the
uncertainty range in case of vertical air motion of ±0.5/±1 m/s
in the rain/snow region (Drummond et al., 1996).

As a step further to the previous analysis to obtain additional in-
formation about aggregation, the dataset from the unrimed falling
particles is further classified using the same mDWR-XKa classes de-
fined in Section 5.2. Figure 5.11(a,b) shows the probability distribution
and the corresponding cumulative probability of ZFR for the different
mDWR-XKa classes. From these results, one can see that it is more
likely to observe a ZFR smaller than µ in the profile corresponding to
the higher mDWR-XKa classes. This trend suggests that the increase
in aggregate sizes is correlated with additional aggregation within the
ML. This correlation could be explained by the same mechanism in-
troduced by Trömel et al., (2014), where large and partially melted ice
particles collect small droplets (accretion) or another partially melted
ice particle (aggregation).

A more detailed study combining in-situ measurements and nu-
merical models of the ML is needed to verify the results from this
last analysis. However, the results demonstrate the potential of ex-
ploring the combined observations of DWR and colocated Doppler
observations.
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(a) (b)

Figure 5.11: Statistical results of the Ze flux ratio from the data where the
MDV-Ka at four range gates above the ML top is slower than
-1.5 m/s. Panel (a) shows the histograms of ZFR and Panel (b)
shows the cumulative probability distribution from the profiles
classified according to the mDWR-XKa. Additionally, Panel (b)
shows the cumulative probability distribution from the profiles
where the MDV-Ka is faster than -1.5 m/s (orange line).

5.5 conclusion

In this chapter, the long term radar datasets obtained during the
TRIPEx and TRIPEx-Pol were combined and used to investigate the
intensification of aggregation that is often observed below the DGZ
and close to ML top. The vertical profiles of Ze, MDV, DWRs and the
spectra edges were classified according to mDWR-XKa from the region
between the DGZ and ML top. These classified profiles were exploited
to verify if the enhance of DWR-XKa close to ML top correlates with
the enhance of aggregation within DGZ and with larger raindrops
characteristic sizes below the ML.

The results from the statistical analyses (Section 5.2) indicate that
an enhancement of DWR-XKa and DWR-KaW within DGZ correlates
with the augmented mDWR-XKa close to the ML top. Additionally, the
DWRs profiles classified according to the mDWR-XKa deviate from
each other around -15 oC, and the deviation persists towards the ML
top. The slow spectra edge also showed that the intensification of the
slowdown correlates with the increase of the mDWR-XKa near ML
top. These results suggest that the presence of an updraft within DGZ
favours the snowflake growth by aggregation as shown in Section 5.2
and those large aggregates continuously grow towards the ML, leading
to the formation of sometimes very large aggregates. However, the
statistical results shown in Section 4.3 suggest that some of the large
aggregates may not grow continuously towards the ML. The combined
results suggest that the presence of large aggregates in the DGZ is
a favourable, but not a sufficient condition to ensure the presence of
large aggregates close to the ML top.
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The combination of long term observations of DWR-XKa and the
retrieval of the raindrop characteristic sizes (Dm(rain)) based on DDV-
XW (Mróz et al., 2020b) showed that the increase of DWR-XKa close to
ML top correlates with the increase of Dm(rain) close to the ML bottom
Section 5.3. This correlation suggests that the increase in aggregate
sizes favours the increase of raindrop sizes. Using an MDV threshold
of -1.5 m/s to separate the data of heavily rimed aggregates from the
unrimed and slightly rimed aggregates showed that the occurrence of
rimed aggregates close to ML top could favour the formation of large
droplets when compared with unrimed or slightly rimed aggregates.
This effect can be interpreted as a result of the increased density
of rimed snowflakes. Additionally, this separation also showed that
the frequency of occurrence of heavily rimed aggregates is much
lower than the other aggregates. This result is similar to the results
from Kneifel and Moisseev, (2020), which found that observations
characterized by a rime mass fraction larger than 0.6 constitute 1 to
8% of the events.

The statistical analysis of the DWR-XKa dataset combined with the
Ze flux ratio methodology from above and below the ML (Drummond
et al., 1996) to identify preferential aggregation or break up within
ML revealed two distinct trends for heavily rimed aggregates and
unrimed or slightly rimed aggregates. The results indicate that the
heavily rimed aggregates are prone to break up within the ML, while
unrimed or slightly rimed aggregates are more likely to continue
aggregation within the ML. One could speculate that due to faster
fall velocities and higher density of heavily rimed aggregates, their
collision rate would be enhanced and the resulting melted particles
would grow to a critical size at which they would be hydrodynamic
unstable and break up. By analyzing the ZFR distribution for various
mDWR-XKa classes related to the slower falling particles it is revealed
that the largest classes of aggregates are more likely to cause additional
aggregation within the ML.



6
C O N C L U S I O N S A N D O U T L O O K

Aggregation is the cloud microphysical process that most effectively
contributes to the rapid increase of snowflake sizes. From the literature,
it is known that aggregation is enhanced at two main temperature
regimes. The first temperature region is between -20 and -10 oC,
which is well known for the preferential growth of dendritic ice crys-
tals (DGZ). In the DGZ the ice nucleation is favoured leading to large
number concentrations of pristine crystals which increase the collision
rate. Moreover, the dendritic shape also makes the crystals more likely
to interlock with one another after colliding. The second region is
between -10 and 0 oC, where the stickiness of ice surfaces increase
due to the effect of a quasi liquid layer on the ice surface.

This work aims at improving the current understanding of ice
aggregation. The analysis takes advantage of the synergistic obser-
vation from vertically pointing triple-frequency Doppler radars (mo-
ments and spectra) collected during winter campaigns from 2015/2016
(TRIPEx) and 2018/2019 (TRIPEx-Pol). This study aims to address the
following main questions: 1) Is the intensification of aggregations
in the DGZ related to microphysical or dynamical processes? 2) Is
the enhancement of aggregation close to the ML top influenced by
aggregation that happens aloft in the DGZ? 3) How does aggregation
close to the ML change the raindrop sizes below the ML?

In order to explore the data collected during the triple-frequency
campaigns, this work introduced a two-level processing framework
for providing a high quality controlled dataset. In the first processing
level, the data from each radar is resampled to a common time and
range grid. In the second processing level, the data is corrected for
atmospheric gases and water vapour attenuation using vertical profiles
of the atmospheric state variable (temperature, pressure and humidity)
provided by Cloudnet over JOYCE-CF. This second processing level
also minimizes attenuation produced by other sources (e.g. snow,
supercooled water, wet radome) by matching the Ze from each radar
at the uppermost region of the clouds. A set of quality flags are
introduced in this processing level to provide identification of regions
where the corrections cannot be guaranteed with confidence due to
several reasons (e.g. absence of enough data points, non-uniform bin
filling). This approach gives flexibility while using the dataset because
it allows activating or deactivating specific flags according to the
needs. The unique characteristics of the resulting dataset (e.g. easy
usability, quality controlled) triggered new other studies: evaluation of
cloud microphysical processes in numerical models (Ori et al., 2020a);
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development of new methodology based on triple-frequency Doppler
velocity for estimating raindrop characteristic sizes (Mróz et al., 2020b),
and evaluation a multi-frequency based methodology for estimating
the total differential attenuation (Tridon et al., 2020).

This thesis additionally introduced a methodology for filtering the
majority of spurious signals affecting the measurements from the W-
Band radar during the TRIPEx-Pol campaign. The spurious signals
were removed from the W-Band spectra by using the edges from
the Ka-Band spectra. The same technique was also applied to the X-
Band spectra dataset collected during TRIPEx-Pol campaign to remove
noise spikes that were not removed by the radar software. Besides the
filtering application, the long term statistics of the spectra edges was
introduced by the first time as an additional source of information of
particles fall velocities.

The initial statistical analyses from triple-frequency observations of
the ice part of the clouds, collected during the TIRPEx campaign, re-
vealed that the DWR-KaW enhances in the DGZ whiled the DWR-XKa
enhances close to the ML top coinciding with the regions were aggre-
gation is most favourable. The results from the TRIPEx campaign also
indicated that, in both temperature regions, there are scenarios where
aggregation is particularly intense. Those scenarios are indicated by
the broadening of the distribution of DWRs in both temperature re-
gions. In the DGZ (-20 > T > -10 oC) the DWR-KaW values range
between 0 and 8 dB and below the DGZ (-10 > T > 0 oC) towards ML
top the DWR-XKa values range between 0 and 15 dB.

The combination of the data collected during TRIPEx and TRIPEx-
Pol campaigns provided the longest quality-controlled triple-frequency
dataset (⇡ 6 months) allowing to investigate further the conditions that
may contribute for intensifying aggregation in the DGZ and close to
ML top. For this investigation, the statistical information of the radar
moments (Ze, MDV, DWRs) and spectra edges was stratified by the
atmospheric temperature provide by Cloudnet. The vertical profiles
of this new dataset were then classified according to the increasing
of the maximum DWR from each temperature region; the maximum
DWR was used as an indicator of the mean maximum sizes of the
ice particles. Since the DWR-KaW and DWR-XKa are sensitive to the
particle growth at different stages, the classification in the DGZ was
made using five classes of maximum DWR-KaW and the classification
close to the ML top was made using five classes of maximum DWR-
XKa.

The statistical results from vertical profiles classified according to
the maximum DWR-KaW in the DGZ revealed three main findings.
First, the intensification of aggregation in the DGZ correlates with
the increase of particle sizes starting around -30 oC, which is indi-
cated by the increase of DWR-KaW gradient (0.01 - 0.1 dB/oC) with
increasing mDWR-KaW classes. In contrast, the classification of the
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DWR-XKa profiles did not show a similar signature suggesting that
those particles were not large enough to enhance the DWR-XKa (D0

< 3 mm). This initial growth of particles was also confirmed by the
increased MDV and the fast spectra edges. Both quantities show an
increasing trend for their gradient (MDV: from -0.02 to -0.03 m

s oC ,
fast edges: from -0.024 up to -0.046 m

s oC ), starting around -30 oC,
that correlates with the increasing mDWR-KaW class. The second
finding is a correlation between the increase of the mean particles
sizes with increasing mDWR-KaW classes and the location of the -15

isotherm. The vertical gradients of DWR-KaW (0.13 - 0.85 dB/oC) and
DWR-XKa (0.06 - 0.6 dB/oC) increase in this region suggesting an
intensification of aggregation in the DGZ. Finally, the third result is
that the growth of aggregates within DGZ correlates with the intensifi-
cation of a slowdown (0.1-0.3 m/s) of the ice particles fall speed within
DGZ. This is shown by the classified MDV and spectra edges profiles.
The statistical analysis of the slow edge profiles suggested that this
slowdown is likely to be the result of an updraft. This hypothesis is
supported by positive DV of the slow edges, which reaches up to 0.3
m/s. The occurrence of an updraft in the DGZ would increase the
supersaturation leading to an enhancement of the depositional growth
of dendrite-like crystals and then intensifying aggregation. An updraft
would also increase the time of the particles remaining within DGZ,
favouring additional growth either by deposition or aggregation.

In order to investigate, if the occurrence multimodalities in the DGZ
is connected to the intensification of aggregation, the Ka-Band spectra
dataset was used for creating a time-height map of the multimodal-
ity occurrence. By restricting the multimodality map to the DGZ it
was possible to classify the maximum DWR-KaW values within DGZ
according to the occurrence of multimodalities. The results from this
classification indicated that the probability of maximum DWR-KaW >
2 dB to happen in a multi-peak scenario is approximately 25% higher
than in a single-peak scenario, suggesting that the multi-peak scenario
could also contribute to enhancing aggregation in the DGZ. However,
the origin of this additional spectral mode remains not well under-
stood. One possibility is the nucleation of new ice crystal by primary
ice formation which is favoured in the DGZ. Another possibility is
that the new mode of ice particles results from the secondary ice
formation. In order to better understand the origin of this additional
mode and its role on the intensification of aggregation, it is suggested
to use lagrangian models (e.g. McSnow) to simulate aggregation with
active SIP under different supersaturation scenarios. In-situ and radar
observations could be used as an additional constraint in a dedicated
observational campaign.

The statistical analyses of the radar observation classified according
to maximum DWR-XKa in regions below the DGZ suggested that
an increase of snowflake sizes close to the ML top correlates with
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an increase in particles sizes starting around -15 oC. Close to ML
top, the median DWR-XKa reached values up to 8 dB suggesting that
the median volume diameter of those particles is larger than 10 mm.
In contrast, the statistics from the classification using the maximum
DWR-KaW in the DGZ suggests that the sizes of the large particles can
decrease towards the ML top. Those results, combined, indicate that
the presence of large aggregates in the DGZ favour the formation of
even larger aggregates close ML top, but this condition is not sufficient
to guarantee the presence of even larger aggregates close to ML top.
The reduction of aggregate sizes could result from fragmentation,
sublimation or because the particles were driven away by advection
from the horizontal wind.

The statistical result combining the DWR-XKa close to ML top with
the retrieved raindrop characteristic sizes (Dm(rain)) indicates that the
two quantities are strongly correlated with an almost linear relation.
Since satellite-based radar observations are affected by attenuation in
regions below the ML, this linear relation could be used to estimate
Dm(rain) from satellite-based dual-frequency observations above the
ML height.

The observations and the sensitivity study using snowflakes with
different amount of riming suggest that rimed particles are more likely
to form large raindrops when compared with unrimed aggregates.
However, in this study approximately 14% of the radar observed
profiles were identified as rimed snowflakes (MDV-Ka faster than -1.5
m/s) suggesting that an increase in Dm(rain) over JOYCE-CF is likely
resulting from the increase of the size of the aggregates. An additional
study based on the reflectivity flux ratio from regions above and
below the ML indicated that the unrimed aggregates are preferentially
experiencing further aggregation within ML, while the rimed, more
massive, particles are prone to breakup. This breakup experienced
by rimed particles could be a result of hydrodynamic instabilities of
already larger raindrops which can grow beyond the stability limiting
size due to enhanced collision rate. In order to understand further
the role of the riming degree on the microphysical characteristics of
raindrops, a more detailed study combining the results from this thesis
and melting layer models would be beneficial.
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