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ABSTRACT: The physical processes driving the genesis of surface- and subsurface-intensified cyclonic and anticyclonic
eddies originating from the coastal current system of the Mauritanian upwelling region are investigated using a high-resolu-
tion (~1.5 km) configuration of GFDL’s Modular Ocean Model. Estimating an energy budget for the boundary current
reveals a baroclinically unstable state during its intensification phase in boreal summer and which is driving eddy genera-
tion within the near-coastal region. The mean poleward coastal flow’s interaction with the sloping topography induces
enhanced anticyclonic vorticity, with potential vorticity close to zero generated in the bottom boundary layer. Flow separa-
tion at sharp topographic bends intensifies the anticyclonic vorticity, and submesoscale structures of low PV coalesce to
form anticyclonic vortices. A combination of offshore Ekman transport and horizontal advection determined the amount
of South Atlantic Central Water (SACW) in an anticyclonic eddy. A vortex with a relatively dense and low PV core will
form an anticyclonic mode water eddy, which will subduct along isopycnals while propagating offshore and hence be
shielded from surface buoyancy forcing. Less contribution of dense SACW promotes the generation of surface anticyclonic
eddies as the core is composed of a lighter water mass, which causes the eddy to stay closer to the surface and hence be
exposed to surface buoyancy forcing. Simulated cyclonic eddies are formed between the rotational flow of an offshore anti-
cyclonic vortex and a poleward flowing boundary current, with eddy potential energy being the dominant source of eddy
kinetic energy. All three types of eddies play a key role in the exchange between the Mauritanian coastal currents system
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and the adjacent eastern boundary shadow zone region.
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1. Introduction

Oceanic eddies at scales of 10-100 km are ubiquitous in the
ocean (Chelton et al. 2007). The common paradigm of these
features is that they are either cyclonic (CE) or anticyclonic
(ACE), their vertical structures’ characteristic of the first bar-
oclinic mode (McWilliams and Flierl 1976, Wunsch 1997),
where the main thermocline is heaved or depressed, respec-
tively. Additionally, subsurface eddies are not uncommon and
are mostly anticyclonic (McCoy et al. 2020), with the charac-
teristic of a second baroclinic mode, manifested in a doming
and bowling of isopycnal layers around a weakly stratified
core (McWilliams 1985). These subsurface eddies exist in all
oceans, e.g., in the tropical North Atlantic Ocean (Hebert
et al. 1990; Carton et al. 2010; Bashmachnikov et al. 2015) or
the south Indian Ocean (Nauw et al. 2006; Dilmahamod et al.
2018), but most extensively in eastern boundary upwelling
systems (EBUSs; Frenger et al. 2018) such as in the South and
North Pacific (Chaigneau et al. 2011; Pelland et al. 2013;
Thomsen et al. 2016) and North Atlantic (Barcel6-Llull et al.
2017; Karstensen et al. 2015; Schiitte et al. 2016a). Nonlinear
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eddies can trap water masses and transport them with surpris-
ingly little modification over vast distances (Karstensen et al.
2015; Karstensen et al. 2017, Zhang et al. 2014). Eddies are
known to impact the horizontal and vertical distribution of
physical and biogeochemical tracers (McGillicuddy et al.
2007; Chelton et al. 2011b; Dong et al. 2014; Amos et al.
2019).

In certain regions, the eddy confined transport is of similar
order of magnitude as that of the large-scale wind- and ther-
mohaline-driven circulation (Zhang et al. 2014), especially in
EBUSs that are characterized by a rather weak mean circula-
tion. For the southeast Pacific Ocean, both cyclonic and anti-
cyclonic vortices have been found to trap and transport
coastal waters offshore into the subtropical gyre (Chaigneau
et al. 2011; Holte et al. 2013). For the northeast Atlantic, stud-
ies showed that eddies contribute much to the along-isopycnal
stirring of tracers (Brandt et al. 2015; Hahn et al. 2014;
Stramma et al. 2010). Also, they have been found to induce a
reduction of net primary productivity (NPP) in EBUSs by
subducting nutrients along isopycnal surfaces that eventually
plunge below the euphotic layer toward the open ocean
(Gruber et al. 2011; Renault et al. 2016). Second or even
higher vertical mode eddies have the ability to transport sub-
surface anomalies. Since the anomalies are largely shielded
from surface buoyancy forcing, they gradually get more
extreme with increasing distance from their formation region.
Prominent examples of second- and higher-order vertical mode
eddies are “Meddies,” “Cuddies,” and “Puddies,” which
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originate from the Mediterranean outflow in the North Atlantic
(Armi and Zenk 1984), from the California Undercurrent in the
North Pacific (Garfield et al. 1999), and the Peru—Chile Under-
current in the South Pacific (Hormazabal et al. 2013), respec-
tively. For all the regions, the westward transport of heat, salt,
oxygen, or nutrients anomalies have been reported (Combes
et al. 2013; Frenger et al. 2018; Hormazabal et al. 2013; Lukas
and Santiago-Mandujano 2001). The local submesoscale dynam-
ics associated with mesoscale eddies (e.g., Lévy et al. 2012) can
be a driver of local extremes that are not traceable to regional
or large-scale tracer cycling (Altabet et al. 2012; Arévalo-
Martinez et al. 2016; Christiansen et al. 2018; Ellwood et al.
2020; Grundle et al. 2017; Karstensen et al. 2015, 2017; Loscher
et al. 2015), emphasizing the need for a correct representation
of eddy generation and eddy dynamics in ocean modeling (e.g.,
Uchida et al. 2020).

In EBUSs, the prevailing physical mechanisms are that oce-
anic eddies are formed through the instabilities of the mean
flow (Liang et al. 2012; Pantoja et al. 2012), with the transfer
of mean kinetic to eddy kinetic energy (horizontal Reynolds
stress; barotropic instability) and available potential to eddy
kinetic energy (vertical fluxes of buoyancy; baroclinic instabil-
ity). This transfer of energy can be mainly triggered by wind
perturbations (Pares-Sierra et al. 1993), large-scale circula-
tion, and interactions with bottom topography (McWilliams
1985; D’Asaro 1988; Kurian et al. 2011) or poleward-propa-
gating coastal trapped waves (Zamudio et al. 2007). Apart
from baroclinic/barotropic instabilities, the interaction of the
boundary current system with sharp topographic bends is also
a customary feature involved in subsurface eddy generation
(Gula et al. 2015; Molemaker et al. 2015; Thomsen et al. 2016;
Contreras et al. 2019). Off the coasts of California and Peru,
the generation processes of subsurface eddies have been asso-
ciated with the mean flow (California Undercurrent and
Peru-Chile Undercurrent) separation owing to the topo-
graphic slopes, hence providing the right conditions for anti-
cyclonic vorticity and formation of low potential vorticity
water in the bottom boundary layer. The separation of the
undercurrent from the slope excites submesoscale instabil-
ities, which eventually interact and merge to form a larger-
scale eddy (Molemaker et al. 2015; Thomsen et al. 2016; Con-
treras et al. 2019). Gula et al. (2015) found a contribution of
both, horizontal Reynolds stress and vertical eddy fluxes,
toward the source of eddy kinetic energy (EKE) along the
southeastern path of the Gulf Stream.

In the eastern tropical North Atlantic (ETNA), the region
off northwestern Africa (12°-22°N, 15°-26°W) experiences
upwelling-favorable winds from December to April, which
are modulated by the seasonal migration of the intertropical
convergence zone (Mittelstaedt 1983, 1991; Brandt et al.
2015). The seasonality in the winds also influences the oceanic
flow field (Klenz et al. 2018), resulting in a poleward under-
current with surface equatorward coastal jets during the
upwelling season (December—April) and poleward surface
current (upper 250 m) during the relaxation period (May-
July). Eddies that spin off colder and fresher thermocline
water masses of ultimately South Atlantic origin advected
northward with the poleward undercurrent feed into the
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ETNA thermocline region (Jones and Folkard 1970; Pastor
et al. 2008; Glessmer et al. 2009; Pena-Izquierdo et al. 2015).
As a result, a contrasting regime between North Atlantic
Central Water (NACW), formed in the subduction regions of
the North Atlantic subtropical gyre, and the modified South
Atlantic Central Water (SACW) emanating from the Mauri-
tanian upwelling region, is created and is strongest in the
Cape Verde frontal zone (Tomczak 1981; Brandt et al. 2015).
The large-scale impact of the local extremes in second-order
baroclinic mode eddies is, for example, manifested in the cre-
ation of a shallow oxygen minimum at about 80 m in the
ETNA (Schiitte et al. 2016b), distinct from the deeper mini-
mum at about 450 m which is often associated with the core
of the oxygen minimum zone (OMZ; Brandt et al. 2015;
Karstensen et al. 2008).

Eddy occurrence in the ETNA has been studied using satel-
lite-derived sea surface height data and applying different
eddy tracking algorithms (Cardoso et al. 2018; Chaigneau et al.
2009; Chelton et al. 2007; Schiitte et al. 2016a). Using 19 years
(1995-2013) of satellite altimetric data, Schiitte et al. (2016a)
reported on average 150 eddies per year in the ETNA, with
cyclones, anticyclones, and anticyclonic mode water eddies
(ACMESs) occurrences of 52%, 39%, and 9%, respectively.
The study also found that the second-order baroclinic mode
ACMEs contributed largely to the offshore transport of
SACW, with an anomaly of +50% of SACW in their cores,
compared to +30% for CEs, and ACEs consisting of water
masses comparable to their surroundings (Schiitte et al.
2016a). In reference to local eddy confined dynamical pro-
cesses, ACMEs showed respiration rates of at least 10 times
higher than the surrounding waters and are responsible for
strong oxygen drawdown and creation of almost anoxic envi-
ronments (Fiedler et al. 2016; Karstensen et al. 2015). For the
ETNA, eddy generation hotspots were found close to the
coast, associated with the headlands of Cap-Vert (Senegal;
14.75°N) and Cap Timiris (Mauritania; 19.38°N) (Chaigneau
et al. 2009; Schiitte et al. 2016a). Also, a seasonality in eddy-
type-dependent generation was observed, with CEs, ACEs,
and ACMEs shedding off mostly in June, July, and April-
May, respectively (Schiitte et al. 2016a). This observed sea-
sonality was hypothesized to be associated with a seasonal
strengthening and hence more unstable Mauritania Current.
However, little is known about the instability processes that
lead to eddy formation in the ETNA. One case study associ-
ated the generation of a submesoscale cyclonic eddy, at the
Cap-Vert headland, with an intermittent wind burst, which
induced a strengthening of the surface flow, hence leading to
a flow separation (Alpers et al. 2013).

The aim of the paper is to investigate the dynamical condi-
tions for the generation of eddies (CEs, ACEs, and ACMEs)
in the near-coastal region of the ETNA using a high-resolu-
tion (~1.5-km horizontal grid size) ocean model. The near-
coastal region is defined as the area between the 50-m isobath
and 1.5° offshore from the 50-m isobath. The paper is orga-
nized as follows: in section 2, the different datasets (model
and observations) are described as well as an eddy tracking
algorithm is introduced. Section 3a evaluates the model’s
capability in realistically resolving the regional dynamical
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features and the eddy structures for the ETNA region. In
section 3b, the seasonal variability of eddy genesis is assessed.
Particular attention is paid to the vorticity fluxes during the
generation of negative vorticity (ACEs and ACME:s) and pos-
itive vorticity (CEs). Finally, the results are summarized in
section 4.

2. Data and methods
a. Modular Ocean Model

Our model configuration is based on the Geophysical Fluid
Dynamics Laboratory (GFDL) Modular Ocean Model
(MOM), version MOM4p1 (Griffies et al. 2009), which is a
free-surface ocean general circulation model discretizing the
ocean’s hydrostatic primitive equations on a fixed Eulerian
grid. The model domain covers most of the subtropical gyre
in the North Atlantic (15.5°-60°W, 6.25°-38.5°N). The bound-
aries are solid walls and there are no horizontal boundary
conditions such as restoring. The meridional and zonal resolu-
tions are a function of longitude and latitude, respectively.
Within the Mauritanian upwelling region (15.5°-20°W,
14°-22°N), the horizontal resolution increases up to values
between 1.4 and 1.7 km. This suggests that the model configu-
ration fully resolves the generic processes with spatial scales
corresponding to the first baroclinic Rossby radius of defor-
mation (~40-60 km). Such a telescoping spatial grid was used
earlier, e.g., in the MOM Southern Ocean (MOMSO) setup
(Dietze et al. 2020). The vertical discretization comprises
75 levels on a pressure-based coordinate, the “pstar” (p*)
coordinate system. These 75 levels are spaced at 10-m inter-
vals in the first 600 m, increasing to a (capped) maximum of
1500 m over the whole domain. The horizontal discretization
is an Arakawa B-grid, comprising of 1427 X 1159 tracer grid
points.

The underlying bathymetry is derived from the Earth
topography five-minute grid (ETOPOS5) and is interpolated
onto the Arakawa B-grid using a bilinear scheme. It is then
smoothed with a filter similar to the Shapiro filter (Shapiro
1970). The model is initiated from rest with temperature and
salinity data from the World Ocean Atlas 2009 (Antonov et al.
2010; Locarnini et al. 2010). The atmospheric forcing is clima-
tological: Corrected Normal Year Forcing (COREv2; Large
and Yeager 2004) featuring an annual cycle of all the data
needed to force an oceanic model and can be applied repeat-
edly for many years (Griffies et al. 2009; Large and Yeager
2009). The simulation’s outputs are averaged daily over three
climatological years. Outputs from the first year, the spinup
period, are discarded. Analyses presented in this study refer to
subsequent nominal years two and three. Note that because of
computational cost, the spinup is short compared to regional
(smaller than gyre scale with open boundaries) configurations
such as presented by Marchesiello et al. (2003), Capet et al.
(2004), Kurian et al. (2011), and Colas et al. (2013). On the
upside, this ensures that our thermocline conditions remain
close to observed initial conditions (because model drift is per-
mitted less time to manifest itself). On the downside, this raises
the question if our simulation is sufficiently equilibrated. As
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for the latter, we argue that for our region of interest, the
strong seasonality in the dynamics of the system challenges the
concept of equilibration. Or, in other words, we prioritize stay-
ing close to observed initial conditions over ensuring equilibra-
tion to a potentially biased state.

In terms of subgrid-scale parameterization, we apply the
k-profile parameterization approach of Large et al. (1994)
with a critical bulk Richardson number of 0.3, and a constant
vertical background diffusivity and viscosity of 107> m? s~ .
These background values are also employed below the sur-
face mixed layer throughout the water column. Both parame-
terizations of the nonlocal and the double diffusive (vertical)
scalar tracer fluxes are applied. We apply a state-dependent
horizontal Smagorinsky viscosity scheme (Smagorinsky 1963,
1993; Griffies and Hallberg 2000) to keep friction at the mini-
mal level necessitated by numerical stability. The scale of the
Smagorinsky isotropic viscosity is set to 0.01, and we do not
apply any explicit horizontal diffusivity.

1) RATIONALE FOR OUR CONFIGURATION

To date, we cannot afford to run a decade-long spinup with
a global submesoscale-resolving general ocean circulation
model. As the small-scale variability is central to our research
question, we are left with the options to shorten the spinup
(to less than the typical decades) or to confine the model
domain regionally by introducing boundary conditions, or
both. The effects of initial conditions and boundary conditions
are related to the length of the model integration. The longer
the integration, the stronger the effect of the boundary condi-
tions and the weaker the effect of the initial conditions. Both
the initial and boundary conditions are potentially introducing
spurious model behavior, since they may be inconsistent with
the internal dynamics resolved during integration. In our
experience, issues with boundary conditions can be especially
cumbersome and lead to unrealistic water mass conversion
rates in the model domain.

In this study, we take a pragmatic approach, keeping
computational costs down to feasible levels. This comes at
the cost of some (implicit) assumptions. Confining our
model domain to 1500-m water depth reduces the baro-
tropic time step and associated computational burden. By
doing so, we assume that the deep circulation has only a
minor effect on the near-surface processes, which are our
main interest. Additionally, the model domain covers most
of the subtropical gyre in the North Atlantic and since the
gyre time scale is on the order of decades, the effect of ini-
tial conditions prevails over the effect of boundary condi-
tions on time scales on the order of years, which is all that
we can afford with the available computational resources.
Hence, the quality of our simulation is closely tied to the
quality of our initial conditions (and forcing at the air-sea
interface). This poses a problem because the high variabil-
ity in the regions of interest would call for an especially
highly resolved observational database in order to derive
dynamically consistent initial conditions, which does not
exist. Here, we take again a pragmatic approach and use cli-
matological temperature and salinity only. Initial velocities
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are set to zero. We find that after the spinup period, the
simulated seasonal variability in surface properties exceeds
the interannual differences, and further, that the simulated
eddy kinetic energy exceeds altimetric observations. Note,
however, that our simulation is not representative of an
equilibrated climatology but rather, provides a model-aided
extrapolation of climatological initial conditions to an
instance of dynamical conditions off Mauritania.

b. Observational datasets
1) HYDROGRAPHIC DATA

We use data composed of hydrography and currents (vessel
mounted acoustic Doppler current profiler; vmADCP) from
nine research cruises, performed in the ETNA between
March 2005 and August 2016, for comparison with model
data at the 18°N zonal transect. See Klenz et al. (2018) for a
complete description of the cruises and access to the data.
Here we focus on two mean time periods to describe the sea-
sonal variability of hydrography and the Mauritania Current,
namely, the upwelling (December—April) and relaxation
(May-July) seasons.

2) SATELLITE DATA

Absolute surface geostrophic velocities were obtained from
the Copernicus Marine and Environment Monitoring Service
(CMEMS; http://marine.copernicus.eu). These are merged
products from multiple altimeters (Ducet et al. 2000), and
data from the observation period (2005-16) at 0.25° horizon-
tal grid resolution were acquired to supplement the vmADCP
data in the surface layer.

Optimally interpolated sea surface temperature (SST) daily
maps of merged through-cloud microwave data at high spatial
resolution and mostly near-coastal capability of infrared SST
data were provided by the Remote Sensing Systems website
(http://www.remss.com) at a 9-km horizontal resolution.

c¢. Eddy detection and tracking algorithm

The angular momentum eddy detection and tracking algo-
rithm (AMEDA,; Le Vu et al. 2018) is used to track simulated
eddies in order to determine eddy genesis locations and their
propagation paths. The algorithm has been used for global
(e.g., de Marez et al. 2020) and regional studies including the
ETNA (Cardoso et al. 2018). AMEDA is applied here to the
spatially filtered (25-point boxcar filter) 100-m depth model
velocity fields and that allow the identification of both sur-
face- and subsurface-intensified eddies, while suppressing
smaller-scale features. The algorithm starts with identifying
the eddy center by seeking an extremum in the local normal-
ized angular momentum (LNAM), a dynamical parameter
with maxima at eddy centers (+1 for cyclonic and —1 for anti-
cyclonic), which is independent of eddy intensity (Mkhinini
et al. 2014). The streamlines associated with the velocity
fields, around the LNAM maxima, are then computed. The
mean velocity (V) and radius (R) for each streamline are eval-
uated, with an increasing azimuthal speed toward the eddy
perimeter until maximum speed is reached (Vi,ax). The corre-
sponding radius is Rp,ax, also known as speed radius (Chelton
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et al. 2011a; Laxenaire et al. 2018; Le Vu et al. 2018). The azi-
muthal speed then decreases down to the last detected veloc-
ity streamline. Next, the algorithm tracks each individual
eddy, based on the combination of a global cost function and
a modified version of the “local nearest-neighbor” search,
which links each detected eddy e; at time step ¢ with the near-
est eddy e; of similar sign at time step ¢ — dt, within a given
search area. This search area relies on both the theoretical
distance an eddy can travel during the period df and the maxi-
mum propagation speed of e, set at 6.5 km day . Finally,
events of merging and splitting of eddies are identified.
A merging event occurs when two individual eddies are
encompassed by a closed streamline (shared contour) and one
of the two eddy trajectories end after their interaction period.
A splitting event happens when a closed contour splits into
two smaller closed contours and only one trajectory was pre-
sent before the interaction period.

Because we were interested not only in polarity (either as
cyclonic or anticyclonic) but also in eddy vertical mode struc-
ture and stratification to distinguish between ACEs and
ACMEs (Chaigneau et al. 2011; Pelland et al. 2013; Schiitte
et al. 2016a), further analysis on the eddies identified with
AMEDA were required. Our additional analysis on anticy-
clonic vortices considered Ertel’s potential vorticity and the
percentage content of SACW within the vortex. The Ertel’s
potential vorticity is defined as

PV = ({+ fz) X Vb, 1)

where { = V X u is the relative vorticity, z is the vertical unit
vector, u = (u, v, w) is the velocity vector with components in
the zonal, meridional, and vertical axes; and b = —gp/py,
where b, f, g, p, and p, are the buoyancy, Coriolis parameter,
gravitational speed, density, and a reference density (1025 kg
m ), respectively.

To quantify the water mass content in eddies, we perform a
simple water mass analysis accounting for endmember mixing
along isopycnals (e.g., Klenz et al. 2018). End-members are
chosen from the model’s temperature and salinity profile data
in the Mauritanian upwelling region (20°-15.5°W, 15°-21°N).
The two extremes along isopycnals (fresh and cold versus
warm and saline) are associated with the dominant regional
water masses, namely, SACW and NACW. Anticyclonic vorti-
ces with low PV cores (defined here as less than 5 X 10710 57%)
and a SACW content higher than 50% are qualified as being
ACMEs and all others as ACEs.

3. Results and discussion
a. Model evaluation
1) MAURITANIAN UPWELLING REGION CIRCULATION

The seasonal migration of the intertropical convergence
zone determines the upwelling-favorable winds in the region
(e.g., Brandt et al. 2015; Klenz et al. 2018), with the main
upwelling season lasting from January to March. During that
period, a coastal equatorward flow at the surface prevails from
17° to 22°N, a feature which is reasonably well captured in the
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FIG. 1. Mean observed sea surface temperature (°C), superim-
posed with surface geostrophic velocities (ms™ ') from AVISO dur-
ing (a) upwelling (January-March) and (c) relaxation (May-
July) seasons. (b),(d) As in (a) and (c), but from the model outputs.
The white contours indicate the 50- and 1000-m isobaths. The red
line in (b) indicates the zonal transect of the sections in Fig. 2. The
white dotted line in (b) and (d) designates the near-coastal region,
identified as 1.5° from the 50-m isobath.

simulation (Figs. 1a,b). Between 15° and 17°N, a continued
equatorward flow is present in the model whereas observations
indicate the existence of a poleward flow and linked to a closed
circulation cell centered at 16.5°N, 18°W. During the relaxation
period (May—July), when the trade winds weaken, a poleward
surface current, the Mauritania Current (MC), is evident in
observations and model data alike (Figs. 1c,d). The MC is pre-
dominantly driven by the cross-shore wind structure (Munk
1950) and as such flows against the equatorward winds (Klenz
et al. 2018). As for the surface flow, the model also retraces
most the SST variability during both the upwelling (RMSE =
0.75°C, bias = 0.66°C) and relaxation (RMSE = 0.73°C, bias =
—0.01°C) periods.

Comparing observations and model hydrography and flow
along a section at 18°N (Fig. 2), we find good agreement during
the upwelling (salinity: RMSE = 0.1 psu and bias = —0.05 psu;
temperature: RMSE = 1.2°C and bias = 0.36°C) and the relaxa-
tion (salinity: RMSE = 0.11 psu and bias = —0.02 psu;
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temperature: RMSE = 0.88°C and bias = 0.03°C) periods. In
regard to the upwelling season, the model reproduces the main
vertical features along 18°N, with a decreasing surface salinity
from offshore toward the onshore (Figs. 2a,b). Lower tempera-
ture is observed close to the shelf, indicative of the active wind-
driven upwelling, although the 20°C isotherm outcrops closer to
the coast in the model (Fig. 2a) compared to observations (Fig.
2a). However, the depths of the 26.3 and 26.8 kg m ™~ isopycnals
are well represented in the model. Throughout the relaxation
period (Figs. 2c,d), the model overestimates the offshore surface
salinity (0-100 m), possibly due to the local recirculation
observed at 18°N, 18°W (Fig. 1d), which could contribute to an
input of excess NACW. Nonetheless, an intrusion of fresher
waters is perceived in the simulated upper Central Water
(uCW; 25.8-26.8 kg m ), analogous to observations. The
model also represented fairly well the input of lower salinity
waters close to the coast during the upwelling season, compared
to the relaxation one.

Interestingly, the two cores of the observed poleward
undercurrent during the upwelling season are well captured
by the model, although these are shifted ~0.2°E longitudinally
and slightly deeper in the model (Figs. 2e,f) relative to the
observations. Comparable to observations, a near-surface
equatorward flow can be noted on the shelf, although it is
slightly expanded and stronger. The relative strength of this
surface jet as well as the poleward undercurrent depends on
the intensity of the wind stress and wind stress curl, as pro-
posed by theoretical and modeling studies (Capet et al. 2004;
McCreary et al. 1987). Throughout the relaxation season, the
seasonal intensification of wind stress curl induces a surface-
intensified poleward flow, with the equatorward surface jet
vanishing. This poleward flow is correctly resolved in the sim-
ulation, with a slight underestimation of its strength (Fig.
2g.,h). Associated to this flow is a rapid warming of near
coastal SSTs, as perceived by the isotherms in Figs. 1c and 1d.
A common characteristic of EBUS is the presence of an equa-
torward current below the poleward current (Chaigneau et al.
2013; Tchipalanga et al. 2018), which is also present in the
Mauritanian upwelling region (Klenz et al. 2018) and repro-
duced by the simulation. Overall, we conclude a good agree-
ment in regional dynamical and hydrographic features in the
observational and the model data, which provide confidence
for subsequent process analysis using the model outputs.

2) EDDY VERTICAL STRUCTURES AND MEAN PROPERTIES

To assess the model’s capability in reproducing the vertical
structures of eddies in the Mauritanian upwelling region,
we analyzed exemplary eddies of each type (CE, ACE, and
ACME) and compared them with observations (Schiitte et al.
2016a). The ability of the eddies to trap specific water
mass anomalies is estimated by computing the potential tem-
perature and salinity anomalies in reference to monthly mean
profiles located 120 km to the east and west of the eddy cen-
ters (similar to Schiitte et al. 2016a). The reference profiles
are taken on the same latitude as the eddy center to account
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observations and (right) model, during upwelling and relaxation periods. White contours in
(a)—(d) represent mean temperature (°C), and black contours show isopycnals (kg m ™).

for the regional meridional temperature-salinity (7-S)
gradients.

The CE shows a rather barotropic structure with a clear sig-
nature of rotation down to about 1500 m (only up to 500 m is
shown here). The core contains cold and fresher water mass
anomalies (Figs. 3b,c), due to the ability of CEs in trapping,
on average, +16% (+30% in their cores) anomaly of SACW
compared to their surroundings (Schiitte et al. 2016a). The
vertical upward displacements of isopycnals also indicate pos-
sible intrusions of colder and fresher water mass within the
CE. However, positive surface salinity anomaly is seen in the
simulated CE, possibly associated with the offshore presence
of NACW. ACEs were reported to host water mass of
NACW attributes in their cores (Schiitte et al. 2016a), hence
the positive temperature and salinity anomalies observed
(Figs. 3g,h). The ACE has a baroclinic velocity structure with
highest velocities at about 150200 m (Fig. 3i), coinciding with
a maximum in 7/S anomalies. The ACME shows a baroclinic

velocity structure also manifested in the associated tilting of
isopycnals. Low stratification is centered at 26.55 kg m > and
isopycnals bending upward for lighter water (26.5 kg m™>
shoals to ~75 m) and downward for denser water (26.6 kg m >
deepens to ~215 m (Fig. 30). ACME and CE exhibit similar
water mass signature in their cores, but with the maximum
absolute anomaly being twice as large in ACME. This contrast
can be due to ACME hosting local water mass anomalies
along isopycnals, and not perturbed by vertical disturbances of
the density fields as it is the case for the CE.

The maximum temperature anomaly is —2.20°C at 107 m
for the CE and 4.07°C at 96 m for the ACE, whereas the
maximum salinity anomaly is —0.48 psu at 107 m for the CE
and 0.30 psu at 177 m for the ACE, both comparing well
with observations in respect to magnitude and depth
(Schiitte et al. 2016a). The nonlinearity parameter « is a
measure for coherence and relates the maximum rotational
velocity to the translation speed (e.g., Chelton et al. 2011a).
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lis parameter with mean potential density as black contours, for each eddy types [black zonal transect in (a), (f), and (k)]. The anomalies
are calculated in reference to mean monthly profiles 120 km to the east and west of the eddy center.

For the ACME core, an « of 4.3 is found at 140-m depth
where the maximum rotational speed is located and is indic-
ative for an isolated core (Fig. 3n). The model ACME « is
comparable to those reported for the oxygen-depleted
ACME (~6.5-11 at depth of low-O, core) in the region
(Karstensen et al. 2017).

Further, we assessed the occurrences for the three differ-
ent types of eddies (Table 1). Because of the high resolution
of the model, small (<20 km) and short lived (<1 week)

eddies were also generated but were ignored in the statis-
tics. In total 84 eddies were identified in the two years of
simulation, with CEs, ACEs, and ACMEs accounting for
51%, 25%, and 24% of the total number, respectively.
From satellite data, Schiitte et al. (2016a) reported 52% CE,
39% ACE, and 9% ACME. However, because of their sec-
ond baroclinic mode structure, the ACMEs are expected to
show only a weak signature in sea level anomaly (Li et al.
2017) and thus may explain the lower number as derived
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TABLE 1. Mean properties of cyclonic, anticyclonic and anticyclonic mode water eddies (*standard deviation), with a minimum
lifetime of 1 week and with radius > 20 km, detected in the domain of interest (15.5°-22°W, 14°-22°N), and in the near-coastal

region (within 1.5° to the 50-m isobath; shown in italics).

Cyclones Aanticyclones Aanticyclonic mode water
Number of eddies detected 43 21 20
12 9 17
Average lifetime (days) 77.1 = 68.2 89.9 = 80.6 85.7 = 59.9
71.8 = 66.9 78.1 = 67.5 91.8 £ 61.4
Average radius (km) 40.5 = 104 34.0 = 134 31.6 = 132
382 = 11.9 272 =73 29.1 = 11.8

from observational data. Our analysis also showed that
within the near-coastal region, more ACME:s are identified
compared to CEs and ACEs, hence providing an indication
that ACME formation might be related to a near-coastal
process, possibly instabilities of the boundary current
resulting from interactions with the local topography.

We found a longer lifetime of the simulated eddies com-
pared with studies based on observational data (Schiitte
et al. 2016a). Simulated ACEs outlive ACMEs and CEs,
with a mean lifetime of ~90 days, compared to ~86 days for
ACMEs and ~77 days for CEs, respectively. In observa-
tions, ACEs have been shown to outlive CEs, as they tend
to be more robust and prone to merge with other ACEs,
while CEs manifest a higher tendency to self-destruction
(Cushman-Roisin and Tang 1990; Chaigneau et al. 2009;
Chelton et al. 2011a). Furthermore, ACME cores are isolated
from surface processes by the strong stratification at the base
of the mixed layer, and hence may be mostly shielded from
surface buoyancy fluxes. It should be noted that ACMEs gen-
erated in the near-coastal region survive longer in comparison
to ACEs and CEs. As expected from the degradation on eddy
characteristics through the sampling and interpolation proce-
dures (Amores et al. 2018), the average simulated eddy radius
is much smaller scale (35.4 = 12.3 km), compared to eddies
identified from satellite altimetry data (56 + 12 km; Schiitte
et al. (2016a)).

b. Eddy generation
1)RE(HONALANDSEASONALVARD“HUTY

Before investigating the dynamical processes that govern
the eddy generation, we analyzed the temporal and spatial var-
iability of eddy generation. The location of eddy generation is
identified by counting in 1° X 1° boxes the initial detection of
each eddy. Hotspots of eddy generation close to the coast,
namely, near Cap-Vert (14.75°N), slightly north of Saint-Louis
(~17°N), Cap Timiris (19.38°N), and Cap Blanc (20.76°N), and
in the Cabo Verde region (around 16°N, 22°W) are found
(Fig. 4a). These hotspots are in agreement with those reported
based on observational data (Schiitte et al. 2016a; Cardoso
et al. 2018). Coastal regions, especially within an upwelling sys-
tem, are prone to mesoscale variability (Chelton et al. 2011a;
Frenger et al. 2018). The hotspot in the Cabo Verde region,
which is not the subject of this study, has been found to be
linked to the incoming background eddies and atmospheric

effects, namely, wind-work within island wakes (Cardoso et al.
2018).

Cyclones are more evenly generated over the whole region,
with hotspots near Cap-Vert, Cap Timiris, and the Cabo
Verde region (Fig. 4b). Anticyclones have preferred genera-
tion location slightly north of Saint-Louis and toward Cap
Blanc region (Fig. 4c). The main generation locations of
ACME:s are concentrated close to the coast (Table 1) but
with a maximum off Saint-Louis and Cap Blanc (Fig. 4d).
This coastal maximum provides a further indicator that
coastal processes may be the main generation mechanism for
ACMEs.

The monthly latitudinal variability of anticyclonic eddy gen-
esis inshore of 19°W shows a pronounced seasonality with a
peak during boreal summer (June-August; Figs. 4g,h). ACE
generation peaks in August (Fig. 4g), compared to June for
ACME:s (Fig. 4h). The near-surface Mauritania Current is
particularly strong (Lazaro et al. 2005; Klenz et al. 2018) dur-
ing that period, suggesting that dynamic instabilities of the
boundary current are a key generation mechanism for these
eddies. The peak generation of cyclonic eddies occurs in
April and December (Fig. 4f). The seasonality of CE genera-
tion is at odds with observational evidence presented by
Schiitte et al. (2016a), who proposed a summertime peak in
CE generation. As a cautionary note in respect to the Schiitte
et al. (2016a) study, there are known shortcomings in terms
of reliability of satellite altimetry products in coastal areas
(Vignudelli et al. 2011) and for eddy characterization
(Amores et al. 2018). However, our statistics have to be con-
sidered with caution also since they are based on two years
of model data only, and hence may be obscured by interan-
nual variability.

2) ENERGY AND STABILITY OF THE BOUNDARY
CURRENT

The local topography has been found, in earlier studies, to
play a key role in instability processes by indirectly altering
the stability properties of boundary currents as the Maurita-
nia Current (Rged 1980; Gula et al. 2015; Molemaker et al.
2015). Moreover, nonlinear interactions between the mean
flow and eddies also provide an important mechanism that
influences the strength, structure, and stability of the mean
current (Gula et al. 2015).

To understand the instability processes that generate
eddies in the Mauritanian upwelling region, we analyzed
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the seasonal variability of the sources of eddy energy from
the model data. For the analysis, we separated variables
(A) into a monthly mean (A) from the 2-yr model dataset
and a fluctuation (A”) with relative to that mean. The sour-
ces of eddy energy are the terms associated to the transfer
of mean kinetic and potential energy between the mean
and eddy flows, also known as barotropic and baroclinic

instabilities. The conversion of mean kinetic energy (MKE)
to eddy kinetic energy (EKE) can be divided into contribu-
tions from the horizontal (HRS) and vertical (VRS) Rey-
nolds stresses (Gula et al. 2015), written as K,,, K, = HRS +
VRS where

ou ou — 0V

HRS= —u?"— —wv"— -2 —uwv"—, (2
ax y ay 0x
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represents the product of horizontal mean shear and horizon-
tal Reynolds stress, and
ou —— v

—ww S —yw 3)
[i¥4 0z

VRS =

arises from the vertical shear of the mean flow and vertical
Reynolds stress. The eddy potential energy (EPE) to EKE
conversion is the vertical eddy buoyancy flux

P.K,=wb, (4)

where b is the buoyancy anomaly relative to the local aver-
age. From scaling analysis (not shown here), it becomes
clear that VRS is one order of magnitude smaller than HRS
and P.K,, and as such is neglected in the analysis. For the
analysis, HRS and P.K, are integrated over the region with
water depth between 50 and 300 m, corresponding to the
interaction zone between the Mauritania Current and the
slope (Figs. 2f,h) and avoiding transient processes in the sur-
face mixed layer (integration in the 100-300-m depth range
did not show any significant spatial differences).

A positive barotropic instability (HRS) arises from large
horizontal gradients of velocity, hence a transfer of energy
from the mean flow to the mesoscale eddy kinetic energy.
On the other hand, baroclinic instability (P.K,) emerges
from large horizontal density gradients which create strong
vertical gradients of the horizontal velocities through the
thermal wind relation. The flow is unstable and lateral
exchange of properties occurs to reduce the horizontal gra-
dients of density, essentially through transferring energy
from available potential energy reservoir to eddy kinetic
energy (Marchesiello et al. 2003; Gula et al. 2015).

During the relaxation period (boreal summer), along-
shore winds are weakened but wind stress curl intensifies,
inducing a strengthening of the poleward flowing Maurita-
nia Current. The coastal current starts to increase from
May at 16°N and reaches its maximum between the latitu-
dinal range of 16.3°~17.2°N (near Saint-Louis) in August
(Fig. 5a). A reduced speed is then observed downstream of
17.2°N, coinciding with topographic curvatures (see iso-
baths in Fig. 6), hence forcing the current to meander
offshore.

In general, the baroclinic conversion (P.K,; Fig. 5c)
exhibits a larger amplitude in parallel to the barotropic one
(HRS; Fig. 5b), both linked to an intensification of the Mau-
ritania Current in boreal summer. The signature in the
energy terms gives insight into the importance of baroclinic-
ity in the system and hence, the primary eddy generation
mechanism can be linked to the baroclinic instabilities of
the alongshore current. This is analogous to eddy genera-
tion in the California Current System, where baroclinic insta-
bility induced by alongshore currents have been shown to be
the dominant mechanism for eddy genesis (Marchesiello et al.
2003). However, both the HRS and P.K, undergo alongshore
variations that can be explained by the topographic effect on
the energy conversion terms. The flow pressing against the
slope induces an increased shear due to inertia effects and
topographic curvatures (Gula et al. 2015). The transfer of
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energy from the transient wind to eddy kinetic energy [F.K,;
F.K,= (1/p0)(m +v’7T;)] was also considered but not
shown, as its magnitude is smaller than the sum of HRS and
P.K,, which indicates the predominance of instabilities gener-
ated from the boundary current toward eddy generation.

Positive fluxes of P.K, arise downstream of strongest sig-
nature in the Mauritania Current speed (Figs. 5a,c), indicat-
ing an overshooting and destabilization of the boundary
current leading to enhanced instabilities. The positive P.K,
patches coincide with sharp topographic changes along the
boundary, with sharp curvatures of the 500- and 1000-m iso-
baths at around 14.9°, 17.2°, and 19.8°N (see isobaths in
Fig. 6). These positive fluxes are followed by negative
patches, as observed at 15°-17°N, 17°-19.5°N, and
20°-21.5°N (Fig. 5c), where the flux of energy is toward the
eddy potential. In boreal summer, a strongest Mauritania
Current along the 17.2°N topographic bend result in the
strongest positive signature of P.K, downstream. Most
cyclonic/anticyclonic vorticity structures are generated at
this latitudinal band (Figs. 4a,e), with some of them devel-
oping into eddies straightaway while others propagate pole-
ward with the boundary current before evolving and
detected as eddies by the eddy tracking algorithm.

3) CONNECTING ENERGY BUDGET AND EDDY GENERA-
TION HOTSPOTS: SELECTED CASES

The link between the energy budget analysis and eddy
generation is assessed in this section, as well as the genera-
tion mechanisms for a selected case of ACME, ACE, and
CE. The annual mean spatial variability of both HRS and
P.K, exhibits large alongshore variations along the coast
(Fig. 6), because of the mean flow constantly pressing
against the slope or detaching from it at topographic curva-
tures (Gula et al. 2015). The sharp topographic bend at
20°N results in enhanced horizontal shear instabilities (Figs.
6a—c). Thus, a hotspot of eddy generation exists down-
stream of this 20°N topographic variation (Figs. 4a-d and
Fig. 6), indicating the possible importance of transfer of
mean kinetic energy toward eddy kinetic energy.

The baroclinic conversion term displays a patch of posi-
tive signal at 18°N, from the slope until at least the 1.5°
from the 50-m isobath line (near-coastal region) (Figs.
6d-f). As reported in the previous section, this patch is asso-
ciated with the destabilization of the mean current at the
critical orographic curvature at 17.2°N, with the offshore
extension of the patch corresponding to the overshooting of
the current (Fig. 1d). Eddy generation at topographic varia-
tions has been observed in other EBUS (Molemaker et al.
2015; Thomsen et al. 2016; Contreras et al. 2019) as well as
in the Gulf Stream region (Gula et al. 2015) and in the
Agulhas region (Tedesco et al. 2019). The generation of
ACME:s is mostly confined along the topography (Figs. 6¢,f)
in the Mauritanian upwelling region. This signature is
expected since subsurface eddies are characterized by low
PV waters, and the bottom boundary layer is known to be a
source of low PV (McWilliams 1985; D’Asaro 1988; Mole-
maker et al. 2015), as will be shown further.
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FIG. 5. Hovmoller diagram of monthly latitudinal variability of (a) current speed at 100-m depth and (b) HRS and
(c) P.K, integrated over the 50-300-m depth. The current speed is spatially averaged between the 100- and 1000-m
isobath to isolate the current-topography interaction region. HRS and P.K, are spatially averaged within the near
coastal region (1.5° from the 50-m isobath), to capture the offshore signature of P.K,, as seen in Fig. 6. HRS and
P.K, have been smoothed using a 10-km convolution low-pass filter.

4) ANTICYCLONIC VORTICITY GENERATION

Subsurface eddies have been shown to manifest anticyclonic
vorticity in the Mauritanian upwelling region (Karstensen et al.
2017; Schiitte et al. 2016a,b) and in other EBUS (Contreras
et al. 2019; Frenger et al. 2018; Molemaker et al. 2015; Thom-
sen et al. 2016). This anticyclonic vorticity signature can origi-
nate from the bottom boundary layer of the poleward flowing
boundary current that flows over the slope (D’Asaro 1988;
Molemaker et al. 2015). Along the slope, the Mauritania Cur-
rent is rapidly reduced, generating large horizontal (aV/dx)
and vertical shear (9V/dz) components (V being the along-
shore flow), and hence the vertical component of the vorticity
in the bottom boundary layer is anticyclonic.

The generation of anticyclonic vorticity from interactions
between the mean current and slope during boreal summer
(June—August) is analyzed at six cross-shore sections along
the Mauritanian coast (Fig. 7g). At sections a, ¢, and e, the
poleward flowing boundary current is close to the slope,
with the speed reducing drastically in the sloping boundary
current, and hence creating a narrow band of negative verti-
cal vorticity on the slope (Figs. 7a,c,e). Downstream of these
sections (sections b, d, and f, respectively), the negative

vorticity bands are not present along the slope since the
boundary current meanders offshore and is not attached to
the bottom slope. These are the regions where enhanced
instabilities occur, and hence are hotspots for eddy genera-
tion (Fig. 4a), which are fed with negative vorticity gener-
ated just upstream. The important alongshore variability of
the negative boundary layer vorticity (Fig. 7g) can be
related to sharp topographic variations and corresponding
changes in the form drag (Gula et al. 2015; Molemaker et al.
2015).

5) FORMATION OF ACMES

Subsurface anticyclonic eddies are known to be character-
ized by very low PV waters in their cores, which are thought
to play a critical role during their formation (McWilliams
1985; D’Asaro 1988; Molemaker et al. 2015). In the absence
of tracer and/or momentum mixing, PV is conserved and is
consequently ideal to identify and track water masses (Thom-
sen et al. 2016). PV is calculated as in Eq. (1), and since f is
positive in the Northern Hemisphere, positive (negative) PV
values reflect stable (unstable) conditions with respect to sym-
metric instability (Hoskins 1974). Thus, we multiply PV with
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the local Coriolis parameter f (fPV) for better comparison
with previous studies, and we shall hereafter refer to fPV as
PV for easier interpretation. The bottom boundary layer has
been shown to act as a source or sink for PV over the bottom
slope, depending on the direction of the current interacting with
the slope (Williams and Roussenov 2003). In the Mauritanian
upwelling region, the circulation of the Mauritania Current is in
the same direction as Kelvin wave propagation (Polo et al.
2008), so the downslope Ekman flow will advect less dense
water under denser water, driving diabatic mixing and reducing
the magnitude of PV (Benthuysen and Thomas 2012).

The interaction of the Mauritanian Current with the slope
and its role in the formation of an ACME at 19.32°N, 16.9°W
is analyzed below. Prior to the intensification of the boundary
current (10 May; Figs. 8a,b), the core of the current is
located slightly offshore at ~100-m depth, with a velocity of
~0.2 m s~ ". A small strip of negative vorticity with low PV

waters can be observed along the slope (Fig. 8b). On 22 May,
the boundary current strengthens to ~045 m s~ !, with
the core closer to the slope. This strengthening is also discern-
able by the upward and downward bent of the 26.5 and 26.8
kg m ™ isopycnals close to the coast. The interaction of the
increased boundary current and the slope creates a larger band
of negative vorticity with close to zero PV (Fig. 8d), with the
low PV water signatures extending beyond the boundary layer.
This signature, far from the boundary layer, prompts the flow
to become unstable and hence generating inertial instability
(Thomas et al. 2013). The boundary current then separates
from the slope with an anticyclonic vorticity core in the depth
range between 60 and 260 m. The low PV patch is no longer
restricted to the region on the slope (Fig. 8f) and starts to
increase in size through the coalescence of submesoscale struc-
tures formed when the boundary current becomes unstable
(Molemaker et al. 2015; Contreras et al. 2019). An
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tion is different. (g) The relative vorticity (normalized by Coriolis parameter) at 100-m depth, with the black lines
indicating sections (a)—(f). The relative vorticity and the alongshore currents are averaged over the June—August
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equatorward flow develops at around 17°W (Fig. 8e), becom-
ing a component of the ACME structure. From 10 June, the
ACME structure is well developed and is no longer restricted
to the coast. It exhibits a shoaling of the 26.5 kg m ™ and deep-
ening of the 26.6 kg m ™~ isopycnal (Figs. 8g—j), with minimum
PV values in its core. It ultimately propagates westward as a
coherent structure with an isolated low PV core.

The interaction of the boundary current with sharp topo-
graphic variations leading to flow separation and the generation
of subsurface coherent anticyclonic eddies is in agreement with
the study of D’Asaro (1988) and the high-resolution modeling
experiment in the Californian upwelling region by Molemaker
et al. (2015). The importance of a frictional boundary layer and
development of low PV signatures on the topography of the
continental slope prior to anticyclonic eddy formation was also

suggested in these previous studies (D’Asaro 1988; Molemaker
et al. 2015) and is in line with our findings, as waters with low
PV signature is found on the slope of the topography due to an
intensification of the boundary current and its interaction with
the slope, with the low PV waters eventually ending up within
the core of the ACME. This supports the findings that the bot-
tom boundary layer is an important source region of water mass
characteristics within eddy cores and hence is analogous to sub-
surface eddy generation processes in the Peru—Chile Current
system, from previous observations (Thomsen et al. 2016) and a
modeling study (Contreras et al. 2019). However, it is required
that the boundary layer detaches from the slope at topographic
bend and transport the negative vorticity offshore. The specific
processes involved in the separation from the slope in the Mau-
ritanian upwelling region are not analyzed here. Different
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mechanisms can lead to a boundary current separation, namely,
the so-called B effect, stretching of vortex tubes (Marshall and
Tansley 2001; Thomsen et al. 2016), as well as changes in topog-
raphy (Molemaker et al. 2015; Contreras et al. 2019).

6) FORMATION OF ACES

In most cases, ACEs are characterized with maximum rota-
tional velocity within the surface layers and decreasing toward
the deeper layers. However, this is not always the case as
observed in Fig. 3i, where maximum rotational velocity is
found at ~100-150 m for an ACE. Hence, from this perspec-
tive, ACMEs are not the only eddy type with maximum veloc-
ity in the subsurface layers. However, the distinct differences
between an ACE and an ACME are the weak stratification
and the high SACW content within the ACME core. The pre-
vious section has shown that negative vorticity is generated
through the interaction between the Mauritania Current
and the slope, with the current becoming unstable at
abrupt topography curvatures. However, any other possi-
ble factor that defines an anticyclonic vorticity structure to
develop into an ACE or an ACME is still undetermined.
This is explored by analyzing the generation of two exem-
plary ACEs and two ACMEs, and we hypothesize that
wind-driven coastal upwelling can play a critical part in it.

Previous studies have shown that the water mass distribution
at the continental slope in the Mauritanian upwelling region is
bounded by a lower (25.8 kg m™>) and upper potential density
(27.1 kg m™?), that is further divided into upper Central Water
(uCW; 25.8-26.8 kg m™®) and lower Central Water (ICW;
26.8-27.1 kg m™?) (Fischer et al. 2013; Johns et al. 2003;
Stramma et al. 2005). Klenz et al. (2018) showed that the u~CW
consisted of ~70%-80% SACW during the upwelling season
and ~80%-90% SACW during the relaxation season, whereas
1CW incorporates less than 50% SACW during these seasons.

The meridional (V°*) and zonal (U°%) Ekman transport,
based on the Bakun upwelling index (Bakun 1973, 1975),
is computed to investigate the influence of wind-driven trans-
port on the water mass characteristics prior to an anticyclonic
structure formation. The zonal and meridional component of
the Ekman transport is calculated as follows:

ek _ T ek _ i
v pof v pof ©)
where t° and 7 are the zonal and meridional wind stress com-
ponents, respectively. These are then converted to the offshore
Ekman transport, at the latitudinal location of the eddy.

The offshore Ekman transport is computed within a box eng-
lobing the eddy shape at its first detection date, and
1 month prior to the eddy formation as well as 10 days after
(right panels in Fig. 9). From the distribution of SACW
content along the zonal sections, higher SACW content is
revealed with the ACMEs generation period in comparison to
the ACEs (center panels in Fig. 9), with uCW being slightly shal-
lower during ACMEs generation period (Figs. 9d,h). Both
ACME:s can be identified by a low PV core within a doming and
bowling isopycnals, located at around 17°W/90 m (Fig. 9d) and
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16.8°W/140 m (Fig. 9h), with higher than 50% SACW in their
cores. As expected, no coherent signature of low PV can be
observed for the two ACEs, with the bowling of the 26.5 kg m >
isopycnal (Figs. 9b,f) revealing the position of the eddy cores.

Overall, the initial-eddy detection location of the ACME-1
experienced mostly stronger offshore Ekman transport for
~19 days prior to the eddy identification relative to the ACE-
1 (Fig. 9i). A similar trend in offshore Ekman transport is
observed for the ACME-2 (Fig. 9j) with transport at the
ACME-2 location twice as high in some instances compared
to ACE-2. Strong offshore Ekman transport entails a coastal
upwelling of water mass characteristics of SACW in the area
of current-topography interactions, leading to eddy cores of
different water mass characteristics. The background SACW
content can also potentially be influenced through the north-
ward advection of that water mass in the boundary current
system, prior to eddy formation. ACMEs present a low PV
core composed of relatively dense SACW whereas ACEs con-
tain less dense NACW. With an offshore propagation of the
eddies into the regional background stratification, the rela-
tively dense low PV cores in ACMEs will be subducted and
shielded from the surface buoyancy forces. In contrast, the
lighter ACE cores will remain closer to the surface and hence,
will be influenced by surface buoyancy forcing, altering the
stratification and breaking down the PV.

7) FORMATION OF CES

The model reveals the occurrence of cyclonic eddies to be
associated with perturbations of the flow due to the presence
of anticyclonic vortices in the Mauritanian upwelling region.
Two distinct CEs are investigated, and the sequence of their
generation are shown in the top and bottom panels of Fig. 10,
respectively. Ten days before the CE generation (Fig. 10a), an
ACE is well formed and located slightly offshore (18.3°N,
17.8°W), with the boundary current exhibiting a weakly pole-
ward flow along the boundary. A patch of positive relative
vorticity developed between the weak poleward boundary
flow and the equatorward rotating flow associated with the
ACE. At t = —5 days, the poleward boundary current
strengthens, with the flow meandering away from the slope
owing to the topographic curvatures. This meander, together
with the southeastern side of the ACE, develops into a
cyclonic rotation with enhanced positive relative vorticity at
17.7°N, 17°W (Fig. 10b). At this stage, the CE is formed and
is detected on 1 January (Fig. 10c). Ten days later, the ACE
has propagated westward, advecting the CE away from the
coast, while a stronger boundary current continues its way
downstream along the coast.

The generation of the second CE (bottom row in Fig. 10)
occurs in boreal summer when the Mauritania Current is at its
strongest intensity. At ¢ = —10 days, strong instabilities in the
boundary current can be observed, with three anticyclonic vor-
ticity structures present, with an ACE identified by the eddy
tracking algorithm at 18.9°N, 17.3°W (Fig. 10e). Cyclonic circu-
lation exists between these three structures, leading to
enhanced positive relative vorticity. At = —5 days, the identi-
fied ACE structure coalesces with the upstream vorticity
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FIG. 8. Snapshots of vertical sections at 19.32°S, showing the temporal evolution of (left)
meridional velocity (m s~ ') and (right) relative vorticity normalized by the Coriolis parameter,
during an ACME formation. Isopycnal layers (26.5, 26.6, and 26.8 kg m™>) are contoured as
black dashed lines, and the full black line indicates the 0.1 X 10~"* s™* potential vorticity (fPV).

structure of similar polarity, causing the ACE to intensify and is detected as a CE (Fig. 10g). Ten days later, both the ACE
increasing its size (Fig. 10f). On 19 July of year 2, the positive —and CE propagate westward as dipoles, and the coastally
vorticity developed between the ACE that has moved slightly  bound anticyclonic vortex is squeezed toward the slope and
offshore and the anticyclonic vortex present at 17.6°N, 16.7°W,  propagates downstream with the boundary current (Fig. 10h).
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An analysis of the HRS and P,K, is performed to identify
the sources of eddy kinetic energy involved in the generation
of the two CEs. If the variables of Eqs. (2) and (4) are written
as A=A + A’, in this context, A is the temporal mean of the
variable over the period of CE formation (10-day running
mean centered at t = 1), whereas A' is the fluctuation with
respect to that temporal mean. For both CEs, the most rele-
vant term toward eddy kinetic energy is the P.K, (Figs. 11c,f),
suggesting that the baroclinic pathway constitutes the major
energy source of EKE toward CE genesis. The two energy

terms are more significant in boreal summer because of insta-
bilities led from a stronger poleward boundary flow.

At the location of the first CE genesis, a dipole of positive
P.K, and negative P,K, that occurred north and south of the CE,
respectively, energizing the CE until it propagates offshore fol-
lowing an elongated positive P.K, patch (Fig. 11c). Generally,
both routes of energy transfer, from EPE to EKE (indicated by
P.K,) and MKE to EKE (indicated by HRS) play a role in the
generation of the second CE, although the magnitude of P.K, is
more important. A dipole of HRS is visible north and south of
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the identified ACE (Fig. 11e), associated with the shear of the
ACE currents. In terms of P.K,, positive (negative) flux occurs
north (south) of the CE, linked to the large horizontal density
gradients with the southwestward flow of the ACE and the
northeastward flow of the negative vorticity structure observed
upstream (Fig. 10g). Intermittent positive P.K, is also present
along the slope in Fig. 1lc (165°-18°N) and Fig. 11f
(17.1°-17.4°N). These can be associated with submesoscale baro-
clinic instability, which develops in weakly stratified layers over
sloping topography, generated by the Ekman adjustment of the
boundary current on the slope (Wenegrat et al. 2018; Contreras
et al. 2019). To summarize, in some specific cases, the instabilities
caused by the presence of anticyclonic vorticity structures and
the Mauritania Current-topography interactions lead to positive
vorticity generation, which can develop into cyclonic eddies
sourcing their energy from eddy available potential energy. From
this proposed mechanism, a delay is expected in CE formation in
relative to ACE/ACME formation, which could explain the win-
tertime peak observed in CE generation (Fig. 4f).

4. Summary and conclusions

This study contributes to a comprehensive analysis of the
generation mechanisms of cyclonic (CE), anticyclonic
(ACE), and anticyclonic mode water (ACME) eddies in the
Mauritanian upwelling region, based on the data from a
high-resolution ocean general circulation model. An eddy
tracking algorithm was applied to the model outputs to
identify cyclonic and anticyclonic eddies. Advanced classifi-
cation pigeonholes anticyclonic eddies further into ACMEs
and ACEs through a novel approach that links ACME to
high SACW content in addition to low PV water mass

observed in their cores. It is found that the model reproduces
quite well the complex coastal flow structures and the thermo-
haline vertical structures of the three simulated eddy types
when compared to earlier studies based on observational data
(Schiitte et al. 2016a). Hotspots with enhanced eddy activity
during boreal summer and close to the coast is where ACMEs
and ACEs are generated, in agreement with observations
(Chaigneau et al. 2009; Schiitte et al. 2016a). This led to a con-
firmation of the importance of coastal processes, in particular
the intensifying poleward Mauritania Current, in terms of their
effect on drivers of anticyclonic eddy genesis.

Analysis of the energy pathways toward eddy kinetic
energy indicates that the Mauritania Current is baroclini-
cally unstable along the coast in boreal summer, especially
downstream of critical topographic curvatures. These
results are analogous to respective findings in the Califor-
nia Current System (Capet et al. 2008; Marchesiello et al.
2003; Molemaker et al. 2015) and the Peru—Chile Current
System (Leth and Shaffer 2001; Colas et al. 2013), where
energetic mesoscale eddy generation has been associated
with baroclinic instabilities during the intensification of
alongshore currents.

The bottom boundary layer has been shown to be a
source region of water mass characteristics in the cores of
ACMEs. The interaction of an intensifying Mauritania Cur-
rent with the slope generates a narrow strip of highly nega-
tive vertical vorticity on the bottom boundary layer, with
low PV waters. This low PV signature arises from the nega-
tive vorticity strip and a reduction of the stratification. Fol-
lowing separation of the boundary current from the slope,
the eddy core began to move as the anticyclonic vorticity
and low PV waters are transported offshore. The coalescence
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of submesoscale structures formed owing to the unstable Mau-
ritania Current results in an increase of the eddy size, which
propagate offshore as a coherent structure with an isolated
low PV core. This result is in agreement with the classical the-
ory of subsurface eddy formation due to flow separation at
topographic curvatures (D’Asaro 1988), and converge to simi-
lar processes observed in subsurface eddy generation in other
EBUS (Molemaker et al. 2015; Thomsen et al. 2016; Contreras
et al. 2019).

During an ACME formation, the water mass characteristic
of the genesis area exhibits higher SACW content compared
to when an ACE is generated. Our analysis revealed that the
coastal upwelling of subsurface SACW, coinciding with

anticyclonic vorticity structure generation, can be the deter-
mining factor for the structure to develop into either an
ACME or an ACE. A reduction of offshore Ekman transport
prior to an ACE formation, will inhibit upwelling of higher
density water masses typical of SACW closer to the continen-
tal slope where the mean flow and topography interact.
Therefore, the ACE structure, composed of a lighter water
mass, will stay close to or within the surface layers while propa-
gating away from the coast. The ACE will be exposed to surface
buoyancy forcing, eventually altering the stratification and PV
of the eddy. On the other hand, enhanced offshore Ekman
transport will lead to higher SACW content to be trapped in
anticyclonic structures. This structure of a relatively dense core
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is characteristic for an ACME and will subduct while propagat-
ing offshore and will be shielded from surface buoyancy fluxes.
Alternatively, water mass of higher SACW can potentially also
be advected into the region, through horizontal advection, prior
to eddy formation.

In the model, the interaction between the rotational flow of
an anticyclonic vortex offshore, and the poleward Mauritania
Current gives rise to positive vorticity and fueled by baroclinic
instabilities as main source of energy leads to the generation
of simulated coastal cyclonic eddies. This energy source acts
to equilibrate the boundary currents and pycnocline tilt
(Marchesiello et al. 2003). Other dynamical processes that can
also induce shedding of cyclonic eddies in the region include the
wind shear due to orographic features (Cardoso et al. 2018),
and flow separation of a coastal equatorward current due to
intensification of the trade winds (Alpers et al. 2013). Variability
in the Mauritania Current is also linked to remote equatorial
forcing through intraseasonal coastal trapped waves (CTWs;
Klenz et al. 2018). CTWs can intensify the Mauritania Current
on a short time scale (~7 days; Klenz et al. 2018), and hence
play a role in the temporal variability of eddy formation. This
process requires further analysis and is beyond the scope of the
present research.

In summary, our study provides insight into the physical
drivers of eddy genesis along the Mauritanian coast, highlight-
ing the important role of local upwelling, the baroclinicity of
the system as well as the mean flow-topographic interactions
in the shedding of cyclonic, anticyclonic, and anticyclonic
mode water eddies. We emphasize that although our analysis
is based on a rather short model (two years), conditions in the
thermocline are close to observations, but on the other hand,
this limits the significance of our eddy statistics. The ACMEs
can have a lifetime longer than one year (Karstensen et al.
2015) and trap water masses typical of continental shelves,
transporting them in the open ocean. Hence it is critical in fur-
ther understanding the cross-shore eddy-induced transport of
coastal biogeochemical properties. A proper representation of
ACMEs, maybe through the formation mechanisms discussed
here, are also crucial since they contribute to the creation of
an upper, shallow oxygen minimum (Schiitte et al. 2016b) that
is located above the main OMZ (Karstensen et al. 2008).
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