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Abstract. This study provides a formation-keeping method based on consensus for mobile robots used
in cooperative transport applications that prevents accidental damage to the objects being carried. The
algorithm can be used to move both rigid and elastic materials, where the desired formation geometry is
predefined. The cooperative mobile robots must maintain formation even when encountering unknown
obstacles, which are detected using each robot’s on-board sensors. Local actions would then be taken
by the robot to avoid collision. However, the obstacles may not be detected by other robots in the
formation due to line-of-sight or range limitations. Without sufficient communication or coordination
between robots, local collision avoidance protocols may lead to the loss of formation geometry. This
problem is most notable when the object being transported is deformable, which reduces the physical
force interaction between robots when compared to rigid materials. Thus, a decentralized, hierarchical
LQR control scheme is proposed that guarantees formation-keeping despite local collision avoidance
actions, for both rigid and elastic objects. Representing the cooperative robot formation using multi-
agent system framework, graph Laplacian potential and Lyapunov stability analysis are used to guarantee
tracking performance and consensus. The effectiveness and scalability of the proposed method are il-
lustrated by computer simulations of line (2 robots) and quadrilateral (4 robots) formations. Different
communication topologies are evaluated and provide insights into the minimum bandwidth required to
maintain formation consensus.
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1. Introduction

Mobile robots are often used in industrial applica-
tions to transport materials and inventories in factories,
warehouses [1], and assembly lines [2]. A challenging
problem involves objects that may be oversized and/or
overweight, potentially exceeding the capacity of a sin-
gle transport robot [3, 4]. Examples include large shelves
[5], automobiles [6], and cargo containers [7]. Instead,
this task can be achieved by multiple robots working
together [8]. However, this cooperative, multi-robot
system requires advanced formation control strategies to
avoid accidental damage to the transport object and the
robots [9].

There are several ways in which material transport
can be accomplished through the cooperation of mul-
tiple robots. Elio Tuci et al. reviewed different mate-
rial transport strategies based on pushing, caging, and
grasping [8]. Pushing strategies consist of pushing an
object that is not physically attached to the robots [10].
Similarly, caging strategies involve the robots entrap-
ping the object and maintaining firm pressure during
transport [11]. Alternatively, in grasping strategies, the
robots physically attach to the object by some mecha-
nism, such as grippers or suctions, and transport is con-
ducted by pushing, pulling, or both. This prevents the
object from falling during transportation. Certain sys-
tems also allow the robots to lift the object [12]. In the
survey [8], an object can also be simultaneously placed
on top of multiple robots for transport, which is cat-
egorized as a type of grasping strategy since the robot
forces are aligned, and physical contact with the object is
maintained throughout the transportation process. For
omni-directional robots, a flexible mechanism or sup-
porting joint should be carefully designed so as not to
interfere with the robots’ omni-directional capabilities.
Some examples include mechanical grippers [13], a ro-
tary platform placed on top of the robot’s base [14], and
joints with displacement-based force sensors [15]. Ex-
amples of these cooperative transport systems in which
the object is placed on top of the robots can be found in
[16, 17, 18], and serve as the motivation for this work.

An important part of cooperative material transport
strategies is formation-keeping, which ensures that the
object does not fall or be otherwise damaged [19]. To
achieve formation control, multiple robots form and
maintain geometric shapes using a consensus scheme
[20]. The two main objectives in formation control are
aggregation and trajectory tracking [21]. Aggregation
involves the convergence of all agents from separate lo-
cations to a predefined geometric shape, such as a line,
wedge, or quadrilateral formation. After this process is
completed, all robots in the group would move in uni-
son according to a certain trajectory while maintaining

formation. In some scenarios, the formation may tem-
porarily change depending on environmental require-
ments, such as when encountering obstacles or passing
through a narrow doorway [22]. Examples of multi-
robot applications that allow for changes to the forma-
tion are search-and-rescue, patrols, and robot flocking
[23]. However, this is not applicable to industrial ma-
terial transport systems, where significant changes to
the formation geometry that may occur due to colli-
sion avoidance actions or other disturbances can cause
the object to fall or be damaged. This remains a ma-
jor problem in formation control [24], especially if the
formation cannot deviate from the predefined patterns.

To address this issue, a number of algorithms have
been proposed to maintain formation during transport,
including virtual structure and leader–follower. In the
virtual structure method, the robot formation is consid-
ered a single rigid structure [25], typically implemented
as a centralized scheme, which is susceptible to single-
point failures that can disrupt the entire formation [26].
Leader-follower control was proposed to solve this prob-
lem, in which information is assumed to be fully avail-
able to the lead robot, such as the desired trajectory and
external operation commands, that are then distributed
to the followers [27]. The leader-follower control archi-
tecture could achieve consensus for formation-keeping,
even with no direct communication channels between
the robots, due to physical force interactions that act as
an indirect form of information exchange [28]. How-
ever, the leader-follower strategy is a semi-centralized
method and not robust since it is dependent on the leader
[29]. If the lead robot malfunctions or communication
failure occurs, then the follower robots cannot continue
to operate [30].

This research is motivated by using the physical
force interactions between robots as an indirect com-
munication method. However, if the material being
transported is soft or flexible, the robot formation may
become significantly deformed. This problem is most
notable when local detection of an unknown obstacle
occurs and collision avoidance protocols are taken by a
robot in the formation. The obstacle may not be de-
tected by other robots in the group due to line-of-sight
or range limitations. This causes disagreement that neg-
atively affects the formation geometry. In severe cases,
the object being transported may fall or become dam-
aged. To avoid this, hierarchical, decentralized LQR
control is proposed that uses local communication be-
tween robots to implement a virtual spring structure that
is capable of formation-keeping, regardless of the rigid-
ity of the transport material. In this study, undirected
graph theory is used to describe physical force interac-
tion and communication exchange between robots. An
LQR-based controller is designed that guarantees the sta-
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bility of trajectory tracking errors. A consensus con-
troller is then constructed using information exchange
between agents to achieve convergence to the average
consensus state of the group. Each robot implements
a local collision avoidance protocol based on an artifi-
cial potential function upon detecting unexpected obsta-
cles. The proposed method is evaluated using computer
simulations of line (two robots) and quadrilateral (four
robots) formations. The effectiveness is shown for both
rigid and elastic materials, with notable improvement in
formation-keeping performance over conventional, de-
centralized LQR control. The contribution of the con-
sensus gain in the hierarchical LQR controller is demon-
strated, with higher gains ensuring faster consensus con-
vergence but requiring more control effort. Lastly, the
effect of communication topology is examined and pro-
vides insights into the minimum bandwidth required to
successfully implement this strategy.

2. Background and Preliminaries

2.1. Graph Theory Notations

In a multi-agent system (MAS), graph theory is a
well-known mathematical tool for interaction analysis
between agents. The communication network topology
expressed by a graph can be categorized as undirected or
directed. A directed graph is a set of nodes connected
by edges, with each edge having a direction associated
with it. Meanwhile, in an undirected graph the edges
are bidirectional. Hence, the graph can be traversed in
both directions [31]. In this research, the physical inter-
action between robots are modeled as a mass-spring sys-
tem that can be represented using an undirected graph,
where each robot is a node and the springs act as bidi-
rectional edges.

An undirected graph is defined as G = (V ,E ,Γ)
where V = {V1,V2, ...,VN} is a finite, non-empty
node set with N ≥ 2, E ⊆ V × V is a set of edges
connecting the nodes, V i = {j ∈ V : (j, i) ∈ E} rep-
resents the i-th node neighbors. The adjacency matrix
Γ ∈ RN×N of the graph G is defined such that γij = 1
if (j, i) ∈ E , while γij = 0 if (j, i) /∈ E . The in-degree
of node i is Dij =

∑N
j=1 γij and leads to the defini-

tion of the in-degree matrix D = diag{Dij} ∈ RN×N .
Next, L = D − Γ, where L is known as the Laplacian
matrix that describes the connectivity of the topology.
The Laplacian matrix L ∈ RN×N of the graph G is de-
fined as lii =

∑
j ̸=i γij and lij = −γij for all i ̸= j

[32]. An important feature of L is that the sums of all
rows in L are zero, thus 1N = [1, 1, ..., 1]T ∈ RN is an
eigenvector of L associated with the eigenvalue λ = 0;
then, L1N = 0N [33]. The subsequent graph theory
properties are relevant to this paper.

Lemma 1. [32, 33] An undirected graph is called con-
nected if and only if the Laplacian matrix L has exactly
one zero eigenvalue and all of the non-zero eigenvalues are
positive, with rank(L) = N − 1.
Lemma 2. [34] For an undirected graph, γij = γji and
Γ = ΓT ∈ Rn×n. Then, null(Γ) = {x ∈ Rn|xTΓx =
0} if and only ifΓ is positive semi-definite or negative semi-
definite, i.e., Γ ≥ 0 or Γ ≤ 0.

2.2. Graph Laplacian Potential

This section describes the properties of the graph
Laplacian potential that was introduced in [32] for an
undirected topology with 0 and 1 adjacency elements.

Lemma 3. [33, 35, 36] Let x = [x1, x2, ..., xN ]T ; then,
the Laplacian potential for an undirected graph described
by the Laplacian matrix L is defined as

VL =
1

2

N∑
i,j=1

γij(xi − xj)2 = xTLx (1)

where γij = γji (from Lemma 2).
The Laplacian potential function is closely associ-

ated with the consensus of the MAS, as is described in
Lemma 4.

Lemma 4. [33, 37] For a connected, undirected graph,
nodes (i, j) are in agreement if and only if xi = xj . This
implies that consensus is achieved when VL = 0.

An undirected graph has obvious physical interpre-
tations. For instance, a group of agents connected by
springs, where γij represents the spring constant be-
tween nodes i and j, is an undirected graph. The poten-
tial energy stored in the springs can then be expressed as
the graph Laplacian potential (Eq. 1).

3. System Description

The cooperative robot formation is formulated us-
ing a mass-spring model, where the agents are expressed
as mass nodes connected by spring elements representing
physical force interactions through the transport mate-
rial.

Fig. 1. A quadrilateral robot formation expressed as a
mass-spring model.
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3.1. Mass-Spring Formation Model

Assume a two-dimensional formation with N
robots, where N ≥ 2. The robots are connected by
linear spring elements with no damping and each have a
mass mi > 0, where i = {1, ..., N}. This mass-spring
formation model is an undirected graph, and is shown in
Fig. 1 for four nodes, labeled as q1, q2, q3, and q4. Each
node is associated with a position expressed in the Carte-
sian coordinates of the world frame, qi = [qi1, qi2]

T .
The spring constant between robots qi and qj is repre-
sented by kij > 0.

When the formation is in its equilibrium state, the
springs are at rest with a length defined as rij . Let
the relative distance dij between robots be given by
dij = ∥ qi − qj ∥. The forces exerted by all connected
springs are obtained fromHooke’s law and can be shown
as

Fij = kij

(
1− rij

dij

)(
qi − qj

)
(2)

where Fij ∈ R2 is the interaction force between qi and
qj through the spring kij . Note that at the equilibrium
state, dij = rij and the spring contributes no physical
force to either robot.

The dynamical equation of motion for robot qi can
be derived as

miq̈i +
∑
j∈Vi

Fij(qi, qj) = Fi (3)

where Fi ∈ R2 is the input force to the robot.
Assuming that all nodes have equal mass (i.e. mi =

m, ∀i), and are fully-connected with uniform stiffness
(i.e. kij = k, ∀(i, j)), then the linearized equation of
motion for the mass-spring formation becomes

Mq̈+Ksq = F (4)

where M = (mI2) ⊗ IN ∈ R2N×2N , F ∈ R2N ,
q = [qT1 ... qTN ]T ∈ R2N , and ⊗ is the Kronecker prod-
uct. The stiffness matrix Ks ∈ R2N×2N is obtained by
linearizing Eq. 2 around the equilibrium state as

Ks =


(N − 1)K −K . . . −K

−K (N − 1)K . . . −K
...

...
. . .

...
−K −K . . . (N − 1)K

 (5)

where K = kI2 ∈ R2×2.

3.2. Problem Formulation

Consider a group of N homogenous robots moving
in formation, where each agent is defined by

ẋi = Axi + Bui − Z
∑
j∈Vi

γk,ij(xi − xj)

yi = Cxi
(6)

Here, xi = [qTi q̇Ti ]
T ∈ R4 is the robot state, ui = Fi ∈

R2 is the control input, and yi ∈ R2 is the output, with

A =


0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

 ,B =


0 0
0 0

1/m 0
0 1/m

 ,

Z =


0 0 0 0
0 0 0 0

k/m 0 0 0
0 k/m 0 0

 ,C =


1 0
0 1
0 0
0 0


T

The Laplacian matrix describing the physical inter-
actions between robots as a result of the spring elements
is defined as Lk ∈ RN×N , where lk,ii =

∑
j ̸=i γk,ij

and lk,ij = −γk,ij for all i ̸= j. Here, γk,ij is 1 for
connected nodes and 0 for unconnected nodes. Accord-
ingly, [Lk ⊗ wk]i = Z

∑
j∈Vi

γk,ij(xi − xj), where
wki = Zxi ∈ R4 and wk = [wT

k1
wT

k2
...wT

kN
]T are the

physical interaction signals. For a fully-connected mass-
spring model, γk,ij = 1 for all (i, j). It can be shown
that Lk satisfies Lemma 1 and is a positive, semi-definite
matrix.

The multi-agent system can be formulated as the fol-
lowing state-space representation

ẋ = (IN ⊗A−Lk ⊗ Z) x+ (IN ⊗ B)u
y = (IN ⊗C) x (7)

where x = [xT1 xT2 ... xTN ]T , u = [uT1 uT2 ...uTN ]T , and
y = [yT1 yT2 ... yTN ]T .

4. LQR-Based Optimal Control Design

LQR is a well-known structured design technique
for optimal control of a linear system. This section ex-
plores how LQR design method can be used to achieve
cooperative consensus control of robot formations.

4.1. Hierarchical LQR Control Design

A hierarchical LQR controller is proposed to si-
multaneously achieve trajectory tracking and formation-
keeping, which is presented as a multi-agent consensus
problem. If the object being transported is of sufficient
stiffness, the physical force interaction produced by the
connecting spring elements would act to maintain con-
sensus. However, less rigid objects produce lower in-
teraction, which can lead to significant deformation of
geometry. Therefore, hierarchical LQR control intro-
duces an additional information exchange term that en-
sures Lemma 4 is satisfied, regardless of the material be-
ing transported. Fig. 2 describes this hierarchical, decen-
tralized control system.
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Fig. 2. Block diagram of the hierarchical, decentralized
control system.

Fig. 3. Block diagram of robot qi. The locally con-
trolled closed-loop system Gi(s) is shown in the red
box.

Fig. 3 shows the control structure of robot qi, where
the proposed control scheme is defined as

ui = uli + ugi (8)

Here, uli is the local control input to achieve trajectory
tracking and ugi is the global control input to establish
consensus.

4.2. Local LQR Controller Design

To design the local LQR controller for trajectory
tracking, all physical force interactions between robots
are ignored (i.e. Lk = 0), and the global control input
is assumed be zero (i.e. ugi = 0).

Define the local trajectory tracking error as

ϵi = xi − xri (9)

where xri is the reference trajectory for robot qi.
The local control signal uli is designed as

uli = −Klϵi − B−1Axri (10)

where Kl is the control gain matrix designed using LQR
to minimize the performance index of a quadratic cost
function given by Ji =

∫∞
0 (ϵTi Qϵi + uTliRuli)dt. Let

Q = QT ∈ R2×2 and R = RT ∈ R2×2 be positive
definite design matrices; then Kl is obtained by

Kl = R−1BTP (11)

where P = PT > 0 is the solution of the following alge-
braic Riccati equation

PA+ATP− PBR−1BTP+Q = 0 (12)

The local closed-loop system of robot qi becomes

ẋi = Axi + Bui
= Axi − BKlϵi −Axri
= (A− BKl)ϵi

(13)

Theorem 1. The local control law (Eq. 10) guarantees
asymptotic stability of the local trajectory tracking error ϵi
as t → ∞.

Proof. Consider the following Lyapunov candidate
function

Vϵi = ϵTi Pϵi (14)

Without loss of generality, it is assumed that the refer-
ence trajectory is time-invariant such that ẋri = 0. Tak-
ing the derivative and making use of Eq. 13 yields

V̇ϵi = ϵ̇Ti Pϵi + ϵTi Pϵ̇i
= ϵTi (A

T −KT
l B

T )Pϵi + ϵTi P(A− BKl)ϵi
= ϵTi (A

TP−KT
l B

TP)ϵi + ϵTi (PA− PBKl)ϵi
= ϵTi (A

TP+ PA− PBR−1BTP− PBR−1BTP)ϵi
= −ϵTi (Q+ PBR−1(RR−1)BTP)ϵi
= −ϵTi (Q+KT

l RKl)ϵi

Since Q > 0 and R > 0, then (Q + KT
l RKl) > 0.

Therefore V̇ϵi < 0, and the asymptotic stability of the
local trajectory tracking error ϵi is guaranteed.

4.3. Global Controller Design

The global control signal for robot qi is designed as

ugi = −∆
N∑
j=1

γg,ij(xi − xj) (15)

where

∆ =

[
δ 0
0 0

]
(16)

and δ ≥ 0 is a consensus gain. Information exchange
between robots is indicated by γg,ij , which is 1 if a com-
munication channel exists between robots qi and qj , or
0 otherwise.

This leads to the definition of the global control sig-
nal ug for all nodes as

ug = − (Lg ⊗∆) x (17)

where Lg ∈ RN×N is the Laplacian matrix representing
information exchange between nodes defined as lg,ii =
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j ̸=i γg,ij and lg,ij = −γg,ij for all i ̸= j. The ag-

gregate signals are defined as wgi = ∆xi ∈ R4 and
wg = [wT

g1 w
T
g2 ...w

T
gN

]T . A necessary condition on the
communication topology of the system is thatLg is con-
nected and satisfies Lemma 1.

The average state of all nodes is given as

x̄ =
1

N

N∑
i=1

xi (18)

Then the average consensus error of robot qi is defined
as

ei = xi − x̄, i ∈ {1, ..., N} (19)

and measures the disagreement of xi to the average state
of all nodes x̄. Let e = [eT1 eT2 ... eTN ]T ∈ R4N . Note that
if e = 0 is satisfied, then xi = xj holds ∀i, j ∈ V i, such
that Lemma 4 is satisfied and consensus of the system is
achieved [38]. This implies that e can quantitatively re-
flect the degree of disagreement, where a small value of
||e|| indicates good consensus performance of the system.
Note that the average consensus error e for all nodes is

e = x− x̄1 (20)

Theorem 2. The global control law (Eq. 17) guarantees
asymptotic stability of the average consensus error e as t →
∞.

Proof. Consider an undirected graph described by Lg,
where each node applies the control protocol given in
Eq. 15. It can be shown that

∑N
i=1 ugi = 0. Thus, x̄ is

an invariant quantity, i.e. ˙̄x = 0, such that ė = ẋ. As-
suming all local control signals uli = 0, then the global
control law specified by Eq. 17 results in

ẋ = (IN ⊗A−Lk ⊗ Z) x+ (IN ⊗ B)u
= (IN ⊗A−Lk ⊗ Z−Lg ⊗ B∆) x
= Āx

(21)

Therefore, a necessary and sufficient condition for con-
sensus depends on Ā. If (IN ⊗A−Lk ⊗ Z) is Hur-
witz, then formation consensus is achieved for any value
of δ ≥ 0. Otherwise, if δ can be chosen such that Ā be-
comes Hurwitz, then formation consensus is guaranteed
for δ ≥ δ, where δ is a positive constant determined by
the eigenvalues of the closed-loop system. Note that the
eigenvalues of Ā is related to the rate of convergence to
the average consensus state.

5. Simulation Results and Discussions

The effectiveness and scalability of hierarchical, de-
centralized LQR control are evaluated through com-
puter simulations of the cooperative object transport
task. The simulation is designed based on omni-

Material Stiffness, k (N/m)
Rubber 1.45
Steel 30000

Table 1. Stiffness values of transport object materials.

directional robots, such as employed in many industrial
applications. The dynamic model and driving mecha-
nisms of these robots can be found in [14]. Each robot
is assumed to have a mass of 40 kg, which is compara-
ble to similar industrial robots used in [4] and acts as the
dynamic constraint on the system. Rubber and steel are
selected as materials to represent transport objects with
low and high rigidity, respectively. The stiffness k of
each material is shown in Table 1.

The simulation begins with the aggregation of N
robots from random initial positions to the starting lo-
cation, creating a formation with a predefined geometric
shape and size that matches the transport object. Once
the transport object is placed on top of the robots, a tra-
jectory is generated for the formation to reach a target
location, using artificial potential function and existing
knowledge of the environment to avoid known obsta-
cles. In the event that a previously unknown obstacle
is detected along the path by the on-board sensors of
each robot, additional local collision avoidance proto-
cols would be taken. It is assumed that the unknown
obstacle may not be detected by some robots in the for-
mation, due to line-of-sight or range limitations. Two
geometric formations are considered to evaluate the pro-
posed method: a line formation consisting of two robots
and a quadrilateral formation with four robots.

5.1. Line Formation with Two Robots

The first simulation involves two robots, denoted as
q1 and q2, that forms a line formation with an equilib-
rium distance of r12 = 1m. The local controller of each
robot is designed using LQR with Q = I4 and R = I2,
such that the optimal feedback gain given by Eq. 11 is
Kl = [1, 0, 9, 0; 0, 1, 0, 9]. The initial positions of the

Fig. 4. Aggregation of two robots to the line forma-
tion in Cartesian space.
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robots are q1(t0) = [4, 5]T and q2(t0) = [1, 2]T , respec-
tively. Two unknown, static obstacles are assumed to
be located at [6, 5.05; 20, 1.9]T and can only be detected
by the nearest robot. Local performance is evaluated by
considering the trajectory tracking error of each robot.
Formation-keeping is measured by the consensus error
between robots.

5.1.1. Aggregation to Line Formation

During the aggregation process, the robots q1 and q2
travel from their initial positions to the starting location
of the formation, forming a straight line with a relative
distance of 1 m. This is shown in Fig. 4 and Fig. 5,
where the positions of the robots after aggregation are
q1(tf ) = [2.5, 3]T , and q2(tf ) = [2.5, 4]T . The perfor-
mance of three consensus gain values (δ) are compared,
with the L2-norm of the consensus error (||e||) shown in
Fig. 6. It is noted that higher values of δ result in faster
aggregation time. Once the initial formation is estab-
lished, the group may begin moving towards the target
location using either local or hierarchical LQR control.

Fig. 5. Aggregation of two robots to the line forma-
tion for three different consensus gains (δ).

Fig. 6. Consensus error during aggregation to line for-
mation.

5.1.2. Trajectory Tracking and Formation-Keeping
with Line Formation

Hierarchical LQR control is implemented to simul-
taneously achieve trajectory tracking and formation-
keeping. The trajectory of the robot formation as it
moves from the starting location to the target location
is shown in Fig. 7 when the consensus gain δ = 0. This
implies that no information is exchanged between q1 and
q2, and the controller is reduced to local LQR control
(Eq. 10). Initially, both robots are able to maintain the
equilibrium distance of 1 m. However, as q1 approaches
the unknown obstacle and begins to take collision avoid-
ance actions, the relative distance between q1 and q2 is
clearly affected, where it is assumed that q2 is unable to
detect the obstacle. The robots’ velocities are presented
in Fig. 8.

Fig. 7. Trajectory of a 2-robot line formation subjected
to two unknown obstacles for different stiffness and
consensus gain values.

Fig. 8. Robots’ velocities of line formation.
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Fig. 9. Trajectory tracking error of a line formation.

Material k = 1.45 k = 3e4
||ϵ1|| [%]; δ = 0 19.4 13
||ϵ2|| [%]; δ = 0 17.1 13.8
||ϵ1|| [%]; δ = 1e4 12.5 12.6
||ϵ2|| [%]; δ = 1e4 12.8 12.7
||ϵ1|| [%]; δ = 2e4 12.6 12.6
||ϵ2|| [%]; δ = 2e4 12.7 12.7

Table 2. Trajectory tracking error of a line formation.

Fig. 10. Relative distance d12 between q1 and q2 when
δ = 0. The equilibrium distance is 1 m.

The trajectory tracking error of the local LQR con-
troller is shown in Fig. 9, with the consensus gain δ = 0.
The trajectory tracking error is considered using L2-
norm analysis. The solid and dashed lines for each stiff-
ness value represent q1 and q2, respectively. The track-
ing error (||ϵ||) is summarized in Table 2. The degree to
which each robot deviates from the reference trajectory
depends on the rigidity of the transport object. For an
elastic material, such as rubber, q2 remains relatively un-
affected by any actions taken by q1. This causes a loss of
formation consensus between the two robots, as can be
seen by the relative distance d12 in Fig. 10. For a rigid
object, such as steel, a strong physical interaction force
exists between the two robots, allowing the formation
to be maintained. This is further examined in Fig. 11
and Table 3 by considering the consensus error between

Fig. 11. Consensus error of a line formation. Note
that ||e1|| and ||e2|| are overlapped.

||e|| [%] Control |u| [N]
Material k = 1.45 k = 3e4 k = 1.45 k = 3e4
δ = 0 9.6 7.3 22.5 22.5
δ = 1e4 0.27 0.22 45 51.5
δ = 2e4 0.26 0.17 95 65

Table 3. Consensus error and control input of a line
formation.

robots. The consensus error is considered using L2-
norm analysis. When only the local LQR controller is
implemented (δ = 0), high stiffness is required to ensure
that the formation has minimal deviation.

When the consensus gain has a non-zero value, in-
formation exchange between q1 and q2 is used to help
maintain formation through hierarchical LQR control.
The trajectory tracking errors for three consensus gain
values are shown in Fig. 9 and Table 2, where the trade-
off between local performance (trajectory tracking) and
consensus (formation-keeping) is observed. To further
study the effect of the consensus gain, the results for the
lowest stiffness material (1.45 N/m) is considered, as
the reduced physical interaction force has been shown to
cause large consensus error. Fig. 11 shows the consen-
sus error e between q1 and q2. Note that δ = 0 implies
a local LQR controller. From Table 3, it is seen that
higher values of δ allow the formation to maintain the
equilibrium distance and achieve consensus, regardless of
the stiffness of the transport object. The performance
gains are most notable for materials with lower stiffness.
It is concluded that the consensus gain δ acts as a vir-
tual spring that enables the formation to be maintained.
However, while higher consensus gains provide better
performance, this may result in a significant cost of con-
trol effort. For example, δ = 2e4 generates marginal
consensus improvements over δ = 1e4, but required no-
ticeably higher control inputs. Therefore, the consensus
gain should be chosen with care in order to reduce the
likelihood of actuator saturation.
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5.2. Quadrilateral Formation with Four Robots

The scalability of the proposed controller is eval-
uated by considering a quadrilateral formation with
four robots, denoted as q1, q2, q3, and q4. The ini-
tial positions of the robots are q1(t0) = [0.8, 5.1]T ,
q2(t0) = [0.25, 2.45]T , q3(t0) = [2.6, 2]T , and q4(t0) =
[3.1, 4.5]T , respectively. Two unknown, static obstacles
are assumed to be located at [6, 5.05; 20, 1.9]T and can
only be detected by the nearest robot. The local LQR
controller is the same as for the line formation.

Fig. 12. Aggregation of four robots to the quadrilateral
formation in Cartesian space.

Fig. 13. Aggregation of four robots to the quadrilateral
formation for three different consensus gains (δ).

Fig. 14. Consensus error during aggregation to quadri-
lateral formation.

5.2.1. Aggregation to Quadrilateral Formation

In the aggregation phase, the robots travel from their
initial positions to the starting location of the formation,
forming a quadrilateral geometry with a relative side dis-
tance of 1 m. The trajectory of the robots during aggre-
gation and the consensus error for three consensus gain
values (δ) are shown in Fig. 12 to Fig. 14. Again, it is
noted that higher values of δ result in faster aggregation
time. Once the aggregation process is completed, the
group may start moving towards the target as a quadri-
lateral formation using either local or hierarchical LQR
control.

5.2.2. Trajectory Tracking and Formation-Keeping
with Quadrilateral Formation

The proposed hierarchical decentralized LQR con-
troller is evaluated by considering the simultaneous tra-
jectory tracking and formation-keeping performance as

Fig. 15. Trajectory of a 4-robot quadrilateral forma-
tion subjected to two unknown obstacles for different
stiffness and consensus gain values.

Fig. 16. Robots’ velocities of quadrilateral formation.
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Fig. 17. Trajectory tracking error of a quadrilateral
formation.

Material k = 1.45 k = 3e4
||ϵ|| [%]; δ = 0 15 17.6
||ϵ|| [%]; δ = 1e4 18.6 17.5
||ϵ|| [%]; δ = 2e4 17.7 17.4

Table 4. Trajectory tracking error of a quadrilateral
formation.

Fig. 18. Consensus error of a quadrilateral formation.

||e|| [%] Control |u| [N]
Material k = 1.45 k = 3e4 k = 1.45 k = 3e4
δ = 0 11.3 4.1 25 26
δ = 1e4 4.3 4.1 142 111
δ = 2e4 4.1 4 198 199

Table 5. Consensus error and control input of a
quadrilateral formation.

the robots move towards the target location. The trajec-
tory of the robot formation as it moves from the starting
location to the target location is shown in Fig.15. The
robots’ velocities are presented in Fig. 16. The trajec-
tory tracking error of the local LQR controller with the
consensus gain δ = 0 is shown in Fig. 17 for two differ-
ent transport materials and summarized in Table 4. The
corresponding consensus error is shown in Fig. 18 and

Fig. 19. A 4-robot quadrilateral formation following
an s-curve trajectory and subjected to two unknown
obstacles.

Table 5. The results indicate that formation is main-
tained only for high-stiffness materials, such as steel,
with strong physical interaction forces between robots.

The trajectory tracking and consensus errors when
applying the hierarchical decentralized LQR controller
with the consensus gains δ = 0, 1e4, and 2e4 are shown
in Fig. 17 and Fig. 18, respectively. The errors are sum-
marized and compared to the local LQR controller in
Table 4 and Table 5. It is shown that the consensus gain δ
enables all four robots to maintain a quadrilateral forma-
tion, regardless of the stiffness of the transport materials.
Again, it is noted that higher consensus gains may pro-
vide marginal improvements, but at a significant cost in
control efforts. The proposed algorithm was also tested
for different trajectories, such as an s-curve, as shown in
Fig. 19.

5.3. Scalability

The proposed method is scalable to formations in-
volving more robots. To illustrate this, additional anal-
ysis was conducted for an octagonal formation with 8
robots. This is compared to the previously considered
2- and 4-robot formations in Fig. 20. It can be seen that
the number of physical interactions between robots in-
creased significantly. The trajectory of the 8-robot for-
mation subjected to two unknown obstacles and differ-
ent stiffness values is shown in Fig. 21. The consensus
performance is given in Table 6. It is noted that the con-
sensus gain δ is necessary to maintain the formation at
low stiffness. However, only marginal improvements
are observed for high stiffness materials, while requiring
a large amount of control effort. It is concluded that
the consensus gain should be kept small for formations
involving more robots and rigid objects.
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Fig. 20. (a) 2-robot (line), (b) 4-robot (quadrilateral),
and (c) 8-robot (octagonal) formations.

Fig. 21. Trajectory of an 8-robot octagonal formation
subjected to two unknown obstacles for different stiff-
ness and consensus gain values.

||e|| [%] Control |u| [N]
Material k = 1.45 k = 3e4 k = 1.45 k = 3e4
δ = 0 9.3 2.3 25 70.4
δ = 1e4 2.4 2 58 877
δ = 2e4 2.3 2 69.5 1730

Table 6. Consensus error and control input of an oc-
tagonal formation.

5.4. Communication Topology

For the quadrilateral formation with four robots, the
proposed controller was implemented assuming a fully-
connected topology that required 12 communication
channels. Information exchange between robots guaran-
teed formation-keeping, regardless of the transport ma-
terial stiffness. However, a fully-connected, undirected
graph results in a relatively high communication cost
that increases exponentially with the number of nodes
[39]. This implies that there is a trade-off between com-
munication bandwidth and consensus performance. To
explore the effect of communication topology on the hi-
erarchical decentralized LQR controller, four different
topologies are considered, as shown in Fig. 22. Note
that one bidirectional edge requires two communication

Fig. 22. (a) Communication topologies with 12 chan-
nels (fully-connected), (b) 10 channels, (c) 8 channels
(cyclic), (d) and 6 channels.

Fig. 23. Comparison of maximum consensus error
||e|| for low stiffness materials between local LQR and
four topologies with gain δ = 2e4.

channels. The performance of each topology is evalu-
ated in terms of the maximum consensus error.

Fig. 23 shows the maximum consensus error for
each topology. For comparison purposes, the result of
a local LQR controller with no information exchange
is also included. The hierarchical decentralized LQR
controller was implemented with a consensus gain of
δ = 2e4 for all topologies. It is seen that the 10-
channel topology achieves the same performance as a
fully-connected topology with 12 channels. The 10-
channel topology provides acceptable trade-off between
communication cost and consensus performance.

6. Conclusions

A new method for decentralized formation con-
trol with physical interactions between cooperative mo-
bile robots is presented. The formation is maintained
when an unknown obstacle is detected and local col-
lision avoidance actions are taken. The strategy uses
hierarchical LQR control, with virtual springs imple-
mented through information exchange between robots.
This is suitable for the transport of oversized objects
in industrial applications, where formation geometry
must be kept to avoid damaging the object. The for-
mation is scalable and may form any predefined shape,
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such as line or quadrilateral formations. Stability analy-
sis guarantees local trajectory tracking performance and
collision avoidance, while maintaining formation con-
sensus between all robots, regardless of the rigidity of
the transport material. Lastly, the effect of communica-
tion topologyon bandwidth requirements and consensus
is presented. Recommended further studies include dy-
namic changes in communication topology due to delay
or channel failure.
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