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2	

Abstract	
	
This	 PhD	 thesis	 focuses	 on	 two	 main	 areas	 of	 research.	 The	 first	 area	 deals	 with	

structural	and	functional	studies	of	SPX	domains	in	yeast	and	plants	that	are	key	to	the	

understanding	 of	 the	 basis	 of	 eukaryotic	 phosphate	 (Pi)	 homeostasis.	 A	 better	

understanding	potentially	offers	a	door-opener	for	future	treatment	of	human	primary	

familial	brain	calcification	disease.	Furthermore,	engineered	highly	improved	crops	with	

better	phosphate	efficiencies	 could	help	 to	 fight	 the	 imminent	crisis	due	 to	overuse	of	

soil	biodiversity	destructive	Pi	fertilizers	and	the	limited	world	supply	in	Pi	rock.		

The	second	part	deals	with	the	pore-forming	proteins	bacterial	Escherichia	coli Colicin	Ia	

and	human	Gasdermin	D.		Working	with	pore-forming	toxin	Colicin	Ia	can	pave	the	way	

for	novel	drug-like	antibiotics	targeting	E.	coli	related	strains.	The	structure	and	function	

of	 Gasdermin	 D	 can	 help	 to	 develop	 therapeutics	 targeting	 aberrant	 immflammatory	

response	 causing	 neurodegenerative	 diseases	 like	 Alzheimer’s,	 autoimmflamatory	

disorders	 e.g.	multiple	 sclerosis	 and	macular	 degeneration	 as	well	 as	 cardiometabolic	

disease	type	2	diabetes.		

	

This	work	 focuses	on	SPX	domains	 from	yeast	Saccharomyces	 cerevisiae.	 SPX	domains	

are	present	in	many	functionally	different	proteins	linked	to	Pi	homeostasis.	For	the	first	

time	we	were	able	to	structurally	and	dynamically	characterize	a	SPX	domain	in	solution	

state	 by	 NMR	 discovering	 a	 previously	 unknown	 α-helix7	 expanding	 the	 known	 SPX	

domain	 boundaries.	 This	 α-helix7	 most	 likely	 plays	 a	 key	 role	 to	 diversify	 protein	

function	 of	 SPX-containing	 proteins.	 The	molecular	 mechanism	 of	 the	 SPX-containing	

VTC	complex	in	dependence	of	 inositol	pyrophosphates	that	are	known	to	modulate	Pi	
homeostasis	was	elucidated.	We	show	for	the	first	time	that	SPX	domains	form	of	a	non-

active	 inhibitory	 state	 comprised	 of	 a	 SPX-SPX	heterodimer.	Upon	 addition	 of	 inositol	

pyrophosphates	 or	 inositol	 phosphate	 this	 interaction	 is	 disrupted	 forming	 single	

monomers.	 The	 ligand	 binding	 induces	 a	 conformational	 change	 of	 the	 conserved	 α-

helix1	reorienting.	The	α-helix1	is	not	only	involved	in	the	ligand	binding,	known	from	

earlier	 studies,	 but	 also	 in	 protein-protein	 interactions.	 α-helix1	 contributes	 to	 the	

binding	to	other	SPX	domains	as	well	as	to	the	central	TTM	domain	of	Vtc2	suggesting	a	

competitive	binding	mode.	We	propose	a	molecular	mechanism	for	the	function	of	SPX	

to	 consist	 of	 two	 main	 events	 –	 the	 inhibition	 of	 the	 function	 of	 SPX	 domain	 in	 the	

absence	 of	 inositol	 pyrophosphates	 and	 a	 second	 event	 activating	 the	 function	 of	 SPX	
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protein	by	inositol	pyrophosphates,	an	event	that	is	most	likely	protein	specific.	For	SPX	

system	in	VTC	complex,	we	speculate	that	the	α-helix7	could	get	exposed	upon	inositol	

(pyro-)	 phosphate	 binding	 and	 subsequently	 phosphorylated	 by	 cellular	 kinases	 and	

pyrophosphorylated	 by	 inositol	 pyrophosphates	 enabling	 the	 activation	 of	 ATPase	

activity	 for	 the	 required	 synthesis	 of	 polyphosphate	 chains.	 The	 findings	 of	 this	 study	

offer	a	new	dimension	for	understanding	cellular	Pi	homeostasis	regulation.		

	

My	work	on	the	role	of	SPX	domains	in	plants	resulted	in	a	co-authored	paper	that	can	

be	 found	 in	 the	 attachments.	Here	we	 show	 that	 the	 coiled-coil	 (CC)	domain	of	 a	PSR	

transcription	factor	-	known	to	interact	with	a	stand-alone	SPX	protein	in	the	presence	

of	 inositol	 pyrophosphates	 -	 is	 able	 to	 bind	 inositol	 pyrophosphate	 by	 itself.	 This	 is	

suggesting	 inositol	 pyrophosphate	 to	 act	 as	 molecular	 glue	 between	 stand-alone	 SPX	

proteins	and	the	PSR	transcription	factor.	This	complex	is	important	for	inactivation	of	

Pi-starvation	genes	under	conditions	with	excess	Pi.		

	

Furthermore,	 I	 performed	 electron	 microscopy	 and	 x-ray	 crystallography	 studies	 on	

membrane-bound	Colicin	Ia	demonstrating	that	the	only	known	structure	of	colicin	-	the	

membrane-inserted	 pore	 of	 Colicin	 Ia	 at	 a	 low-resolution	 by	 negative-stain	 electron	

microscopy	 -	 is	 actually	 a	 contamination.	 We	 identified	 the	 contamination	 to	 be	 the	

oligomeric	protein	Dps	form	E.	coli	induced	under	mitomycin	C	reagent.	The	manuscript	

is	 in	 the	 submission	 phase	 and	 attached	 to	 this	 thesis.	 It	 will	 help	 the	 scientific	

community	 to	 rethink	 potential	 pore-forming	 mechanisms	 based	 on	 this	 wrong	

interpretation	of	the	data.		

	

Finally,	the	cryo-electron	microscopy	I	conducted	on	caspase-cleaved	Gasdermin	D	shed	

light	 on	 its	 previously	 unclear	 function.	 Gasdermin	 D	 was	 known	 to	 be	 a	 crucial	

substrate	 for	 inflammatory	 caspases	 causing	pyroptosis	 via	 IL-1β	and	 IL-18,	 however,	

the	mechanism	of	Gasdermin	D	was	still	unknown.	I	observed	gigantic	membrane	pores	

in	the	liposomes	that	were	not	reported	before	identifying	the	Gasdermin	D	as	a	pore-

forming	protein.		
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Introduction	
	

Phosphate	homeostasis		
	
Phosphor	 is	one	of	 the	most	widely	and	versatilely	used	chemical	 element	 in	 cells.	 Its	

derivate	orthophosphate,	PO43-	or	Pi,	is	a	part	of	many	biologically	crucial	molecules	like	

deoxyribonucleic	acid	(DNA),	ribonucleic	acid	(RNA),	carbohydrates,	fats,	phospholipids	

and	phosphorylated	amino	acids.	But	most	importantly,	phosphate	is	part	of	the	energy	

currency	 as	 a	 building	 block	 of	 adenosine	 triphosphate	 (ATP).	 The	 ATP	 can	 get	

hydrolysed	to	ADP	hereby	releasing	around	-30kJ/mol.	The	actual	energy	status	of	the	

cell	 is	 determined	 by	 the	 cellular	 concentration	 of	 ATP	 and	 adenosine	 diphosphate	

(ADP).	 Hereby,	 ADP	 is	 generated	 from	 ATP	 by	 release	 of	 its	 gamma-phosphate.	 The	

ATP/ADP	 ratio	 serves	 as	 a	 driving	 force	 for	 a	 plethora	 of	 enzymatic	 reactions	 and	 as	

maintenance	of	proton	motor	force	on	plasma	membranes.		

With	 phosphate	 being	 so	 crucial	 for	 the	 cell,	 it	 is	 important	 that	 the	 cellular	 Pi	

homeostasis	is	tightly	controlled.	It	includes	the	interplay	of	different	proteins	involved	

in	 Pi	 transport	 along	 with	 proteins	 linked	 to	 Pi	 scavenging	 and	 Pi	 storage	 as	 well	 as	

regulative	proteins	mediating	Pi	status	to	other	phosphate-response	signaling	pathways	

of	 the	 cell	[1].	 Fluctuations	 in	 the	 external	 Pi	 phosphate	 availability	 brings	 along	

constant	adjustments	in	the	cell	and	thus	a	deficient	Pi	homeostasis	can	be	fatal.	While	Pi	

deficiency	can	cause	a	cell	arrest	in	yeast	[2]	and	renal	filtering	dysfunction	[3]	in	mice	

leading	to	kidney	and	bone	impairment,	an	unregulated	accumulation	of		phosphate	can	

be	 lethal	 to	 yeast	[4]	 and	 lead	 to	 growth	 deficiencies	 in	 plants	[5],	 [6]	 as	 well	 as	 to	

phosphate	deposits	 in	 the	human	brain	causing	neurodegeneration	[7].	Saccharomyces	

cerevisiae,	 Baker’s	 yeast,	 is	 a	 good	model	 to	 study	 eukaryotic	 Pi	 homeostasis	 as	 it	 has	

been	widely	 characterized	 under	 various	 Pi	 conditions	 and	 has	 potential	 relevance	 to	

understanding	 Pi	 homeostasis	 in	 higher	 eukaryotes	 like	 humans.	 In	 yeast,	 the	 Pi	

homeostasis	can	be	divided	in	two	pathways	according	to	the	external	Pi	availability	like	

indicated	in	Fig.	1.			
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Fig.	1:	Pi	homeostasis	 in	yeast	divided	according	 to	external	Pi	 conditions.	 (A)	At	 very	 low	Pi	 concentrations;	

high-affinity	Pi	transporters	Pho84	and	Pho89	are	active	while	low-affinity	Pi	transporters	Pho87	and	Pho90	are	down	

regulated.	 Vip1	 generated	 1-IP7	 activates	 Pho81.	 Hereby	 segment	 3	 (S3)	 binds	 to	 Pho80	 and	 inhibits	 the	 kinase	

activity	of	Pho80-Pho85.	Pho4	is	less	phoshorylated	associating	to	Pho2	and	leading	to	expression	of	PHO	genes.	The	

translated	proteins	are	underlined.	Upregulated	VTC	complex	components	generate	polyphosphate	chains.	(B)	At	very	

high	 Pi	 concentrations;	 low-affinity	 Pi	 transporters	 Pho87	 and	 Pho90	 are	 active.	 Pho80-Pho85	 is	 hyper-

phosphorylating	Pho4	 (yellow	 circles)	 leading	 to	Pho4	 export	 to	 cytosol.	 5-IP7	 stimulates	VTC	 complex	 generating	

polyphosphate	chains.	Proteins	containing	SPX	or	ANK	domains	have	the	domains	annotated.	S1	and	S3	are	parts	of	

ANK	domain	from	Pho81.	The	different	components	of	VTC	complex	are	labeled	with	the	number	1	(=Vtc1),	2	(=Vtc2),	

3	(=Vtc3)	and	4	(=Vtc4).	Different	Inositol	pyrophosphates,	1-IP7	(dark	blue)	or	5-IP7	(light	blue),	respectively,	are	

colored	 in	 shown	 as	 circles.	 The	 figure	was	 adapted	 from	 [1]	 and	 updated	 according	 to	 recent	 findings.	Me2+	 is	 a	

divalent	metal	ion.	

	
At	 high	Pi	 conditions,	 Pi-linked	proteins	 involved	 in	 Pi	 homeostasis	 are	 responsible	 to	

prevent	Pi-based	cell	intoxication	[4].		The	low-affinity	Pi	transporters	Pho90	and	Pho87	

import	 Pi	moderately	 into	 the	 cell	 and	 leak	 internal	 Pi	 [4],	while	 potential	 cellular	 Pi-

surplus	is	handled	by	vacuolar	proteins	of	the	VTC	complex	[8],	[9]	and	the	vacuolar	Pi-

transporter	 Pho91	[10],	 [11].	 At	 Pi-limiting	 conditions,	 a	 second	 group	 of	 proteins	

regulating	 Pi	 homeostasis	 takes	 over.	 Activation	 of	 the	 PHO	 pathway	 enables	

transcription	of	phosphate-responsive	genes	like	high-affinity	Pi	transporters	Pho84	and	

Pho89	and	regulator	Spl2	[8]	 that	downregulates	 low-affinity	Pi	 transporters	[4].	Their	

role	 is	 to	ensure	 that	 the	cells	 takes	up	as	much	external	Pi	 as	possible	and	 inactivate	

other	transporters	by	inhibition	or	vacuolar	degradation	that	could	leak	any	Pi	[4].	They	

allow	 the	 cellular	 machinery	 to	 keep	 running	 to	 maintain	 intracellular	 Pi	 levels	 -	

reflected	in	the	ATP/ADP	ratio	-	required	for	a	plethora	of	reactions.	

	

Pi	homeostasis	during	Pi	starvation			
	
Yeast	regulates	Pi	homeostasis	during	Pi	starvation	through	the	PHO	pathway	[12].	Pho4	

is	 the	master	 switch	 of	 PHO	 regulon.	 It	 upregulates	 proteins	 linked	 to	 Pi	 transport,	 Pi	

scavenging,	 Pi	 storage	 and	others	[8].	Many	of	 the	upregulated	proteins	 contain	 a	 SPX	

domain	or	an	ankyrin	repeats	domain	[1],	[13].		

	

Pho4	-	master	switch	of	PHO	pathway	
Pho4	 is	 a	 basic	 helix-loop-helix	 transcription	 factor	[14]	 upregulating	 transcription	 of	

phosphate-responsible	 genes	 in	 the	 Pi-limiting	 conditions	[8].	 It	 is	 constitutively	
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expressed	 in	 low	 amounts	 independently	 of	 Pi	 availability	 [15]	 and	 its	 activity	 is	

controlled	 by	 its	 phosphorylation	 state	[16],	 [17].	 At	 high	 Pi	 conditions	 Pho4	 can	 get	

phosphorylated	 on	 several	 serine-proline	 (SP)	 dipeptide	 phosphorylation	 sites	 (SP).	

This	is	enabled	by	the	Pho80-Pho85	kinase	complex	[17]	in	a	semi-processive	way	[18].	

The	 phosphorylation	 has	 an	 effect	 on	 the	 subcellular	 localization	 of	 Pho4	[4]	 and	 on	

binding	to	a	co-transcriptor	of	Pho4-responsibe	genes	[19].		Hereby,	a	phosphorylation	
on	 SP2	 and	 SP3	[19]	 are	 responsible	 for	 nuclear	 export	 of	 Pho4	 to	 the	 cytosol	 by	

importin-β-family	member	Msn5	bound	to	Gsp1-GTP	[20].		Vice-versa,	nuclear	import	of	

Pho4	 is	 inhibited	 by	 Pse1/Kap121	[21]	 when	 Pho4	 is	 phosphorylated	 on	

SP4	[19].  Furthermore, phosphorylated	 SP6	was	 shown	 to	 inhibit	 a	 binding	 to	 co-
transcriptor	Pho2	 [19]	while	de-phosphorylated	SP6	 leads	 to	a	Pho4-Pho2	association	

that	 builds	 a	 fully	 functional	 transcription	 factor	 upregulating	 phosphate-responsive	

genes	[22],	[23].	Interestingly,	Pho4	in	its	fully	de-phoshorylated	state	can	transcribe	all	

phosphate-responsive	genes	while	in	a	hypo-phoshorylated	state	it	can	only	act	upon	a	

subset	of	them	and	transcribe	them	[24].	 
	

Pho81	–	main	regulator	of	PHO	pathway	

Pho81	has	a	pivotal	role	in	Pi	homeostasis.	It	is	as	an	activator	of	the	PHO	pathway.	An	

enhanced	 expression	 of	 the	 Pho81	 gene	 as	well	 as	 low	 external	 Pi-concentrations	 are	

therefore	 required	[25].	 A	 yeast	 with	 deleted	 Pho81	 was	 not	 able	 to	 act	 upon	

environmental	Pi	fluctuations	[10].	This	is	due	to	the	missing	inhibitory	effect	of	Pho81	

upon	cyclin-dependent	kinase	Pho80-Pho85	that	takes	place	according	to	the	exogenous	

phosphate	 status	[26].	 Pho80-Pho85	 is	 known	 to	 control	 Pho4	 which	 is	 the	 master	

switch	of	the	PHO	pathway	[16],	[17].	Pho81	binds	a	specific	inositol	pyrophosphate	1-

IP7	(1-inositol	pyrophosphates	diphosphoinositol	pentakisphosphate,	1-PP-InsP5)	[27],	

which	 is	present	under	Pi	deprivation	and	thereupon	inhibits	kinase	activity	[17],	 [25],	

[26],	 [28].	 Therefore,	 the	 	N-terminal	 segment	 of	 Pho81	 harbouring	 a	 SPX	 domain	[1]	

was	shown	to	be	of	enormous	importance.		This	domain	is	negatively	influencing	Pho81	

activity	 at	 high	 Pi	 conditions.	 A	 lack	 of	 the	 complete	 SPX	 domain	[29],	 several	 point	

mutations	in	the	inositol	pyrophosphate	pocket	[30]	or	a	certain	single	point	mutations	

outside	 the	binding	pocket	[29]	of	 this	domain	 leads	 to	a	constitutive	activation	of	 the	

PHO	 pathway	 at	 high	 Pi	 concentrations	 –	 at	 Pi	 levels	 where	 the	 PHO	 pathway	would	

normally	be	repressed	[25].	Pho81	is	constitutively	bound	to	Pho80	which	is	associated	
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with	Pho85	and	is	restricted	to	nucleus	[17].	Biophysical	studies	have	shown	that	Pho81	

is	binding	to	Pho80	via	its	segment	S3	ranging	from	amino	acid	665	to	701	regardless	of	

Pi	status.	Hereby,	the	position	693-695	is	essential	for	the	binding	between	Pho81	and	

Pho80.	 Any	 mutations	 in	 this	 region	 were	 shown	 to	 completely	 abolish	 Pho81	

function	[28].		 In	 the	 case	 of	 Pi	 deprivation	 where	 Pho81	 is	 acting	 as	 inhibitor	 of	 the	

kinase	 activity,	 another	 segment	 S1	 of	 Pho81	 -	 ranging	 from	amino	 acid	 702	 to	 723	 -	

additionally	 binds	 to	Pho80	and	 contributes	 to	 higher	binding	 affinity	 between	Pho81	

and	 Pho80	[28].	 This	 binding	 event	 takes	 place	 only	 in	 the	 presence	 of	 1-IP7	 that	 is	

generated	by	inositol	hexakisphosphate	kinase	Vip1	and	in	presence	of	a	divalent	cation	

like	Mg2+,	Mn2+	or	Zn2+	[27].		Subsequently,	the	kinase	substrate	Pho4	is	phosphorylated	

less	and	can	thus	activate	the	PHO	pathway	by	upregulating	numerous	phosphate-linked	

proteins.	[8],	 [16].	 It	was	shown	the	Pho81	segments,	which	are	binding	 to	Pho80,	are	

not	 belonging	 to	 the	 SPX	 domain	 and	 that	 the	 SPX	 domain	 is	 essential	 for	 Pi-linked	

activity	 of	 Pho81.	 Taken	 together,	 it	 raises	 the	 hypothesis	 that	 the	 SPX	 domain	 is	

inhibiting	S3	segment	in	1-IP7-dependent	fashion.		
 

Pi	transporters	in	the	PHO	pathway		

The	 PHO	 pathway	 regulates	 Pi	 uptake	 by	 the	 high-affinity	 Pi	 transporters	 Pho84	 and	

Pho89.	The	activity	of	these	transporters	is	depending	on	external	Pi	status.	Yeast	with	

sufficient	 Pi	 represses	 the	 high-affinity	 Pi	 transporters	 Pho84	 and	 Pho89	 while	 yeast	

devoid	 of	 external	 Pi	 phosphate	 sources,	 derepresses	[19]	 and	 transcriptionally	 up-

regulates	these	transporters	in	the	PHO	pathway	[8].	Pho89	is	a	type	III	transporter that	

is	Na+/Pi-coupled	working	 at	 alkaline	 pH	with	 a	Km	 of	 0.5	μM	[31],	 [32].	 Pho84	 is	 the	

predominant	high-affinity	Pi	 transporter	belonging	 to	 the	major	 facilitator	superfamily	

(MFS).	 It	 is	 H+/Pi-coupled	 operating	 at	 acidic	 conditions	[33]–[35]	 and	 having	 a	

Michaelis-Menten-constant	(Km)	of	around	7	μM	[31],	[36],	[37].		

It	 was	 shown	 that	 Pho84	 is	 targeted	 to	 the	 plasma	 membrane	 with	 the	 help	 of	

Pho86	[38]	which	is	upregulated	during	Pi-limiting	conditions	by	the	PHO	pathway	[8].	

Pho86	is	residing	in	the	endoplasmic	reticulum	(ER)	and	is	responsible	for	packaging	of	

Pho84	into	COPII	vesicles,	which	are	targeting	ER-derived	proteins	to	plasma	membrane	

via	golgi	apparatus	[38].	A	surplus	of	Pi	leads	to	a	phosphorylation	and	an	ubiquitination	

of	Pho84	[39].	Thereupon,	Pho84	is	internalized	by	endocytosis	and	transported	to	the	

vacuole	for	degradation	[38],	[39].		
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Spl2	–	regulator	of	Pi-transport		

Spl2	 is	 another	 component	 of	 the	 PHO	 pathway	[40]	 that	 is	 upregulated	 upon	 Pi-

starvation	 conditions	[8],	 [37].	 It	 is	 found	 to	be	 largely	 cytosolic	 and	 to	 a	 small	 extent	

associated	with	membranes,	 possibly	 by	 interacting	with	 them	via	 its	 hydrophobic	N-

terminus	and	predicted	myristoylation	site	[40].	Spl2	is	a	negative	regulator	of	the	low-

affinity	Pi	transporters	Pho87	and	Pho90	[4],	[37]	and	suggested	to	down-regulate	and	

eventually	inactivate	low-affinity	Pi	transporters	during	PHO	pathway	[37]	allowing	the	

high-affinity	Pi	phosphate	transporters	to	take	over	the	Pi	import	into	the	cell.	Yeast	cells	

that	 are	 overexpressing	 Spl2	 at	 high	Pi	 conditions,	 indeed,	 show	 lower	Pi	 uptake.	 It	 is	

similar	 to	 the	 case	 where	 both	 low-affinity	 transporters	 and	 vacuole	 Pi	 transporter	

Pho91	 are	 lacking,	 while	 Pho84	 is	 de-repressed	 indicating	 active	 PHO	 pathway	[37]	

under	high	Pi	conditions.		

	

Studies	from	Huerliman	et	al.	show	that	Spl2	physically	interacts	with	Pho87	and	Pho90	

and	 negatively	 regulates	 Pi-influx	 and	 -efflux	 through	 these	 transporters	 via	 its	 SPX	

domain	[4].		

Spl2,	was	also	observed	to	contribute	to	vacuolar	targeting	of	Pi	transporter	Pho87	that	

is	 conveyed	 by	 the	 SPX-domain	 [41].	 On	 the	 opposite,	 Pho90	 vacuolar	 targeting	 was	

shown	 to	 be	 dependent	 on	 the	 SPX	 domain	 of	 the	 Pi	 transporter	 but	 independent	 of	

Spl2	[41].		

	

Pi	storage	by	the	VTC	complex		

Eukaryotic	cells	can	store	Pi	in	the	form	of	polyphosphate	[42].	In	yeast,	polyphosphate	

was	shown	to	be	responsible	for	the	buffering	of	the	intracellular	Pi	concentration	[10],	

[43],	 [44],	 the	 cell	 cycle	[44],	 [45],	 the	 genomic	 stability	[45],	 the	 oxidative	 stress	

response	[9]	and	even	the	symbiosis	of	mycorrhizal	yeast	and	plant	[46].	Main	storage	of	

polyphosphate	 in	 yeast	 is	 the	 vacuole	[47],	 [48]	 but	 there	 is	 evidence	 that	 also	

organelles	 like	 nucleus	[49]	 and	 mitochondria	[48]	 harbour	 polyphosphate	 pools.	

Proteins	 from	 all	 cellular	 compartments	were	 found	 to	 be	 involved	 in	 polyphosphate	

maintenance	[50].	Polyphosphate	can	be	generated	and	imported	into	the	vacuole	[9]	by	

the	 Vacuolar	 transport	 chaperone	 (Vtc)	 complex	[51]	 whose	 components	 are	
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transcribed	constitutively	and	upregulated	by	the	PHO	pathway	[8].	Vtc	protein	family	is	

only	 found	 in	 protists	[52],	 [53],	 fungi	[54]	 and	 diatoms	[55],	 [56]	 but	 no	 obvious	

homologue	 in	 plants	 or	 animals	 was	 found	 yet.	 In	 saccharomyces	 cerevisiae,	 two	

subtypes	 of	 VTC	 complexes	 are	 known	 so	 far;	 a	 VTC	 complex	 residing	 within	 the	

vacuolar	 plasma	 membrane	 composed	 of	 the	 following	 membrane	 proteins	 –	

Vtc3/Phm2,	 Vtc4/Phm3	 as	 well	 as	 membrane	 protein	 Vtc1/Phm4	[9].	 And	 in	 the	

periphery	 -	 likely	 in	 the	 ER	 and	 nuclear	 envelope	[9],	 [57]	 -	 a	 second	 VTC	 complex,	

which	contains	Vtc2/Phm1	instead	of	Vtc3	[9].	Under	Pi-limiting	conditions,	the	second	

subtype	 of	 the	 complex	 mostly	 gets	 translocated	 to	 the	 vacuolar	 membrane	[9].	

Recently,	 Vtc5	 was	 identified	 as	 another	 component	 contributing	 to	 generation	 of	

polyphosphate.	 It	 enhanced	 the	 function	 of	 Vtc-based	 polyphosphate	 synthesis	 but	 it	

was	shown	not	to	be	present	in	every	complex	[58].		

	

Vtc2,	 Vtc3	 and	 Vtc4	 all	 share	 a	 N-terminal	 SPX	 domain,	 a	 homologous	 central	

triphosphate	 tunnel	 metalloenzyme	 (TTM)	 domain	 and	 a	 homologous	 C-terminal	

transmembrane	domain.	SPX	and	TTM	domains	are	soluble	cytosolic	domains	[59].	Vtc2	

and	 Vtc3	 are	 to	 58	%	 identical	 in	 amino-acid	 sequence	[8]	 while	 Vtc2	 and	 Vtc3	 both		

share	a	28	%	amino-acid	identity	to	Vtc4	[60].		Vtc1	has	no	cytosolic	part	and	is	a	three-

helices	membrane	protein	that	 is	homologous	to	the	C-terminal	domain	of	Vtc2-4	[60].	

Vtc5	 topologically	 resembles	 Vtc2-4	 and	 it	 has	 a	 N-terminal	 SPX	 domain	 as	well	 as	 a	

transmembrane	region	containing	three	helices	[58].		

	

The	polyphosphate	synthesis	is	facilitated	by	a	TTM	domain	of	Vtc4	that	bears	a	highly	

positive	 charged	 tunnel-shaped	 β-barrel	 with	 8	 antiparallel	 β-strands	 and	 accessory	

helices	 on	 sides	 and	 a	 half	 opening	[9].	 In	 the	 barrel,	 polyphosphate	 is	 generated	 and	

pyrophosphate,	 PPi,	 as	 well	 as	 Pi	 might	 serve	 as	 a	 primer	 for	 a	 new	 polyphosphate	

chain	[9].	 A	 nascent	 polyphosphate	 chains	 is	 handed	 over	 to	 a	 C-terminal	membrane-

integrated	domain	possibly	 containing	 a	 channel	 for	 dropping	polyphosphate	 into	 the	

vacuole	[9],	[60].	This	event	is	based	on	a	proton	gradient	across	a	vacuolar	membrane,	

which	is	maintained	by	the	V-ATPase	[60].	Vtc1	and	Vtc4	are	necessary	for	the	function	

of	 VTC	 complex	[8],	 [9].	 Adversely,	 Vtc2	 and	 Vtc3	 are	 suggested	 to	 have	 a	 regulatory	

role.	Firstly,	the	deletion	of	Vtc2	or	Vtc3,	respectively,	does	reduce	total	polyphosphate	

content	 but	 does	 not	 abolish	 polyphosphate	 accumulation	[8],	 [50].	 Secondly,	 TTM	
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domains	of	Vtc2	and	Vtc3,	which	have	a	substitution	of	an	isoleucine	in	the	Vtc2-TTM	or	

of	 a	 leucine	 in	 the	Vtc3-TTM,	 lead	 to	 abolished	 or	 reduced	 polyphosphate	 function	 in	

comparison	 to	 a	 catalytically	 enrolled	 Vtc4-TTM-residue	 lysine	 458	 [9].	 This	 would	

explain	in-vitro	experiments	with	the	TTM	domain	of	Vtc2	or	Vtc3	where	binding	of	ATP	

was	either	less	efficient	with	around	50	μM	–	for	Vtc2	–	or	not	observed	–	for	Vtc3	–	in	

comparison	 to	 a	 0.3-2	μM	 binding	 constant	 of	 Vtc4	[9].	 Also,	 ATP	 is	 required	 for	 the	

synthesis	of	polyphosphate	[9].	Thirdly,	there	are	numerous	experimentally	determined	

phosphorylated	 serine	 and	 threonine	 sites	 in	 the	 cytosolic	 regions	 of	 Vtc2	 and	 Vtc3	

whereas	Vtc4	only	has	two	of	these	sites	(BioGrid	3.5).  
	

The	polyphosphate	synthesis	is	operating	in	the	presence	of	an	ATP,	a	divalent	cation	–	

bound	by	 the	TTM	domain	[9]	–	and	an	 inositol	phosphate-based	 ligand	bound	by	 the	

SPX	 domain	[6],	 [61].	 Also,	 Pi	 or	 sulphate	 were	 shown	 to	 serve	 as	 a	 ligand	[6].	 The	

mentioned	 ligands	 have	 different	 potencies	 on	 polyphosphate	 synthesis.	 Interestingly,	

inositol	phosphates	IP6	and	5-IP7	bind	to	Vtc2-SPX	with	a	similar	nanomolar	affinity	[6]	

but	 in	 terms	 of	 Vtc	 activity,	 5-IP7	 is	 a	 much	 more	 potent	 ligand	[6],	 [61].	 This	 is	

underlined	by	in-vivo	experiments	that	show	that	the	deletion	of	a	kinase	generating	5-

IP7	 abolishes	 polyphosphate	 pools	[62],	 [63].	 Furthermore,	 1,5-IP8	 ligand	 leads	 to	 an	

activation	 of	 polyphosphate	 in-vitro	 but	 not	 in-vivo	[61]	 suggesting	 that,	 although	 all	

inositol	 pyrophosphates	 can	 induce	 Vtc	 activity	 specifically	 5-IP7	 is	 relevant	 for	

biological	activity	of	the	VTC	complex	[61].			

	

It	was	observed,	in	addition,	that	particular	mutual	mutations	in	the	SPX	domain	of	Vtc3	

and	 Vtc4	 can	 ligand-independently	 facilitate	 polyphosphate	 synthesis	 or	 lead	 to	 a	

disrupted	 polyphosphate	 synthesis	[6].	 The	 polyphosphate	 synthesis	 can	 also	 be	

influenced	 by	 Vtc5.	 The	 latter	 can	 modulate	 polyphosphate	 synthesis,	 firstly,	 in	 the	

presence	of	a	ligand	in	an	enhanced	way	and	in	the	absence	of	a	ligand	to	small	extend	

as	 well	 as,	 secondly,	 by	 influencing	 Vtc4	 translocation	 to	 the	 vacuole	 and	 hence	 the	

amount	of	Vtc4	present	on	the	vacuole	[58].		Structurally,	it	is	yet	not	clear	how	all	these	

factors	influence	polyphosphate	synthesis.	

	

In	addition	to	polyphosphate	generation	and	its	importance	in	the	Pi	homeostasis,	VTC	

complex	 was	 discovered	 to	 be	 contributing	 to	 the	 stability	 of	 the	 vacuolar	 V-
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ATPase	[51],	 membrane	 trafficking	[59],	 [64]	 as	 well	 as	 to	 microautophagy	[57]	 and	

homotypic	vacuolar	fusion	[64].	It	is	however,	not	yet	clear	whether	this	contribution	is	

due	to	a	direct	involvement	of	Vtc	or	due	to	polyphosphate	[65].  

	

Pi	scavenging	by	Pho4-linked	phosphatases		

If	essential	Pi	is	externally	limiting,	the	PHO	pathway	upregulates	several	phosphatases	

to	 mobilize	 Pi	 from	 diverse	 extracellular	 and	 intracellular	 resources	[8].	 During	 Pi-

starvation,	 the	 yeast	 repressible	 acid	 phosphatases	 Pho5	[66],	 [67],	 Pho11	[68]	 and	

Pho12	[68]	are	de-repressed	by	PHO	pathway.	Thereupon,	they	get	secreted	to	degrade	

a	 broad	 spectrum	 of	 extracellular	 phosphate	 ester	 substrates	 like	β-glycerophosphate 

and	 α-naphthyl	 phosphate	[66],	 [68]	 to	 generate	 Pi.	 Subsequently,	 Pi	 transporters	 are	

able	to	import	Pi	into	the	cells.		

	

Several	internal	phosphatases	utilize	cellular	phosphate	ester	substrates	to	scavenge	Pi.		

For	example,	nuclear	and	Mg2+-dependent	Phm8	hydrolyses	 lysophosphatidic	acid	[69]	

and	 nucleotide	monophosphates	[70]	 leading	 to	 generation	 of	 triacylglycerol	[69]	 and	

nucleotides	[70].	 Vacuolar	 repressible	 alkaline	 phosphatase	 Pho8	 dephosphorylates	

phosphotyrosine	 peptides	[71]	 while	 vacuolar	 phosphatases	 	 Ppn1	[72],	 [73]	 and	

Ppn2	[74]	 are	mobilizing	Pi	 from	 the	 large	polyphosphate	pool	 located	 in	 the	 vacuole.	

The	 vacuolar	 polyphosphate	 pool	 is	 depleted	 during	 Pi-starvation	[43],	 [62].	 	 Ppn1	 is	

responsible	for	non-processive	degradation	of	longer	polyphosphate	chains	to	Pi	and	P3	

entities	[72]	 as	 cytosolic	 Pi	 concentration	 drops	 otherwise	[75].	 Ppn1	 has	 to	 be	 first	

proteolytically	 cleaved	 on	 N-terminus	 to	 be	 converted	 to	 a	 functional	

polyphosphatase	[76].	 ADP	 positively	 influences	 its	 activity	 while	 ATP	 acts	 as	 its	

inhibitor.	 The	 activity	 mode	 is	 depending	 on	 the	 presence	 of	 metals;	 it	 acts	 as	 an	

endopolyphosphatase	 in	 the	 presence	 of	 Co2+	 while	 as	 an	 exopolyphosphatase	 when	

Mg2+	 is	 present	[77].	 Ppn2	 is	 another	 polyphosphatase	 in	 the	 vacuole.	 It	 has	 an	

endopolyphosphatase	 activity	 that	 is	 Zn2+	 dependent	[74].	 Pi	 that	 is	 liberated	 from	

polyphosphate	 is	 transported	 to	 the	 cytosol	 by	 constitutively	 expressed	 vacuolar	 Pi	

transporter	Pho91	[11].		

Ppx1	and	Ddp1	are	two	further	polyphosphatases	that	are	suggested	to	degrade	existing	

polyphosphate	outside	 the	 vacuole	[60],	 [65].	 Ppx1	 was	 found	 in	 the	 cytosol	 and	 the	

nucleus	[78]	 as	 well	 as	 on	 the	 plasma	membrane	 and	mitochondria	[79],	 [80].	 It	 is	 a	
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Mg2+-	 or	 Mn2+-dependent	[81]	 exopolyphosphatase	 belonging	 to	 the	 DHH	

phosphoesterase	 superfamily,	which	 is	 responsible	 for	 cleaving	 Pi	 and	 pyrophosphate	

from	 polyphosphate	 chains	[82],	 [83].	 On	 the	 opposite,	 Ddp1	 displays	

endopolyphosphatase	activity	in-vitro	[62].	It	belongs	to	the	Nudix	hydrolase	family	that	

is	found	in	the	cytosol	and	nucleus	[78].	 
 

Organic	Pi	transport		

The	yeast	Pi	homeostasis	is	maintained	not	only	by	low-	and	high-affinity	Pi	transporters	

but	 also	 by	 help	 of	 the	 organic	 Pi	 transporter	 Git1	[84]–[86].	 	 Git1	 imports	 external	

glycerophosphoinositol	[84]	and	phosphatidylcholine	[86].	Interestingly,	depletion	of	all	

known	low-	and	high-affinity	Pi	transporters	is	lethal	in	yeast.		However,	overexpressing	

Git1	can	rescue	this	phenotype	in	the	presence	of	a	high	Pi	content	despite	the	absence	

of	 any	 phosphates	[85].	 Hence	 Git1	 can	 also	 function	 as	 an	 alternative	 Pi	

transporter	[85].	

	

The	yeast	cells	were	also	shown	to	be	able	to	grow	with	glycerophosphoinositol	[84]	or	

phosphatidylcholine	[86]	as	a	sole	supplement	due	to	Git1.		

Gde1	is	the	only	characterized	glycerophosphodiester	phosphodiesterase	in	yeast	so	far	

and	hydrolyses	 imported	 glycerophosphoinositol	 as	well	 as	 phosphatidylcholine	 to	 its	

derivatives	glycero-3-phosphate	and	Pi	or	choline,	respectively	[86].	Like	many	other	Pi-

responsive	proteins	it	has	a	SPX	domain	[1].		

	

Both,	Git1	and	Gde1,	get	upregulated	under	Pi-limiting	conditions	in	a	Pho4-dependent	

manner	[8],	 [86].	 It	 seems	 that	 Git1	 transcription	 completely	 depends	 on	 Pho4	 as	 a	

transcription	factor	as	the	deletion	of	Pho4,	leads	to	an	abolishment	of	Git1	[87].		

 

   

Pi	homeostasis	at	high	Pi	conditions	
	

Pi	 homeostasis	 is	 regulated	 in	 a	 Pho4-independent	 fashion	 and	 thus	 is	 PHO	pathway-

independent	 at	 high	 Pi	 conditions.	 Many	 proteins	 linked	 to	 Pi	 homeostasis	 at	 high	 Pi	
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conditions	 are	 either	 constitutively	 active	 or	 being	 negatively	 regulated	 upon	 Pi	

limitation,	either	by	an	inactivation	mechanism	or	a	vacuolar	degradation.		

	

Kinase	activity	complex	Pho80-Pho85	

The	 nuclear	 cyclin-dependent	 kinase	 Pho85	 kinase	interacts	 with	 different	 cyclins	

modulating	 various	 cellular	 mechanisms	 ranging	 from	 cell	 cycle,	 carbohydrates	 and	

amino	 acid	metabolism	 as	well	 as	 calcium	 signaling	 pathway	[88]–[90].	 In	 association	

with	cyclin	Pho80	[90],	[91]	it	regulates	G0-entry	in	the	cell	proliferation	by	modulating	

protein	 kinase	 Rim15	 [92]	 and	 Pi	 homeostasis	[91]	 by	 modulating	 its	 master	 switch	

Pho4	[16],	 [17].	 Pho4	 gets	 hyperphosphorylated	 by	 Pho85-Pho80	 kinase	 at	 high	 Pi	

conditions	[16],	[17],	which	leads	to	delocalization	[19],	[20]	and	thus	repression	of	the	

PHO	pathway	activation.	

		

	

Low-affinity	Pi	transporter	Pho87	and	Pho90	

Low-affinity	Pi	 transporter	Pho87	and	Pho90	[85]	are	constitutively	expressed	in	yeast	

independently	of	the	external	phosphate	availability	[93].	They	transport	extracellular	Pi	

into	 the	 cytosol	 as	 Na+/Pi	 symporters	 and	 are	 suggested	 to	 belong	 to	 SLC13/DASS	

family	[94].	 Their	 Km	 values	 range	 between	 150	μM	 and	 1	mM	[10],	 [37],	 [85],	 [95].	

Interestingly,	these	low-affinity	Pi	transporters	not	only	seem	to	facilitate	Pi	import	but	

are	also	able	to	export	Pi	[4].	Both	transporters	contain	a	N-terminal	SPX	domain	that	is	

responsible	for	regulating	Pi	import	and	Pi	export	while	influencing	Pi	transport	velocity.	

In	a	medium	with	a	very	high	Pi	condition	of	~	50	mM,	the	lack	of	the	SPX	domain	leads	

to	 lethality	 of	 yeast	 cells	[4].	 It	 was	 shown	 that	 polyphosphate	 accumulation	 is	

significantly	 higher	 in	 mutants	 lacking	 SPX	 domain	[4].	 Hence,	 a	 possible	 cause	 of	

intoxication	 in	 SPX	 mutants	 could	 be	 resulting	 from	maximally	 reached	 capacities	 of	

polyphosphate	pools	that	are	not	able	to	further	convert	accumulating	toxic	amounts	of	

intracellular	Pi	to	polyphosphate.	Another	explanation	would	be	that	the	VTC	complex	is	

not	 able	 to	 convert	Pi	 into	polyphosphate	 fast	 enough	 leading	 to	 intoxicating	 elevated	

intracellular	 Pi	 levels	 in	 the	 cells.	 Therefore,	 basic	 constitutive-restrictive	 amounts	 of	

transporters,	 their	 Pi	 export	 ability	 as	 well	 the	 presence	 of	 a	 regulative	 SPX	 domain	
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might	serve	as	surviving	mechanisms	to	prevent	the	cell	from	Pi	toxicity	occurring	in	a	Pi	
abundant	state.		

Pho87	 and	 Pho90	can	 be	 influenced	 by	 their	 negative	 regulator	 Spl2	[4],	 [37].	 Spl2	 is	

known	to	be	upregulated	by	the	PHO	pathway	when	Pi	replenishes	[8].	Overexpressing	

Spl2	 in	 the	 presence	 of	 an	 overexpressed	 Pho90	 or	 Pho87,	 significantly	 reduces	 the	

polyphosphate	storage	[4].	However,	this	was	only	observed	for	a	full-length	transporter	

and	 not	 for	 a	 transporter	 lacking	 its	 SPX	 domain.	 This	 is	 indicating	 that	 the	 negative	

impact	of	Spl2	 is	 facilitated	 through	 the	SPX	domain	of	 the	 low-affinity	Pi	 transporter.	

This	 was	 further	 confirmed	 by	 a	 split-ubiquitin	 assay	 and	 co-immunoprecipitation	

experiments	 revealing	 a	 direct	 interaction	 of	 Spl2	 and	 low-affinity	 transporters	[4].	

Under	Pi-starvation,		Spl2	was	also	shown	to	be	responsible	for	SPX-dependent	vacuolar	

targeting	 of	 Pho87	 but	 not	 Pho90	 [41],	 whereby	 they	 are	 subjected	 to	 proteasomal	

degraded	[41].	

	

Overall,	up-regulation	of	the	negative	regulator	Spl2	of	Pho87	and	Pho90	as	well	as	their	

eventual	vacuolar	degradation	by	the	PHO	pathway	clearly	display	that	the	function	of	

Pho87	and	Pho90	as	Pi	transporters	is	strongly	reduced	during	Pi-starvation.		

	

Vacuolar	phosphate	transporter	Pho91	

Vacuolar	 Pho91	 is	 a	 SPX-containing	 low-affinity	 transporter	[85]	 that	 belongs	 to	 the	

DASS	family.	It	is	constitutively	expressed	and	is	not	upregulated	by	PHO	regulon	[93].	It	

has	 been	 suggested	 that	 Pho91	 is	 exporting	 phosphate	 from	 the	 vacuole	 to	 the	

cytosol	[11].	 It	 re-mobilizes	 polyphosphate	 stored	 in	 vacuoles	 as	 indicated	 by	

experiments	 conducted	on	yeast	 lacking	Pho91.	Pho91-deficient	 yeast	 is	 accumulating	

large	polyphosphate	pools	[11].	This	yeast	mutant	also	has	a	de-repressed	PHO	pathway	

at	high-Pi	conditions	[11]	suggesting	that	either	Pho91	itself	or	Pho91-related	Pi	derived	

from	vacuolar	polyphosphates	 is	 buffering	 intracellular	Pi	 levels	 and	keeping	 the	PHO	

pathway	 inhibited	 during	 high	 Pi	 conditions.	 Indeed,	 measured	 intracellular	 Pi	

concentration	 is	 elevated	 in	 yeast	 lacking	 Pho91	[10]	 and	 hence	 controlled	 less	 well.	

Interestingly,	 the	 overexpression	 of	 Pho91	 does	 not	 lead	 to	 significant	 changes	 on	

polyphosphate	pools	[11]	indicating	that	Pho91	alone	is	not	controlling	intracellular	Pi	

concentration	but	rather	that	its	function	is	regulated	tightly	in	any	given	situation	.	This	

regulation	 could	be	mediated	by	 inositol	pyrophosphates.	 Isolated	yeast	 vacuoles	 that	
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were	 extracted	 after	 hypo-osmotic	 shock	 and	 contain	 Pho91,	were	 conducting	 Na+/Pi	

ion	 currents	 upon	 addition	 of	 5-IP7.	 This	 event	 was	 abolished	 in	 the	 yeast	 vacuoles	

having	Pho91	with	 lacking	SPX-domain	or	a	point	mutation	 in	 the	SPX	 localized	 in	 the	

binding	pocket	of	inositol	pyrophosphates	[96].		

	

Regulation	of	Pi	homeostasis	

	

There	 are	 several	 layers	 of	 regulations	 interleaved	 in	 the	 Pi	 homeostasis.	 Every	 layer	

contains	one	or	several	feedback	loops	that	are	activating,	synergizing	or	disabling	other	

layer(s).	 This	 allows	 the	 cells	 to	 adjust	 rapidly	 to	 any	 fluctuations	 in	 the	 external	 or	

internal	Pi	availability.	The	first	layer	of	control	are	inositol	pyrophosphates.	They	serve	

as	the	sensors	of	the	cellular	Pi	levels	[6].	They	link	the	components	of	the	Pi	machinery	

so	that	they	act	 jointly	to	any	given	Pi	situation.	This	 is	carried	out	by	the	SPX	domain	

that	is	present	in	many	proteins	participating	in	the	Pi	homeostasis[1].	The	SPX	domain	

binds	 inositol	 pyrophosphates	[6]	 and	modifies	 the	 protein	 function	 accordingly.	 The	

second	regulation	layer	is	the	presence	of	a	Pi	transport	system	based	on	the	bimodality.	

A	 Pi	 transport	 system	 contains	 a	 set	 of	 low-affinity	 and	 a	 set	 of	 high-affinity	 Pi	

transporters.	 This	 allows	 the	 cells	 to	 adjust	 the	 Pi	 import	 and	 -export	 according	 to	 a	

given	Pi	condition	[37].	In	this	way	the	cells	can	acquire	essential	Pi	when	Pi	is	scarce	as	

well	 as	 act	 appropriately	 upon	 Pi	 abundance	[10].	 The	 latter	 is	 ensured	 by	 exporting	

Pi	[4]	 or	 storing	 Pi	 in	 a	 form	 of	 polyphosphate	 to	 prevent	 the	 cells	 from	 a	 toxic	 Pi	

accumulation	[60].	 It	 was	 also	 shown	 that	 a	 dual	 transport	 system	 gives	 the	 cell	

sufficient	 time	 to	prepare	 for	 the	up-coming	 starvation	or	 facilitate	 recovery	[97].	The	

third	 layer	of	 control	 is	 a	biphasic	 transcriptional	 response	upon	Pi	 replenishment.	 	 It	

guarantees	that	not	all	PHO	genes/Pi-response	genes	get	transcribed	at	once	but	in	two	

waves	according	to	the	needs	of	the	cell	[98].		

	

Inositol	pyrophosphates		

Pi	 homeostasis	 is	 regulated	by	 inositol	 pyrophosphates.	 In	 the	 literature	 they	 are	 also	

referred	to	as	diphospho-inositol	phosphates	or	pyrophospho-inositol	phosphates	[99].	

They	contain	a	completely	or	partially	phosphorylated	myo-inositol	and	have	one	or	two	

pyrophosphates	 attached	 to	 the	 sugar	 backbone	[99].	 Pyrophosphate	 has	 a	
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phosphoanhydride	bond	with	a	high	 free	energy	of	28	kJ/mol		[100].	 In-vivo,	especially	

1-IP7	 (1-diphospho-inositol	 tetrakisphosphate)	[101],	 [102],	 5-IP7	 (5-diphospho-

inositol	 tetrakisphosphate)	[103]–[105]	 and	 1,5-IP8	 (1,5-bis-diphospho-inositol	

tetrakisphosphate)	[102]	influence	 Pi	 homeostasis	 in	 yeast	 and	 mammals	[63],	 [106]–

[109].	 Studies	 from	 different	 organisms	 indicate	 that	 at	 high	 Pi	 conditions,	 5-IP7	

amounts	range	between	0.5	and	5	μM	[100],	[101],	[110]	and	1,5-IP8	is	present	half	as	

much	[111],	 [112].	 This	 makes	 up	 1-5%	 of	 5-IP7	 and	 0.05-0.25%	of	 1,5-IP8	 in	

comparison	to	constant	total	IP6	level	[99].	Hereby,	the	levels	of	1-IP7	are	around	2%	of	

total	IP7	pool	[113].		

	

There	are	two	inositol	pyrophosphate	kinases	in	yeast.	5-IP7	is	generated	from	inositol	

phosphate,	 IP6.	This	 is	 conducted	by	 the	 inositol	hexakisphosphate	kinase	Kcs1	 [103],	

whereas	diphosphoinositol	pentakisphosphate	kinase	Vip1	[114],	[115]	produces	1-IP7	

from	 inositol	 phosphate	[101],	 [116]	 and	 1,5-IP8	 from	 5-IP7	[114],	 [116],	 [117].	 Both	

kinase	activities	are	displayed	in	Fig.	2.	Vip1	is	a	bimodal	enzyme	carrying	both	kinase	

and	 phosphatase	 activity.	 As	 phosphatase	 it	 is	 hydrolysing	 5-IP7	 and	 1-IP7	[117]	 and	

1,5-IP8	[118],	[119].		

	

	

	
	

Fig.	2:	Overview	of	Kcs1	and	Vip1	kinase	and	their	products.	Adapted	from	[61].	
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It	has	been	suggested	that	the	cellular	ATP	level	is	linked	to	the	external	Pi	availability.		

An	ATP	decrease	was	observed	when	external	Pi	was	 reduced	[120],	 [121].	There	 is	 a	

hypothesis	 stating	 that	 this	 link	 is	 derived	 from	a	 ratio	 between	products	 of	 different	

inositol	pyrophosphates	kinases.	Namely,	 a	 ratio	between	Kcs1	product	5-IP7	and	Vip	

product	 1-IP7	 or	 even	 1,5-IP8	 explaining	 their	 roles	 in	 the	 Pi	 homeostasis	[121].	 In	

mammalian	cells,	studies	displayed	that	treatment	with	particular	kinase	inhibitors	and	

oligomycin	reduces	 not	 only	 ATP	 concentration	 but	 concomitantly	 also	 significantly	

reduces	IP7	levels	[122].	Vice	versa,	an	addition	of	ATP	leads	to	a	simultaneous	increase	

of	 5-IP7	[123].	 Both	 cytosolic	 kinases	 Kcs1	 and	 Vip1	 generating	 different	 inositol	

pyrophosphates	are	ATP-dependent	but	appear	to	have	different	binding	affinities	to	it	

based	on	mammalian	homologues.	Kcs1	has	a	KM	to	ATP	of	around	1.1-1.5	mM	while	KM	

of	Vip1	is	around	130	μM	[99].	A	yeast	growing	at	high	Pi	conditions	has	an	ATP	level	of	

around	1-2	mM	[124]	 that	 is	 near	KM	of	Kcs1	 suggesting	Kcs1	 to	be	partially	 active	 at	

these	 conditions	 and	 generating	 5-IP7.	 This	 is	 underlined	 by	 studies	 of	 Kcs1	

mutants	[62],	[104]	and	mutants	of	enzymes	required	for	the	purine	de	novo	synthesis	

acting	upstream	of	ATP	generation	[121]	that	abolish	the	majority	of	the	IP7	pool	at	high	

Pi	 conditions.	 Additionally,	 it	 has	 been	 shown	 that	 elevated	 Pi	 levels	 contribute	 to	

enhanced	kinase	activity	of	Kcs1	in	yeast	[117].		

	

Altogether	 this	would	 indicate	 that	 the	 product	 of	 Kcs1,	 5-IP7,	 linked	 to	 high	 cellular	

ATP	levels	is	responsible	for	Pi	homeostasis	at	high	external	Pi	conditions.	Indeed,	5-IP7	

was	shown	to	be	required	for	processes	observed	during	Pi	high	external	Pi	conditions.	

These	 are	 external	 Pi	 uptake	 at	 high	 Pi	 conditions	[107],	 [125],	 [126]	 linked	 to	 low-

affinity	 transporters,	 Pi	 release	 from	 vacuole	 to	 cytosol	[96]	 and	 maintenance	 of	 the	

vacuolar	polyphosphate	pool	generated	from	VTC	complex	[61]	independent	of	cellular	

Pi	state	and	most	importantly	a	repression	of	the	PHO	pathway	[63],	[106].		

	

What	about	Vip1	and	its	potential	role	in	the	Pi	homeostasis? The	potential	role	of	Vip1	

in	Pi	homeostasis	has	been	investigated	in	several	studies.	They	indicate	that	Vip1	could	

regulate	 cellular	 ATP	 levels	through	 its	 bifunctional	 mode	 to	 act	 as	 a	 pyrophosphate	

kinase	 and	 as	 a	 pyrophosphatase	[117].	 In	 ATP	 deficient	 mutants	 PHO	 pathway	 is	

constitutively	 active	 while	 an	 additional	 deletion	 in	 Vip1	 reverses	 this	 phenotype	

indicating	 that	Vip1	 is	 responsible	 for	 PHO	activation	 and	not	ATP	 level	per	 se.	∆Vip1	
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cells	display	a	large	delay	of	PHO	pathway	activation	upon	Pi	replenishment	[98],	[121].	

Usually,	 Pi	 replenishment	 would	 lead	 to	 an	 immediate	 expression	 of	 PHO	 genes	[98].	

This	 de-repression	 of	 the	 PHO	 pathway	 is	 controlled	 by	 Vip1	 generated	 inositol	

pyrophosphate(s)	[101],	 [108].	 Pho80-Pho85	 kinase	 activity	 that	 represses	 Pho4	

activation	 -	 and	 thus	 the	 PHO	 pathway	 –	 is	 inhibited	 by	 a	 lysate	 containing	 low	

molecular	weight	 fraction	 extracted	 from	 Pi-starved	 cells	[108].	 This	 showed	 that	 the	

inhibition	 is	Pho81-dependent	[27],	 [108],	 takes	place	 in	a	presence	of	divalent	metals	

like	 Mn2+,	 Mg2+	 and	 Zn2+	[27]	 and	 has	 an	 allosteric	 and	 reversible	 nature	 [27].	 In	

correlation,	in	cases	where	Vip1	product(s)	were	lacking,	Pho4	was	inactive	[27],	[108]	

and	PHO	pathway	 repressed.	Hitherto,	 it	 is	 not	 clear	which	 inositol	 pyrophosphate	 of	

Vip1	exactly	–	1-IP7	or	1,5-IP8–	influences	Pi	homeostasis	during	Pi	starvation.	In-vitro,	

supplementation	 of	 Pi	 and	 high	 ATP	 levels	 lead	 to	 an	 increase	 of	 1,5-IP8	 amounts	 in	

yeast	[117].	 This	 was	 also	 observed	 in	 mammals	 where	 Shears’	 Group	 in	 addition	

showed	 that	 cellular	 Pi	 and	 ATP	 content	 as	 well	 as	 amount	 of	 5-IP7	 and	 IP6	 did	 not	

change	[123].	 Pi	was	 inhibiting	phosphatase	 activity	 of	 PPIP5K2,	 a	Vip1	homologue	 in	

humans,	indicating	its	predominant	kinase	activity	generating	1,5-IP8	and	less	probable	

conversion	of	1,5-IP8	back	to	IP7	isomer	[123].	Taken	together,	this	suggests	that	Vip1	

product	1,5-IP8	is	generated	in-vivo	under	high	Pi	conditions	when	the	PHO	pathway	is	

repressed	and	hence	has	another	function	than	activating	the	PHO	pathway.	This	would	

be	in	accordance	with	studies	conducted	in	plants.	1,5-IP8	was	suggested	to	enable	the	

interaction	 between	 stand-alone	 SPX	 proteins	 and	 Pi-responsive	 transcription	 factor	

PHR	[127]	 that	 only	 takes	 place	 at	 high	 Pi	 conditions	[5],	 [128].	 Furthermore,	 in	

mammals	 it	 was	 shown	 that	 1,5-IP8	 influenced	 Pi	 export	 by	 Xpr1	whose	 activity	 is	

dependent	 on	 external	 Pi	 conditions.	 The	 higher	 the	 external	 Pi	 concentrations,	 the	

higher	 the	 Pi-efflux	[129]	 suggesting	 1,5-IP8	 to	 be	 acting	 during	 high	 Pi	 conditions.	

Therefore,	most	likely	1-IP7	acts	as	a	switch	for	activation	of	the	PHO	pathway	upon	Pi	

replenishment.	This	would	also	explain	a	Pi-starving	phenotype	of	Pi-hyperaccumulation	

in	plants	that	do	not	synthesize	1,5-IP8	[117].	In	humans,	a	mutation	in	the	phosphatase	

domain	of	 the	Vip1	homologue	PPIP5K	 leads	 to	an	autosomal	recessive	nonsyndromic	

hearing	 loss	 indicating	 that	balancing	 the	 ratio	of	different	 inositol	pyrophosphates	 in	

the	cell	is	important	and	a	disbalance	can	lead	to	diseases	[130].			
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Another	switch	for	activating	the	PHO	pathway	could	be	the	reduced	pool	of	5-IP7	per	

se.	 This	 was	 observed	 upon	 Pi	 replenishment	[117].	 As	 mentioned	 above,	 a	

replenishment	of	Pi	led	to	a	lower	cellular	ATP	level.	The	Kcs1	kinase	ability	is	reduced	

at	lower	ATP	levels,	hence	less	5-IP7	can	be	produced.	In	line,	mutations	in	the	enzymes	

required	for	the	purine	de	novo	synthesis	and	subsequent	ATP	generation,	displayed	an	

active	PHO	pathway	at	high	Pi	[121].		

	

Additionally,	 the	 yeast	 cells	 display	 reduced	 gene	 expression	 of	 Kcs1	 after	 Pi	

replenishment	[98].	 The	master	 switch	 of	 PHO	 pathway,	 Pho4,	 can	 contribute	 to	 this.	

Pho4	enables	 transcription	of	antisense	and	 intragenic	RNAs	 from	the	KCS1	 locus	that	

down-regulate	 Kcs1	[131].	 Furthermore,	 the	 reduced	 5-IP7	 pool	 could	 origin	 from	 an	

increase	 in	 the	 Vip1	 phosphatase	 activity	 upon	 5-IP7	 as	 shown	 at	 lower	 ATP	

conditions	[117]	 and	 phosphatases	 like	 cytosolic	 phosphatase	 Ddp1		[62]	 and	

phosphatase	 Siw14	[132].	 They	 can	 further	 decrease	 5-IP7	 pools	 and	 contribute	 to	 Pi	

homeostasis	 as	 well.	 In	 turn,	 the	 reduced	 activity	 of	 Kcs1	 and	 reduced	 pool	 of	 5-IP7	

could	have	a	positive	effect	on	the	Vip1	kinase	activity.	There	is	less	competition	to	Kcs1	

over	the	mutual	precursor	IP6	utilized	for	inositol	pyrophosphate	generation	and	hence	

an	increase	in	1-IP7	amounts	would	be	possible.	This	hypothesis	would	also	explain	the	

Kcs1	mutant	phenotype.	Some	Kcs1	mutants	have	a	nuclear	Pho4	representing	an	active	

PHO	pathway	that	is	normally	not	observed	at	high	Pi	conditions	[108]. 	Also	Choi	et	al.	
showed	 that	 the	 PHO	 pathway	 is	 enhanced	 much	 more	 in	 the	 Kcs1	 mutant	 as	 in	

comparison	to	Pi-starved	state	[121].	

	

	 	

A	decade	ago,	there	was	a	controversy	in	this	field	for	a	long	time	in	regards	to	whether	

5-IP7	levels	get	elevated	or	reduced	during	starving	Pi	conditions.	Lee	et	al.	showed	with	

the	 traditional	 [3H]-inositol	 labelling	method	 that	 IP7	 pool	 levels	 increased	 during	 Pi	

starvation	[108]	 while	 other	 groups	 showed	 the	 opposite	[62].	 Only,	 in	 2019	 it	 was	

shown	that	-	at	least	in	mammals	-	the	cells	utilize	not	only	exogenous	inositol	but	also	

generate	 their	 own	 endogenous	 inositol	used	 subsequently	 for	 generation	 of	 inositol	

pyrophosphates	[133].	This	likely	suggests	that	[3H]-inositol	labelling	in	yeast	does	not	

display	 a	 complete	 picture.	 Yeast	 contains	 two	 enzymes	 for	 de	 novo	 synthesis	 of	

inositoles	 –	 myo-inositol-3-phosphate	 synthase	 (MIPS)	[134],	 [135] and	 inositol	
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monophosphatase	[136],	 [137].	 It	 has	 to	 be	 further	 investigated	 if	 exogenous	 and	

endogenous	 inositols	 have	 different	 impacts	 on	 inositol	 pyrophosphates	 and	 linked	Pi	

homeostasis.		
 

 

Bimodality	of	Pi	transporters	

Yeast	 contains	 a	 bimodal/dual	 Pi	 transport	 system	 based	 on	 the	 transporters	

responding	 to	 Pi	 with	 different	 affinities.	 There	 are	 two	 high-affinity	 transporters	

(Pho84	 and	 Pho89)	 and	 four	 low-affinity	 transporters	 of	which	 three	 are	 canonical	 –	

two	 integrated	 into	 a	 plasma	 membrane	 (Pho87	 and	 Pho90)	 and	 one	 acting	 on	 the	

vacuolar	plasma	membrane	(Pho91)	–	and	the	non-canonical	Gde1	that	actually	prefers	

to	transport	glycerophosphoinositol	[84]	and	phosphatidylcholine	[86].	It	was	shown	to	

be	able	to	transport	Pi	only	after	all	other	Pi	transporters	are	lacking	and	only	at	high	Pi	

conditions	[85].		

	

A	bimodal	 transport	system	gives	the	cell	sufficient	 time	to	prepare	 for	the	up-coming	

starvation	 or	 facilitate	 recovery	[97].	The	 yeast	 cells	 adjust	 adequately	 to	 the	

fluctuations	 of	 external	 Pi	 availability.	 Wykoff	 et	 al.	 showed	 that	 at	 intermediate	

phosphate	concentrations	between	approximately	100	and	200	μM,	two	subpopulations	

of	 yeast	 cells	 co-exist	 displaying	 similar	 velocity	 of	 Pi	 uptake.	 The	 one	 subpopulation,	

which	 operates	 with	 apparent	 Km	 of	 Pi	 uptake	 of	 around	 150	μM,	 is	 suggesting	 low-

affinity	 Pi	 transporters	 to	 be	 involved	 in	 the	 Pi	 transport	 while	 the	 other	 cell	

subpopulation	most	 likely	engages	Pho84	with	an	apparent	Km	 of	Pi	uptake	of	7	μM.	A	

change	in	the	external	Pi	concentration	leads	to	a	shift	of	these	two	subpopulations.		In	a	

medium	with	 no	 Pi,	 the	 cells	 display	 only	 one	 subpopulation	with	 high	 expression	 of	

Pho84	and	Spl2.	At	Pi	concentrations	over	300	μM,	on	 the	opposite,	 the	subpopulation	

with	low-affinity	Pi	transporters	is	active	[37].	It	is	suggested	that	the	rise	of	these	two	

subpopulations	 originates	 from	 the	 presence	 of	 an	 upregulated	 Spl2.	 Spl2	 gets	

upregulated	 in	 the	PHO	pathway	[8]	 and	 it	 is	 known	 to	be	 a	negative	 regulator	of	 the	

low-affinity	 Pi	 transporters	[4].	 It	 was	 shown	 that	 a	 lack	 of	 the	 predominant	 Pi	

transporter	 Pho84	 at	 Pi-limiting	 conditions	 –	 conditions	 at	 which	 the	 transporter	 is	

usually	employed	–	 leads	 to	constitutive	 induction	of	PHO	genes	 	[93]	but	surprisingly	

no	Pi	 transport	was	observed	[36],	 [37].	The	Pi	 transport	 takes	place	only	 if	 this	yeast	
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mutant	is	supplemented	with	Pi	rich	medium	[75]	or	after	a	mutual	lack	of	Pi	transporter	

Pho84	and	Pho4	[36],	[37]	under	the	same	Pi-limiting	conditions	[37].	This	indicates	that	

PHO	 pathway	 upregulates	 a	 protein	 that	 negatively	 regulates	 other	 Pi	 transporters	

employed	only	at	rich	Pi	conditions	and	in	a	PHO-independent	manner.	A	mutant	with	a	

mutual	deletion	in	Pi	transporter	Pho84	and	Spl2	was	able	to	indeed	restore	Pi	transport	

at	 low	 phosphate	 conditions	[37],	 indicating	 that	 Spl2	 regulates	 the	 bimodality	 of	 Pi	

transport	in	the	yeast.		

	

Biphasic	transcriptional	response	

Biphasic	 transcriptional	 response	 is	 another	 characteristic	of	Pi	 homeostasis	observed	

upon	 Pi	 replenishment.	 It	 ensures	 that	 only	 the	 required	 Pi-response	 genes	 get	

transcribed	according	to	the	needs	of	the	cell	[98].		

Barkai	 Group	 investigated	 transcriptional	 expression	 of	 different	 PHO	 components	 by	

high-throughput	RNA	 sequencing	 in	 the	 time	dependence	[98].	 First,	 they	have	 grown	

yeast	 in	 rich-Pi	 conditions	 and	 subsequently	 transferred	 it	 into	 a	medium	with	 no	 Pi.	

They	 observed	 a	 Pi-response	 gene	 expression	 in	 two	 phases.	 The	 first	 group	 of	 PHO	

components	expressed	within	 the	 first	hour	after	Pi	 replenishment	 is	composed	of	 the	

SPL2	–	a	negative	regulator	of	low-affinity	Pi	transporters	–	that	is	expressed	at	earliest	

stage,	 followed	by	 a	high-affinity	Pi	 transporter	PHO84	 and	 its	 auxiliary	 factor	PHO86,	

negative	 regulator	 of	 cyclin-cyclin	 dependent	 kinase	 PHO81,	 components	 of	 the	

polyphosphate	generating	VTC	complex	as	well	as	of	secreted	phosphatases	PHO11	and	

PHO12.	 Approximately	 two	 hours	 after	 cells	 are	 devoid	 of	 Pi,	 the	 second	 group	 of	 Pi-

associated	 genes	 get	 upregulated.	 They	 are	 secreted	 acid	 phosphatase	 PHO5,	 nuclear	

phosphatase	PHM8,	nuclear	and	cytosolic	polyphosphate	phosphatase	DDP1	as	well	as	

second	high-affinity	Pi	transporter	PHO89.	PHM6	is	also	a	prominent	gene	upregulated	at	

this	time	point	but	hitherto	its	function	is	still	unknown.		

	

The	biphasic	transcriptional	response	was	first	observed	for	PHO84	and	PHO5	[43].	The	

gene	expression	of	PHO84	was	shown	to	be	more	sensitive	to	external	Pi	concentrations	

than	 the	 expression	 of	 PHO5	[43].	 This	 sensitivity	 arises	 most	 likely	 from	 partial	

phosphorylation	of	transactivator	Pho4	[24].	Most	favourable	initial	phosphorylation	of	

Pho80-Pho85	upon	Pho4	[18]	is	on	its	phosphorylation	site	SP6.	In	this	phosphorylated	
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state	 Pho4	 efficiently	 binds	 the	 promoter	 of	 PHO85	 and	 much	 less	 strongly	 to	 the	

promoter	of	PHO5	[24].		

It	 was	 postulated	 that	 the	 biphasic	 transcriptional	 response	 allows	 regulation	 of	 the	

PHO	 pathway	 with	 the	 first	 transcription	 wave	 expressing	 the	 Pi	 responsive	 genes	

PHO81,	PHO84	 and	SPL2	 that	stabilize	 the	positive	 feedback	 loop	of	 the	PHO	pathway.	

On	 the	 opposite,	 the	 second	 wave	 contains	 mostly	 Pi	 scavenging	 proteins	 that	 can	

increase	 intracellular	 Pi	 by	 downregulating	 Pho4	 activity	 as	 a	 negative	 feedback	

loop	[98].		

	

The	 time	 delay	 between	 the	 gene	 expression	 phases	 seem	 to	 be	 facilitated	 by	 the	

presence	 of	 polyphosphate	 pools	 operating	 as	 Pi	 buffer.	 In	 yeast	 fully	 disrupted	 in	

polyphosphate	synthesis	by	lacking	Vtc1	or	Vtc4,	the	biphasic	transcriptional	response	

was	 not	 observed	 any	more	[43],	 [98].	 In	 accordance,	 larger	 polyphosphate	 pools	 are	

able	to	further	extend	the	delay	between	phases	[43].			

	

	

Other	signaling	pathways	linked	to	Pi	homeostasis		

	

Pi	homeostasis	is	linked	to	many	other	cellular	processes	by	its	different	components.	In	

yeast,	 the	 high-affinity	 Pi	 transporter	 Pho84	was	 found	 essential	 for	 growth	 recovery	

from	Pi	limiting	conditions	by	a	rapid	activation	of	the	PKA	pathway	in	the	presence	of	

glucose	[41],	 [138],	 [139].	 The	 PKA	 pathway	 is	 important	 in	 metabolism,	 nutrient	

dependent	control	of	growth	and	stress	response	[140],	[141].	Pho84	also	plays	a	role	in	

the	metal	homeostasis	of	S.	cerevisiae.	It	imports	Mn2+,	Cu2+,	Co2+,	and	Zn2+	[142]	as	well	

as	 selenite	[143].	 In	 pathogenic	 yeast	 Candida	 albicans,	 a	 deletion	 of	 Pho4	 increased	

sensitivity	 to	 metals	 and	 non-metal	 cations	 such	 as	 spermidine	 and	 concurrently	

reduced	 intracellular	 Pi	[144],	 [145].	 In	 another	 yeast	model,	 pathogenic	Cryptococcus	

neoformans,	the	sensitivity	to	a	metal	like	Ca2+	could	be	rescued	by	supplementation	of	

the	media	with	phosphate	[146]	indicating	Pi	homeostasis	to	balance	metal	homeostasis.		

	

Pi	 homeostasis	 based	on	 the	PHO	pathway	normally	 takes	place	under	Pi	 deprivation.	

The	 latter	 can	 be	 influenced	 by	 adenine	 nucleotide	metabolism.	 In	 this	 condition,	 the	

PHO	 pathway	 was	 found	 derepressed	 at	 high	 Pi	 conditions	 if	 genes	 encoding	 for	
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adenosine	 nucleotides	 enzymes	 -	 adenosine	 kinase	 (ADO1),	 adenylate	 kinase	

(ADK1)	[147]	 and	 adenine	 deaminase	 (AAH1)	[121]	were	 lacking.	 Hereby,	 Adk1	 was	

associated	 to	 Pho85	 and	Pho81	[148]	 suggesting	 regulation	 of	 kinase	 activity	 of	 Pho4	

while	 Ado1	 and	 Aah1	were	 found	 to	 negatively	 regulate	 the	 PHO	 pathway	 in	 a	 Vip1-

dependent	manner.		

 

PHO	 pathway	 regulator	 Pho81	 influences	 activity	 of	 Rim15	 in	 trehalose	

metabolism	[149]	as	well	as	in	the	cell	cycle.	For	the	latter,	the	activity	of	Pho85-Pho80-

Pho81	allows	inhibition	of	the	Rim15	kinase	negatively	influencing	G0	initiators	under	Pi	

limiting	 conditions	 allowing	 the	 cell	 to	 enter	 into	 the	 quiescent	 G0	 phase	[92].	 In	

addition,	Pho85-Pho80-Pho81	modifies	cyclin	Cln3	preventing	the	exit	from	G0	[150].			

	

Polyphosphate	 is	 an	 integral	 part	 of	 Pi	 homeostasis	 in	 yeast.	 In	 S.	 cerevisiae	 it	 is	

generated	by	VTC	 complex	via	 SPX-related	binding	 to	 inositol	pyrophosphate	[6],	 [61]	

serving	as	a	cellular	Pi	buffering	system	[43],	[98].	It	has	been	shown	that	polyphosphate	

is	 essential	 not	 only	 for	 yeast	 but	 also	 other	 organisms.	 In	 different	 bacteria	 such	 as	

Vibrio	cholerae,	Salmonella	spp.,	Shigella	 flexneri,	Neisseria	meningitidis,	Mycobacterium	

tuberculosis	 and	 Pseudomonas	 aeruginosa,	 it	 is	 responsible	 for	 virulence	[151].	

Moreover,	 lacking	 polyphosphate	 in	 unicellular	 parasites	 –	 Trypanosoma	 brucei,	

Toxoplasma	 gondii,	 or	 Leishmania	 major	 -	 reduced	 their	 pathogenicity	 (reviewed	

in	[152]).	Lastly,	in	mammals	polyphosphate	was	shown	to	be	involved	in	a	plethora	of	

cellular	 processes.	 It	 has	 a	 regulative	 role	 in	 the	 proliferative	 signaling	 pathway	 of	

mTOR	[153],	blood	related	pathways	 like	blood	coagulation	[154]–[156]	and	apoptosis	

of	plasma	cells	[157]	as	well	as	in	the	biomineralization	of	bone	[158]	and	teeth	[159].		

 

Structural	aspects	of	Pi	homeostasis	

SPX	domain		

A	 tight	 regulation	 of	 intracellular	 Pi	 concentration	 is	 essential	 for	 every	 cell.	 Many	 Pi	

responsive	 proteins	 contain	 a	 N-terminal	 SPX	 domain	 composed	 of	 around	 140-380	

amino	 acids	[13].	 SPX	 is	 named	 after	 three	 proteins	 that	 contain	 this	 domain	 -	 the	

Suppressor	of	Yeast	Gpa1	 (Syg1),	yeast	kinase	 inhibitor	Pho81	and	human	Xenotropic	
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and	 Polytropic	 Retrovirus	 receptor1	 (Xpr1)	[160].	 The	 importance	 of	 the	 SPX	 domain	

was	 initially	 shown	 back	 in	 1995.	 A	 lack	 of	 the	 SPX	 domain	 –	 at	 that	 time	 a	 still	

uncharacterized	domain	-		in	Pho81	led	to	a	de-repression	of	the	PHO	pathway	at	high	Pi	

conditions	[25].	Normally,	 the	PHO	pathway	would	be	de-repressed	only	at	Pi-limiting	

conditions	[12].	It	took	around	a	decade	to	annotate	the	SPX	domain	[160]	and	associate	

it	to	Pi	homeostasis	[1],	[13]	and	another	decade	to	structurally	characterize	it	[6].	SPX	

domains	 have	 been	 found	 so	 far	 in	many	 eukaryotes	 ranging	 from	 fungi,	 protozoans,	

plants,	 slime	 molds	 to	 mammals	[160].	 Hitherto,	 SPX	 domain	 was	 shown	 to	 have	 a	

regulative	role	in	Pi-responsive	proteins	with	different	functionalities.	As	inhibitory	unit	

in	 yeast,	 Pho81-SPX	 was	 shown	 to	 be	 an	 internal	 inhibitor	 of	 the	 PHO	 pathway	

activation	[25]	and	the	SPX	domain	of	the	putative	Pi	exporter	Syg1	indicated	a	negative	

effect	 upon	 the	 transduction	 of	 mating	 pheromone	 signaling	[161].	 Similarly,	 SPX	

domains	of	the	low-affinity	Pi	transporters	were	shown	to	negatively	regulate	Pi	uptake-

velocity	and	thus	prevent	Pi	caused	intoxication	[4].	In	plants,	so	called	stand-alone	SPX	

proteins	prevent	Pi	starvation	response	(PSR)	transcriptor	 factor	 from	DNA	binding	 in	

rice	[128],	 [162]	and	 in	Arabidopsis	thaliana	 [5].	 In	some	other	cases,	SPX	domain	was	

associated	with	a	positive	regulation.	 It	enables	polyphosphate	generation	by	the	SPX-

containing	 vacuolar	 VTC	 complex	[6],	 [61]	 and	 Pi	 efflux	 by	 Pho91	 in	 yeast	 and	

Trypanosoma	brucei	[96]	as	well	 as	by	human	Xpr1	[129].	All	 these	 regulative	 roles	of	

the	 SPX	 domain	 are	 linked	 to	 various	 inositol	 pyrophosphates	 and	 Pi	 homeostasis	 in	

different	 ways.	 The	 activity	 of	 Pho91	 was	 stimulated	 by	 inositol	 pyrophosphate	 5-

IP7	[96]	whereas	Pi	efflux	of	Xpr1	[129]	was	1,5-IP8-dependent	[127].	The	inhibition	of	

plant	stand-alone	SPX	proteins	to	PHR	proteins	[6],	[127]	as	well	the	yeast	VTC	complex	

activity	can	be	stimulated	in-vitro	by	all	biologically	relevant	pyrophosphates–	1-IP7,	5-

IP7	 and	 1,5-IP8	 as	 facilitate	 -	 whereas	 only	 1-IP7	 specifically	 abrogates	 inhibition	 of	

yeast	Pho81	[27],	[108].	The	latter	is	accomplished	in	a	way	that	a	stretch	of	amino	acids	

unrelated	 to	 the	 SPX	 domain	 can	 bind	 a	 kinase	[27]	 and	 allosterically	 inhibit	 its	

activity	[90].	 Possibly	 this	 stretch	 of	 amino	 acids	 is	 not	 solvently	 accessible	 in	 the	

absence	of	1-IP7	and	 it	gets	released	when	SPX	 is	bound	to	1-IP7	 in	presence	of	Mg2+.		

The	regulation	of	SPX-containing	low-affinity	transporters	known	to	be	active	at	high	Pi	

conditions	was	not	explored	yet.	Possibly	it	is	linked	to	5-IP7	or	1,5-IP8	derived	from	5-

IP7	 as	 the	 activity	 of	 human	 kinase	 generating	 5-IP7	 was	 shown	 to	 be	 required	 for	

external	 Pi	 uptake	 at	 high	 Pi	 conditions	[107],	 [125],	 [126].	 Interestingly,	 grouping	 Pi-
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responsive	 SPX	 proteins	 according	 to	 their	 inositol	 pyrophosphate	 stimulation	

corresponding	 to	 external	 Pi	 status	 could	 explain	 Pi	 homeostasis	 to	 some	 extent.	 The	

presence	of	5-IP7	and	1,5-IP8	at	rich	Pi	conditions	would	explain	the	Pi-efflux	activity	of	

human	Xpr1	and	the	activities	in	the	yeast	comprised	of	polyphosphate	generating	VTC	

complex,	 vacuolar	 Pi	 exporter	 Pho91	 and	 possibly	 low-affinity	 Pi	 transporters.	 1-IP7	

which	was	shown	to	be	present	at	Pi-limiting	conditions	[27],	 [108]	would	explain	 the	

function	 of	 yeast	 Pho81	 as	 activator	 of	 the	 PHO	pathway	 and	 ongoing	 activity	 of	 VTC	

complex	 whose	 components	 are	 upregulated	 upon	 PHO	 pathway	 activation	[8].	 The	

hypothesis	based	on	certain	inositol	pyrophosphate	being	present	to	different	extent	in	

dependence	 of	 Pi	 conditions,	 would	 imply	 that	 constitutively	 expressed	 vacuolar	 Pi	

exporter	Pho91,	which	is	required	at	all	Pi	conditions	[10],	[11],	should	respond	upon	all	

different	inositol	pyrophosphates	and	putative	Pi-exporter	Syg1	upon	of	5-IP7	or	1,5-IP8	

assumed	to	be	largely	present	during	rich	Pi	conditions.	This	is	something	that	was	not		

explored	so	far.		

X-ray	 structures	 of	 different	 SPX	 domains	 from	 human,	 S.	 cerevisiae	 and	 fungal	

Chaetomium	thermophilum	show	that	the	SPX	domain	is	a	three-helix	bundle	consisting	

of	 six	 α-helices	[6].	 There	 are	 two	 long	 core	 helices	 -	 α-helix3	 and	 α-helix4	 -	 of	

approximately	 80	 Å	 each.	 C-terminal	 α-helix5	 and	 α-helix6	 are	 in	 parallel	 to	 the	 core	

helices	 and	 are	 forming	 another	 long	 α-helix	 together,	 which	 is	 separated	 by	 a	 short	

loop.	At	the	N-terminus,	α-helix1	and	α-helix2	form	a	helical	hairpin	that	 is	part	of	the	

binding	pocket.	In	the	crystal	structures	of	SPX,	the	hairpin	was	found	to	bind	to	an	axial	

phosphate	of	IP6	at	position	2	(C2)	or	to	a	sulphate.	The	binding	pocket	is	comprised	of	

residues	from	a	helical	hairpin	–	Y22	and	K26	in	Vtc2	–	which	together	with	one	lysine	

from	α4	(K131)	represent	a	conserved	basic	phosphate	binding	cluster	(PBC)	and	of	a	

vicinal	 lysine	surface	cluster	(KSC)	containing	K127,	K130	and	K134	located	on	helix4.	

Any	mutations	 of	 the	 residues	 from	 these	 two	 clusters	 or	 a	 reductive	methylation	 of	

surface	lysines	lead	to	an	impaired	binding	of	Pi.	Pi	and	sulphate	bind	to	the	SPX	domain	

of	Vtc2	in	a	low	millimolar	range	but	are	not	potent	inducers	of	VTC	complex	activity.	On	

the	opposite,	IP6	and	5-IP7	bind	to	the	SPX	domain	of	Vtc2	in	a	middle	nanomolar	range	

with	a	1:	1	stoichiometry	and	are	strong	agonists	of	VTC	complex	activity.	Many	inositol	

pyrophosphates	 with	 one	 or	 two	 pyrophosphates	 effectively	 simulate	 polyphosphate	

synthesis	in	the	VTC	complex	on	isolated	vacuoles	[61].	However,	5-IP7	was	found	to	be	

the	most	relevant	inositol	pyrophosphate	for	the	VTC	complex	[61].		



	
	

27	

	

Despite	 having	 X-ray	 structures	 solved	 in	 apo-	 and	 holo-forms,	 the	 structure-function	

mechanism	 of	 the	 SPX	 domain	 as	 a	 regulator	 is	 still	 largely	 elusive.	 There	 are	 many	

ambiguities.	 Firstly,	 it	 was	 noticed	 that	 α-helix6	 was	 found	 in	 various	 orientations.	

These	 might	 be	 due	 to	 artifacts	 arising	 from	 crystal	 contact	 packing	 or	 this	 actually	

displays	 a	 functional	 difference	 between	 helix6	 variants	 in	 SPX	 domains.	 Secondly,	

conserved	 α-helix1	 revealed	 no	 visible	 electron	 density	 in	 some	 of	 the	 apo	 X-ray	

structures	 suggesting	 that	 the	 helix	 is	 disordered.	 This	 is	 not	 the	 case	 in	 crystal	

structures	where	α-helix1	was	bound	to	a	ligand	like	IP6	or	sulphate.	As	ligands	like	Pi	

and	IP6	induced	large	chemical	shift	perturbations	in	NMR	spectra	of	the	SPX	domain	of	

Vtc2	this	raises	the	hypothesis	that	α-helix1	has	an	important	role	in	the	ligand-induced	

conformation	of	SPX	and	its	mechanism.	The	importance	of	a	conserved	binding	pocket	

is	 underlined	 by	 functional	 studies	 of	 other	 SPX	 proteins.	 Single	mutual	mutations	 in	

PBC	or	KCS	of	Vtc3	and	Vtc4	impair	the	polyphosphate	generation	capability	of	the	VTC	

complex	[6].	An	alanine	mutation	in	KSC	–Vtc3-K126/Vtc4-K129	–even	leads	to	pseudo-

activity	in	VTC	complex	in-vitro	[6]	and	in-vivo	[61].	Several	mutations	either	in	PBC	or	

KSC	or	a	lack	of	the	α-helix1	region	in	the	plant	Pi	exporter	AtPho1	show	dwarfism	due	

to	 impaired	Pi	homeostasis	while	hyperaccumulating	Pi	[6].	Similarly,	mutations	either	

in	 PBC	 or	 KSC	 of	 the	 plant	 AtSPX1,	 a	 stand-alone	 SPX	 protein,	 lead	 to	 abolished	

interaction	 with	 the	 Pi	 starvation	 response	 transcription	 factor	 AtPHR1	[127]	 and	

constitutive	Pi	starvation	response.	A	mutation	in	PBC	–	in	the	residue	Y22F	–	of	yeast	

Pho91	 or	 Pho91	 of	 Trypanosoma	 brucei	 cannot	 restore	 Na+/Pi	 current	 as	 wild-type	

would [96].	 KSC	mutations	 in	 K221,	 K224	 and	 K228	 of	 Pho81	 from	 pathogenic	 yeast	

Cryptococcus	neoformans	[30]	and	single	mutations	 in	G4	 (α-helix1),	E79	 (α-helix3)	or	

G147R	(α-helix4)	 -	all	 residues	near	binding	pocket	 -	of	S.	 cerevisiae	[29]	 lead	 to	a	de-

repressed	PHO	pathway.	Mutations	of	KSC	residues	in	Xpr1	of	mammalian	cells	abolish	

Pi	efflux	[163].		

In	addition,	mutations	outside	the	binding	pocket	might	have	an	impact	on	the	function	

of	SPX	proteins.	Mutations	in	the	Xpr1	gene	located	near	the	binding	pocket	(K53)	and	

outside	 the	 binding	 pocket	 of	 SPX	[7],	 [164],	 [165]	 can	 lead	 to	 primary	 familial	 brain	

calcification	 (PFBC)	 manifested	 in	 movement	 disorders	 and	 neuropsychiatric	

abnormalities	[166].	These	mutation	are	 localized	opposite	 to	 the	binding	 region	 in	α-

helix3	 (L87P)	[167]	or	α-helix4	 (S136N,	L140P,	L145P)	of	SPX	as	well	 as	 in	 the	 linker	
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region	 between	 SPX	 and	 adjacent	 domain	 (L218S)	 [7]	 and	 outside	 SPX	 domain	[7],	

[164].	In	mammalian	cells,	Xpr1	mutation	L145P	[168]	and	L87P	[167]	were	tested	that	

are	known	as	cause	of	PFBC	and	they	have	shown	reduced	Pi-efflux.		

	

SPX	 domains	 are	 conserved	 in	 the	 α-helix1,	 α-helix2,	 α-helix3	 and	 partly	 in	 α-helix4.	

These	are	α-helices	 involved	 in	 the	 inositol	phosphate	and	pyrophosphate	binding.	On	

the	 opposite,	 another	 part	 of	 the	 α-helix4	 as	well	 as	 α-helix5,	 α-helix6	 and	 loops	 are	

variable	[1],	 [6],	 [13].	 It	 is	 still	 unclear	 what	 causes	 the	 different	 functions	 in	 SPX-

containing	 proteins.	 Are	 those	 the	 variable	 parts	 of	 SPX	 domains	 or	 possibly	 the	

relationship	of	SPX	to	adjacent	domains	that	can	differ	in	SPX-containing	proteins?	Only	

one	SPX-containing	protein	so	far	–	the	cytosolic	part	of	Vtc4	-	was	crystalized	with	SPX	

and	 an	 adjacent	 domain	 in	 two	 isomeric	 forms.	 One	 structure	 reveals	 that	 the	 SPX	

domain	interacts	with	central	TTM	domain	on	the	bottom	part	of	the	SPX	domain	that	is	

opposite	to	binding	pocket.	In	the	second	structure,	both	domains	are	detached.	In	both	

crystal	structures,	 the	 linker	connecting	the	SPX	domain	with	the	adjacent	domain	did	

not	reveal	any	electrical	density.		

	

Disentangling	 the	 SPX	 structure-mechanism	 would	 help	 to	 understand	 not	 only	 Pi	

homeostasis	 but	 also	 SPX-related	membrane	 fusion.	 It	 was	 shown	 that	 low-affinity	 Pi	

transporters	were	targeted	to	vacuolar	degradation	by	their	SPX	domains	[41].	So	far,	no	

inositol	pyrophosphates	dependence	is	known.		

	

Ankyrin	repeat	domain		

Diverse	 proteins	 containing	 ankyrin	 (ANK)	 repeat	 domains	 are	 associated	 with	 Pi	

homeostasis.	 ANK	 domains	 are	 known	 to	 facilitate	 protein-protein	 interactions	[169].	

They	 are	 composed	 of	 two	 helices	 separated	 by	 a	 loop	 in	 a	 canonical	 helix-turn-helix	

conformation	similar	to	hairpin-like	β-sheets	(reviewed	in	[169]).		Negative	regulator	of	

low-affinity	 Pi	 transporters,	 Spl2,	 has	 an	 ANK	 domain	[40]	 as	 well	 as	 PHO	 pathway	

regulator	 Pho81	[40]	 and	 glycerophosphodiester	 phosphodiesterase	 Gde1	[86].	 The	

latter	are	the	only	two	yeast	proteins	which	contain	both,	SPX	and	ANK	domains.	In	case	

of	Pho81,	amino	acids	residing	in	the	fifth	and	the	sixth	repeat	of	ANK	(aa	584-724)	[25]	

were	 shown	 to	 carry	 the	ability	 to	 inhibit	kinase	activity	of	Pho85-Pho80	and	 repress	

PHO	 pathway	 active	 at	 Pi	 limiting	 conditions.	 O’Shea	 Group	 discovered	 that	 Pho81	 is	
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binding	to	kinase	cyclin	Pho80	physically	in	the	sixth	repeat	of	ANK.	Namely,	to	amino	

acid	stretch	665	to	701	in	a	constitutive	and	to	702	to	723	in	a	1-IP7-dependent	manner	

[27].		Still	untested	is	if	1-IP7	is	bound	by	SPX	domain	of	Pho81.	So	far,	1-IP7	binding	to	

SPX	domain	was	seen	 for	VTC	complex	 in-vitro	but	was	not	 tested	 for	any	 further	SPX	

proteins	[61].		

	

The	SPX	domain	of	low-affinity	Pi	transporters	Pho87	and	Pho90	was	shown	to	interact	

with	Spl2	by	co-immunoprecipitation	and	split-ubiquitin	assay [4].	Spl2	was	shown	to	
negatively	regulate	low-affinity	Pi	transporters	Pho87	and	Pho90	by	their	SPX	domains	

influencing	their	Pi-uptake	capability	[4].	Also,	vacuolar	targeting	of	Pho87	is	facilitated	

by	its	SPX	domain	of	Pho87	and	Spl2	[41].	 

	

Hitherto,	 no	 direct	 relation	 between	 SPX,	 ANK	 and	 inositol	 pyrophosphates	 was	

investigated	yet.		

	

Aim	
	

As	the	SPX	domain	is	a	part	of	many	Pi	responsive	proteins	of	eukaryotic	Pi	homeostasis	

regulated	 by	 inositol	 pyrophosphates	 the	 aim	 was	 to	 investigate	 the	 SPX	 structure-

function	 in	 relation	 to	 inositol	 (pyro-)	 phosphates.	 The	 elucidation	 of	 many	 X-ray	

structures	of	SPX	in	the	apo-	and	holo-states	alone	was	not	sufficient	to	understand	SPX	

function	 at	 the	 molecular	 level.	 Although	 one	 SPX-containing	 system	 in	 plants	 was	

shown	 to	 require	 inositol	 pyrophosphates	 for	 its	 protein-protein	 interaction,	 its	

structural	mechanism	is	poorly	understood.		

	

In	 this	work,	NMR	 spectroscopy	 and	 other	 biophysical	methods	were	 used	 to	 study	 a	

SPX	domain	of	yeast	VTC	complex	that	is	known	to	regulate	polyphosphates	synthesis.	I	

studied	the	isolated	SPX	domain	of	Vtc2	(SPX2)	that	was	suggested	to	have	a	regulative	

role	 in	 the	 VTC	 complex.	 Vtc2	 and	 homologous	 Vtc3	 have	 almost	 no	 ATPase	 activity	

required	 for	 synthesis	of	polyphosphates.	To	understand	 the	 structural	and	 functional	

role	of	SPX2,	its	apo-	and	different	holo-states	were	compared	alone	and	in	the	presence	

of	Vtc4	that	represents	the	functional	unit	of	the	VTC	complex.	Here	we	could	show	that	
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SPX	domains	of	Vtc2	and	Vtc4	interact	electrostatically	with	substantial	contribution	of	

conserved	α-helix1	and	non-conserved	as	well	as	previously	unknown	α-helix7	of	SPX2.	

The	 inositol	 (pyro-)	 phosphates	 and	 particular	 mutations	 causing	 pseudo-activity	

abrogate	this	interaction.	This	is	suggesting	that	the	domains	of	Vtc	complex	inhibit	VTC	

activity	and	that	the	role	of	the	inositol	(pyro-)	phosphates	is	to	disrupt	the	molecular-

assembly.		
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Background	to	NMR	

	

NMR	 is	 a	 versatile	 technique	 for	 the	 characterization	 of	 protein	 structures	 at	 atomic	

resolution.	 It	 is	 reporting	 on	 proteins’	 residue-specific	 local	 conformations	 and	

dynamics	 covering	 wide	 time-scales.	 While	 x-ray	 crystallography	 and	 cryo-EM	 study	

largely	rigid	proteins	and	protein	complexes,	NMR	can	characterize	dynamic	protein	or	

protein-protein	 conformation(s)	 under	 various	 conditions	 allowing	 a	 better	

understanding	 of	 their	 biological	 function.	 Nowadays,	 improved	 NMR	 spectroscopy	

hardware	–	cryogenic	NMR	probes	and	magnets	reaching	up	to	1.2	GHz	proton	Larmor	

frequency-,	optimized	isotope-labeled	protein	samples,	 fast	acquisition	of	NMR	spectra	

by	 improved	NMR	pulse	sequences	 [1],	 [2]	 suppressing	unwanted	water	signals	[3]	or	

using	optimized	shape	elements	[4],	[5]	as	well	as	sampling	data	non-uniformly	[6],	[7]	

enables	studies	of	protein	complexes	up	to	a	megadalton	[8],	[9].		

	

General	principles	behind	NMR		

	

Many	atoms	have	a	nuclear	spin	that	acts	like	a	magnet	and	can	orient	

parallel	to	an	external	magnetic	field	(B0).	Protein	NMR	makes	use	of	

spin	 ½	 isotopes	 e.g.,	 1H,	 13C	 and	 15N.	 While	 1H	 is	 the	 predominant	

isotope	 (99.98%),	 13C	 and	 15N	 isotopes	have	 a	natural	 abundance	of	

around	 1.11%	 or	 0.36%,	 respectively.	 The	 application	 of	 a	 static	B0	

magnetic	 field	causes	the	spins	to	align	and	rotate	with	a	precession	

frequency	called	the	Larmor	frequency	around	the	B0	field	(see	Fig.	1).	

The	 induced	 bulk	 magnetization	 (Mz)	 is	 proportional	 to	 the	

population	 difference	 of	 α-spins	 -	 a	 spin	 +1/2	 -	 and	 β-spins	 that	

represent	 spin	 -1/2.	 The	 two	 states	 are	 populated	 according	 to	 the	

Boltzmann	distribution	(1)	:	

!(!)
! ! = !

!!!! !!! ≈ !.!!!!"
! 		 (1)	

	

with	number	of	states	(N),	magnetic	moment	(μ),	Boltzmann	constant	

(kB)	 and	 temperature	 (T).	 The	 population	 difference	 is	 1	 in	 100’000	 resulting	 in	 a	

Fig.		1:	The	
precession	

movement	of	two	
nuclear	spins	in	the	α	

and	β	state. 
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generally	 low	 sensitivity	 for	NMR	methods.	 High	 protein	 concentrations	 (µM	 to	mM),	

summation	 of	 multiple	 scans	 and	 high	 magnetic	 field	 strengths	 are	 beneficial	 for	

obtaining	a	sufficiently	large	signal-to-noise	ratio.		

	

In	a	static	magnetic	B0	field	the	application	of	a	spin-dependent	Larmor	frequency	(ω0),	

corresponding	to	an	energy	difference	∆E	causes	spins	to	transition	between	the	α-	and	

β-state	(Fig.	2)	resulting	in	a	non-equilibrium	state.	

	

	

	
	
Fig.		2:	The	reorientation	of	α-	and	β-spins	after	applying	a	spin-dependent	Larmor	frequency.		

	

The	energy	difference	∆E	can	be	calculated	using	equation	2,	

	

∆! = ℏ ∙ !! = ℏ ∙ ! ∙ !!	 (2)	

	

where	ℏ	 is	Plancks	constant,	γ	 is	the	gyromagnetic	ratio	of	the	specific	nuclei	and	B0	 is	
the	magnetic	field	induction	in	tesla	(T).	

	

In	 practice,	 NMR	 spectroscopy	 experiments	 are	 performed	 in	 such	 a	 way	 that	

radiofrequency	 pulses	 with	 the	 nuclear	 spin	 specific	 Larmor	 frequency	 are	 applied	

transversally	to	the	external	magnetic	field.	A	90°	pulse	along	the	x	axis	causes	the	bulk	

magnetization	 initially	aligned	along	 the	z	 -axis	 to	completely	rotate	 to	 the	 -y	axis.	 	At	

point,	Mxy(0),	the	phases	of	all	spins	are	coherently	aligned	in	the	transverse	plane.	The	

spin-spin	and	spin-lattice	interferences	affect	the	coherent	Mxy	magnetization	causing	it	

to	 dephase	 over	 time.	 This	 is	 described	 by	 a	 time-dependent	 exponential	 dephasing	

named	transverse	relaxation	T2	(eq.	3).	
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!!"(!) =  !!"(0)!!!/!! 	 (3)	

	

The	T2	driven	decay	of	 the	 free-induction	decay	 (FID)	 represents	 itself	 in	 the	width	of	

NMR	peaks	after	being	 transformed	 to	a	 frequency	domain	by	Fourier	 transformation	

(see	Fig.	3).		

	

	
Fig.		3:	Transformation	of	a	time-	to	a	frequency	domain.		

	

The	width	∆!	of	a	NMR	signal	at	half	of	the	height	is	inversely	proportional	to	T2	(eq.	4).	
	

∆! = !
!!!
	 (4)	

	

The	T2	 relaxation	of	 a	 particular	 spin	 arises	due	 to	 other	 surrounding	 spins	 and	 their	

direct	 dipole-dipole	 interactions.	 The	 higher	 the	 density	 of	 these	 spins	 in	 the	 local	

environment,	 the	higher	 the	probability	of	 the	spin	 to	“relax”	 faster.	 In	addition,	a	 low	

molecular	reorientation	rate	 increases	T2	 relaxation.	This	 is	 the	case	 for	 large	proteins	

or	molecules	 in	highly	viscous	 liquids.	A	 fast	T2	 relaxation	 is	reflected	 in	a	broad	peak	

width	 leading	 to	 a	 decrease	 in	 resolution	 and	 signal-to-noise	 ratio.	 	 The	 use	 of	 fully	

deuterated	(perdeuterated)	protein	helps	 to	dilute	 the	density	of	proton	nuclear	spins	

and	hence	causing	a	slower	T2	relaxation.		

	

The	environment	also	interferes	with	spins	leading	to	a	longitudinal	T1	relaxation.	It	 is	

characterized	 by	 an	 energy	 exchange	with	 the	 lattice	 (the	 environment)	 triggered	 by	

fluctuating	magnetic	 fields	around	the	spins	caused	by	dipolar	coupling	and	molecular	

tumbling.	 If	 this	 exchange	 energy	 is	 matching	 the	 Larmor	 frequency,	 the	 reoriented	
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spins	can	return	back	to	their	thermal	equilibrium	following	the	equation	described	in	

(5).	 The	 T1	 relaxation	 time	 defines	 the	 rate	 at	 which	 repeated	 scans	 in	 an	 NMR	

experiment	can	be	performed.		

	

!!(!) =  !!(0)[1− !!!/!!]			 (5)	

	

Chemical	shift	

The	effective	magnetic	field	a	nuclear	spin	experiences	is	influenced	by	its	surrounding	

and	proximity	to	other	nuclei	and	electrons.	This	leads	to	a	perturbation	in	the	Larmor	

frequency	 of	 the	 nuclear	 spin	 creating	 a	 chemical	 shift.	 Hence,	 a	 chemical	 shift	 is	 a	

mirror	of	the	local	chemical	environment.		

The	 nuclear	 spin	 of	 the	 proton	 can	 be	 influenced	 by	 –inductive	 (“-I”)	 effect	 and	 –

mesomeric	(“-M”)	effect	leading	to	deshielding	of	the	nuclear	spin.	On	the	other	hand,	+I	

and	+M-effects	shield	the	respective	proton.	The	I-effect	is	characterized	by	an	unequal	

distribution	 of	 an	 electron	 that	 is	 shared	 in	 the	 bond	 of	 two	 atoms	 leading	 to	 a	

permanent	dipole.	Halogens	are	withdrawing	electron	density	having	a	–I	effect	whereas	

alkyl	groups	are	electron	donors	termed	by	+I-effect.	Also	functional	groups	containing	

π-electrons	can	in	similar	 fashion	influence	the	electron	density	and	are	referred	to	as	

having	a	–	or	+	mesomeric	(M)	effect.	A	shielding	of	a	proton	is	displayed	in	the	Larmor	

frequency	 of	 the	 respective	 nuclear	 spin	 being	 shifted	 upfield,	 whereas	 a	 deshielded	

proton	has	the	Larmor	frequency	shifted	downfield	(Fig.	4).		

	

	

	
	

Fig.		4:	Frequency	shift	caused	by	I-	and	M-	effects.	Blue	protons	are	shielded	while	red	protons	are	deshielded.		
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Scalar	coupling	

Scalar	coupling	is	also	referred	to	as	a	J-coupling,	it	defines	a	distance	and	orientation-

dependent	interaction	between	two	nuclear	spins	that	is	mediated	trough	one	or	more	

bonds.	The	number	of	coupling	neighbors	is	reflected	in	the	multiplicity	of	the	splitted	

peaks	 separated	 by	 their	 respective	 J-couplings.	 	 Depending	 on	 the	 geometry	 and	 the	

nuclei	involved	J-couplings	can	reach	from	a	few	tenths	of	Hertz	up	to	several	hundred	

Hertz	 for	1J	couplings.	The	scalar	couplings	are	used	 in	NMR	spectroscopy	to	correlate	

different	nuclear	spins	in	two	or	more-dimensional	NMR	experiments.		

	

Chemical	exchange	

One	nuclear	spin	can	experience	two	or	more	exchanging	chemical	 local	environments	

arising	 due	 to	 a	 conformational	 change	 e.g.,	 a	 bond	 rotation	 or	 a	 kinetic	 change	 e.g.,	

chemical	reaction.	This	is	reflected	in	a	change	of	e.g.,	chemical	shift,	scalar	coupling	or	

T2	 relaxation	 rate.	 This	 chemical	 exchange	 rate	 (kex)	 between	 two	 states,	 A	 and	 B,	 is	

described	by	equation	6,	where	kA	is	the	forwards	reaction	rate	and	kB	the	back-reaction	

rate.		

	

! ⇌ !; !!" = !!
!!
	 (6)	

	

In	 the	NMR	 spectrum,	 these	 two	 states	 can	 be	 observed	 as	 two	 different	 populations	

having	different	chemical	shift,	δA	and	δB	if	their	resonance	frequency	difference	(∆ω)	is	

significantly	larger	than	the	chemical	exchange	rate.	In	this	case	the	molecule	is	in	slow	

exchange	 compared	 to	 the	 NMR	 timescale	 and	 two	 signals	 are	 observed	 (Fig.	 5).	 An	

intermediate	 exchange	 is	 characterized	 by	 ∆ω	 and	 kex	 being	 of	 similar	 magnitude	

resulting	 in	 an	 extremely	 broadened	 signal,	 that	 most	 often	 is	 broadened	 beyond	

detection.		A	fast	exchange	occurs	when	kex	is	much	larger	than	∆ω.	The	result	is	a	single	

sharp	 peak	 located	 in	 the	 middle	 of	 both	 δA	 and	 δB	 if	 states	 A	 and	 B	 are	 equally	

populated.	 The	 chemical	 exchange	 rate	 can	 be	 shifted	 by	 a	 change	 in	 temperature	

causing	a	spin	to	transition	from	the	unfavorable	 intermediate	exchange	regime	to	the	

either	slow	or	 fast	exchange	regime	where	 it	 can	be	more	easily	detected.	For	a	given	

temperature	 increasing	 the	 magnetic	 field	 strength	 increases	 the	 chemical	 shift	

separation	∆ω	 in	Hertz	thus	changing	the	temperature	at	which	extreme	broadening	is	
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observed.	Both	strategies	are	highly	valuable	to	obtain	residue-specific	information	of	a	

population	being	in	the	intermediate	exchange.	

	

	
	
Fig.		5:	Chemical	exchange	regimes	of	a	nuclear	spin	at	different	temperatures	or	magnetic	field	strengths.		

	

	

Two-dimensional	(2D)	NMR	spectroscopy		

	

A	2D	fingerprint	spectrum	serves	as	a	basis	for	most	NMR	studies	of	protein	structures	

or	 protein	 dynamics.	 It	 is	 mostly	 correlating	 chemical	 shifts	 of	 two	 different	 nuclei	

(heternonuclear)	 via	 their	 scalar	 coupling.	 A	 [15N,	 1H]-HSCQ	 (heteronuclear single 

quantum correlation) spectrum displays	 the	 amides	 of	 the	 protein	[10].	 	 It	 is	
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correlating	proton	HN	to	nitrogen	N	from	the	backbone	as	well	as	the	amides	present	in	

the	side	chain	of	arginine,	lysine	and	tryptophane.	Proline	is	the	only	amino	acid	with	no	

amide	proton	and	hence	has	no	signals	in	such	a	2D	spectrum.		
 

The	 NMR	 pulse	 sequence	 is	 composed	 of	 several	 blocks	 like	 shown	 in	 Fig.	 6.	 A	

preparation	block	 that	 ensures	 the	 re-establishment	 of	 spins’	 thermal	 equilibrium.	An	

INEPT	block	 that	 transfers	magnetization	 from	a	proton	 to	a	nitrogen	spin	via	 their	 1J	

coupling	 for	 correlating	 the	 two	 spins.	 The	 following	 evolution	 period	 t1	 frequency	

labels	 the	 chemical	 shift	 of	 the	 coupling	 nitrogen.	 During	 this	 period	 the	 connected	

protons	are	decoupled.	A	second	INEPT	(back-INEPT)	transfers	the	magnetization	back	

from	 nitrogen	 to	 the	 connected	 proton.	 Finally	 the	 chemical	 shits	 of	 the	 protons	 are	

detected	directly	by	t2	evolution	while	nitrogen	atoms	are	decoupled.	A	decoupled	HSQC	

for	a	large	protein	(see	NMR	section	in	Fig.	7,	middle).		

	

 

	

Fig.	 	 6:	 Simplified	 pulse	 sequence	 for	 2D-[15N,1H]-HSQC.	 90°	 elements	 are	 shown	 as	 vertical	 lines	 and	 180°	

elements	as	thick	black	boxes.	Time	delay	τ	is	1/(4JHN).	Adapted	from	[11].	

	

The	HSQC	 experiment	 is	most	 useful	 for	molecules	 below	 20	kDa	whereas	 above	 this	

size	the	quality	of	the	HSQC	spectrum	deteriorates.	A	HSQC	recorded	with	no	decoupling	

elements	 gives	 a	 rise	 to	 four	 peaks	 separated	 by	 JHN	due	 to	 the	 J-evolution	 (see	 Fig	7,	

left).	 Two	 of	 them	 are	 homonuclear	 diagonal	 peaks	 and	 two	 of	 them	 are	 [15N,	 1H]-

correlated	crosspeaks.		
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Fig.	 	7:	 15N-1H	peaks	 from	different	 type	of	 [15N-1H]-correlation	spectra.	The	 scalar	 coupling,	 JHN,	 of	uncoupled	

spectrum	is	indicated	in	one	of	the	NMR	section.	Adapted	from	[11].		

For	 larger	molecules,	 these	peaks	have	different	 relaxation	rates	mirrored	 in	 the	peak	

line	 widths.	 These	 arise	 due	 the	 constructive	 or	 destructive	 interferences	 between	

dipole-dipole	 (DD)	 interaction	 and	 chemical	 shift	 anisotropy	 (CSA)	 effect.	 CSA	 is	 the	

chemical	shift	difference	between	an	isotropic	an	anisotropic	field	contributing	to	spin	

relaxation.	 The	 most	 narrow	 [15N,	 1H]-correlated	 crosspeak	 contains	 a	 destructive	

interference	of	field-independent	DD	and	field	dependent	CSA	(~	B02)	that	is	comparable	

to	 CSA	 at	 high	 magnetic	 fields.	 The	 consequence	 is	 that	 it	 has	 a	 slower	 relaxation.	

Transverse-relaxation	 optimized	 spectroscopy	 (TROSY)	 is	 designed	 to	 exploit	 this	

destructive	 interference	 by	 only	 selecting	 the	most	 narrow	 component	 [1]	 (see	 Fig.	7,	

right). 

 

Backbone	experiments	

	

Different	 standard	 triple-resonance	 NMR	 experiments	 can	 be	 used	 to	 determine	

residue-specific	 intra-	 and	 intermolecular	 connections.	 By	 using	 a	 set	 of	

multidimensional	NMR	spectra	of	uniformly	 labeled	protein	 constructs,	 [U-15N,	 13C]	or	

[U-2H,	 15N,	 13C],	 the	 assignment	 of	 the	 [15N,	 1H]-amide	 moieties	 in	 the	 given	 2D	

fingerprint	 spectrum	 can	 be	 established	[2],	 [12].	 The	 strategies	 used	 behind	 the	

assignments	of	HNCACB,	HNCO	and	HN(CA)CO	are	depicted	in	the	Fig.	8.		
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Fig.		8:	Magnetization	transfer	via	different	scalar	couplings	between	nuclei	and	the	assignment	strategy.		The	

scalar	 coupling	 used	 are	 indicated	 in	 the	magnetization	 scheme.	 For	 the	 assignment	 strategy	 the	 different	 carbon	

traces,	Cα,	Cβ	and	C’,	related	to	neighboring	information	were	used.	The	color	is	indicating	positive	(blue)	and	negative	

(red)	peaks.	The	dashed	black	lines	correlate	the	neighboring	peaks.		

	

Secondary	chemical	shifts	

	
The	analysis	of	secondary	chemical	shifts	helps	to	identify	secondary	structure	elements	

in	proteins.	The	experimentally	determined	13Cα	and	13Cβ	of	every	backbone	residue	are	

compared	to	so-called	random	coil	(rc)	chemical	shifts	[13]	forming		secondary	chemical	

shift	values	(SS)	according	to	equation	7.	

	

!! = ∆∆! = ∆!!"!! !!"!!!"# − !!"!!!" − ∆!!"!! !!"!!!"# − !!"!!!" 	 (7)	
	

Random	 coil	 chemical	 shifts	 are	 typical	 13Cα	 and	 13Cβ	 shifts	 found	 in	 the	 disordered	

regions	 of	 proteins.	 Protein	 residue	 specific	 13Cα	 and	 13Cβ	 shifts	 close	 to	 random	 coil	

chemical	 shifts	 are	 thus	 indicative	 of	 loop	 regions.	 In	 α-helical	 structures	 the	 13Cα	

chemical	 shifts	 are	 shifted	 downfield,	 whereas	 13Cα	 shifts	 of	 β-sheet	 structures	 are	

shifted	upfield	[14].	Therefore,	a	stretches	of	positive	or	negative	(SS)	values	allows	an	

identification	 of	 a	 secondary	 structure	 element	 in	 the	 protein	 sequence.	 A	 positive	

stretch	of	SS	values	represents	a	helical	region	whereas	a	negative	stretch	depicts	a	β-

sheet	element.	The	examination	of	the	example	depicted	in	Fig.	9	shows	two	secondary	

structure	elements,	one	α-helix	and	one	β-sheet.		
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Fig.	 	 9:	 Secondary	 chemical	 shift	 plot	 of	 an	 imaginary	 protein.	The	 stretches	 of	 positive	 or	 negative	 SS	 values	

display	secondary	structure	elements	annotated	by	an	arrow.	

	

Chemical	shift	differences		

	
A	ligand	binding	event	causes	chemical	shifts	perturbations	(CSP)	on	the	amide	moieties	

that	 get	 influenced	 by	 the	 binding.	 For	 the	 peaks	 that	 are	 undergoing	 fast	 chemical	

exchange	upon	ligand	binding	shown	in	Fig.	10,	the	ligand	can	be	titrated	to	the	labeled	

protein	till	it	reaches	its	saturation	state.	This	is	displayed	by	a	static	amide	peak	that	is	

not	experiencing	any	further	CSP	upon	ongoing	ligand	titration.		

	

	
Fig.	 	 10:	 15N-1H	 amide	 moieties	 of	 a	 particular	 SPX2	 construct	 experiencing	 the	 fast	 chemical	 exchange.	

Different	molar	ratios	of	protein	to	ligand	are	indicated	by	different	colors	and	the	arrow	displays	the	chemical	shift	

perturbation	direction	upon	ligand	titration.		
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The	last	chemical	shift	represents	the	saturated	holo-state	of	the	protein	which	can	be	

compared	to	the	initial	reference	state	to	evaluate	the	CSP	(eq.	8).	A	plot	of	the	residue	

specific	CSP	on	a	structural	model	maps	the	binding	pocket	of	the	protein.	

	

!"# = (∆!!)! + (∆!!/5)!	 	 (8)	

	

Two	differently	 long	protein	 constructs	 can	be	 compared	 in	 the	 same	way	as	 a	 ligand	

binding	 event.	Areas	displaying	 large	CSP,	 due	 to	 the	 lacking	protein	 regions,	 indicate	

the	 localization	 of	 these	 deleted	 areas	 to	 be	mapped	 there.	 However,	 cross-validation	

with	other	methods	is	needed	to	exclude	allosteric	effects.		

	

H/D	–	exchange	spectroscopy		

	
H/D	–	exchange	 spectroscopy	 is	 an	easy	method	 to	elucidate	protein	 cores.	These	are	

well	protected	from	the	solvent	while	the	protein	surface	is	solvent	accessible	(see	Fig.	

11A)		

	

	
	
Fig.		11:	H/D-exchange	spectroscopy.	(A)	Cartoon	of	a	deuterium	incorporation	depending	on	solvent	accessibility.	

(B)	A	H/D	exchange	plot	of	an	imaginary	protein	indicating	regions	buried	in	the	core.	



	
	

54	

The	 solvent	 exchange	 is	monitored	 by	 the	 rate	 of	 deuterium	 incorporation.	 It	 can	 be	

measured	 in	 different	 ways;	 mass	 spectrometry,	 neutron	 crystallography	 and	 NMR	

spectroscopy	reviewed	in	[15].	In	NMR	spectroscopy,	the	intensities	of	the	peaks	in	a	2D	

fingerprint	 spectrum	measured	 in	H2O	 (IH)	 and	D2O	 (ID)	 are	 compared.	An	 example	 is	

shown	 in	 Fig.	 11B.	 The	 exchange	 of	 proton	 to	 deuterium	 reduces	 the	 intensity	 of	 the	

amide	peaks	as	the	residue	specific	1H	spins	get	diluted.			

	

Residual	dipolar	coupling	(RDC)	

	

Dipolar	couplings	D	are	a	through	space	interaction	of	two	spins	i	and	j.	The	magnitude	

depends	on	their	spatial	distance	and	relative	orientation	(eq.	9).		

	

!!" = − !!!!!!ℏ
!!!!!"!

< 3 !"#!!!!! >	 (9)	

	

Where,	rij	is	the	effective	distance,	θ	an	effective	angle	and	μ0	is	the	permittivity	of	space.	

In	an	isotropic	solution,	dipolar	couplings	are	averaged	to	zero	due	to	Brownian	motion.	

However,	if	not	all	orientations	of	a	molecule	are	equally	likely	dipolar	couplings	are	not	

averaged	 to	 zero	 and	 are	 observable	 as	 orientation	 dependent	 residual	 dipolar	

couplings	 (RDCs).	 Additives	 like	 filamentous	 phages	[16],	 [17],	 bicelles	[18],	 [19]	 or	

polyacrlyamide	 gels	 [20],	 [21]	 are	 creating	 an	 anisotropy	 causing	 a	 protein	 to	 have	 a	

preferential	 orientation.	 This	 results	 in	 a	macroscopic	 observation	 of	 residue	 specific	

RDC	 values.	 The	 maximum	 RDC	 value	 will	 be	 reached	 for	 an	 orientation	 of	 the	

internuclear	vector	along	the	z-axis	of	the	alignment	tensor.		The	alignment	tensor	(Axx,	

Ayy,	 Azz)	 describes	 the	magnitude	 and	 direction	 of	 the	 alignment	 for	 three	 orthogonal	

orientations	of	the	protein	(see	Fig.	12A).		

	

Recording	a	TROSY	and	a	semi-TROSY	spectrum	of	the	protein	in	a	isotropic	(„Ref“)	and	

an	anisotropic	phage	(„pf1“)	medium	allows	the	determination	of	residue-specific	RDCs.	

The	 scalar	 coupling	 (J)	 measured	 between	 the	 TROSY	 and	 semi-TROSY	 peak	 in	 an	

anisotropic	 medium	 is	 subtracted	 from	 the	 scalar	 coupling	 measured	 in	 an	 isotropic	

medium	 (see	 Fig.	 12B).	 The	 RDC	 values	 of	 a	 single	 alignment	 data	 set	 allow	 the	
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identification	of	 the	relative	orientation	of	secondary	structure	elements	 in	relation	 to	

the	alignment	medium.	An	example	of	a	RDC	plot	is	shown	in	Fig.	11C.			

	

	
	
Fig.		12:	The	principle	behind	RDC.	(A)	Schematic	representation	of	amide	vector	in	θ-dependence	aligned	along	B0	

and	alignment	tensors	Axx,	Ayy	and	Azz.	Adapted	from	[22].	(B)	Stripes	from	an	amide	moiety	aligned	in	phage,	pf1,	and	

in	an	 isotropic	medium,	Ref,	with	both	TROSY	and	semi-TROSY	peaks.	 (C)	RDC	plot	 indicating	 in	red	the	secondary	

elements	with	same	orientation	and	in	blue	with	a	different	orientation.	The	unknown	orientations	are	indicated	by	

arrows.		
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Protein	dynamics	

	

The	backbone	amides	of	the	protein	can	be	used	to	evaluate	the	dynamics	of	the	protein	

on	 the	pico-	 to	nanoseconds	 timescale	by	 the	help	of	 the	 internuclear	vector	of	amide	

residues,	 1HN-15N.	 Although	 its	 dipolar	 interaction	 averages	 to	 zero	 in	 an	 isotropic	

solution	 because	 of	 the	 molecular	 tumbling,	 the	 time-dependent	 relaxation	 of	 each	

amide	can	vary.	The	amide	vectors	experience	 fluctuations	of	 the	 local	magnetic	 fields	

that	are	sensitive	to	the	 internal	motions.	Hence	from	T1,	T2	and	hetNOE	data	residue-

specific	dynamic	properties	can	be	derived.	T1	relaxation	times	can	be	determined	by	a	

series	of	inversion	recovery	experiments	whereas	T2	relaxation	times	are	obtained	from	

a	 series	 of	 spin	 echo	 experiments.	 The	 initial	 bulk	magnetization	Mz	 flipped	 to	 a	 non-

equilibrium	or	the	decay	of	 transversal	Mxy	magnetization	can	be	monitored	over	time	

by	 variable	 increasing	 relaxation	 delays.	 Exponential	 fitting	 of	 the	 residual	 signal	

intensity	vs	 the	relaxation	delay	provides	access	 to	 the	respective	relaxation	time	(see	

Fig.	13).		

	

	
	
Fig.		13:	Scematic	representation	of	the	backbone	amide	relaxation	experiments.	The	relaxation	delay	τ	varies	in	

the	NMR	experiment	series.	Adapted	from	[23].		

The	 backbone	 1HN-15N	 heteronuclear	 NOE	 experiment	 estimates	 the	 motion	 of	

individual	 amides.	 A	 decreased	 NOE	 value	 compared	 to	 the	 average	 indicates	 a	 local	

motion	 faster	 than	 the	 overall	 tumbling	 of	 the	 molecule	 corresponding	 to	 increased	

dynamics.		
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Abstract	
	

SPX	 domains	 of	 phosphate-responsive	 proteins	 regulate	 eukaryotic	 phosphate	

homeostasis	 by	 binding	 to	 inositol	 pyrophosphates.	 How	 SPX	 domains	 of	 diverse	

proteins	function	on	a	molecular	level	is	elusive.	Here	we	report	that	the	SPX	domain	of	

vacuolar	transporter	chaperone	2	interacts	with	the	SPX	domain	of	vacuolar	transporter	

chaperone	4	by	an	SPX-SPX	interaction.	The	interaction	involves	the	conserved	α-helix1	

and	a	previously	undescribed	α-helix7.	 Inositol	pyrophosphates,	 inositol	phosphate	or	

specific	amino-acid	substitutions	causing	pseudo-activity	 in	VTC	complex,	respectively,	

abrogated	this	interaction.	The	SPX	domains	of	Vtc	thus	act	as	internal	inhibitors	of	VTC	

polyphosphate	 generation	 and	 inositol	 pyrophosphates	 as	 molecular-assembly	

disruptors.	

	

	

	

One-sentence	summary		
	

Inositol	pyrophosphates	modulate	Pi	homeostasis	in	the	VTC	complex	by	liberation	of	an	

inhibitory	SPX-SPX	interaction.	
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Introduction	
	

The	 SPX	 (Syg1/Pho81/Xpr1)	 domain	 is	 present	 in	 phosphate	 (Pi)	 importers,	 Pi	

exporters	and	in	proteins	involved	in	the	storing	and	the	depletion	of	Pi	[1],	[2].	So	far,	

SPX	 domains	 have	 been	 found	 to	 regulate	 diverse	 Pi-related	 functions.	 SPX	 has	 been	

shown	 to	 negatively	 regulate	 the	 Pi-uptake	 rate	 of	 low-affinity	 Pi	 transporters	 in	

yeast	[3],	to	have	an	inhibitory	effect	on	Pho81,	thus	preventing	Pi-responsive	signaling	

(PHO)	 pathway	 activation	[4],	 [5]	 and	 to	 inhibit	 Pi-starvation	 response	 (PSR)	

transcription	factor	[6]–[10].	Inositol	pyrophosphates	were	found	to	bind	directly	to	SPX	

and	influence	the	function	of	Pi-responsive	proteins	[11].	The	function	of	yeast	Pho81	as	

inhibitor	of	kinase	activity	repressing	PHO	pathway	is	regulated	by	1-diphospho-inositol	

tetrakisphosphate,	 1-IP7	[12],	 [13],	 whereas	 Pi-efflux	[14]	 of	 human	 SPX-containing	

Xpr1	is	 stimulated	 by	 1,5-bis-diphospho-inositol	 tetrakisphosphate,	 1,5-IP8	[15].	 In	

vitro,	the	vacuolar	Pi-transport	by	Pho91	of	yeast	and	Trypanosoma	brucei	is	facilitated	

by	5-diphospho-inositol	tetrakisphosphate,	5-IP7	[16],	while	all	inositol	pyrophosphates	

were	evoking	the	function	of	yeast	VTC	complex	generating	polyphosphate	in	vitro	[11]	

VTC	complex	is	comprised	of	Vtc1,	Vtc4	and	Vtc3.	Vtc2	is	homologous	to	Vtc3	and	found	

in	 VTC	 complex	 on	 the	 cell	 periphery	[17].	 Hereby	 Vtc4	 harbors	 ATPase	 activity	

required	for	polyphosphate	generation	while	Vtc2	and	Vtc3	suggested	to	be	regulative	

units	 due	 to	 its	 negligible	 ATPase	 activity.	 	 VTC	 complex	 activity	 is	 limited	 to	 the	

activation	 of	 SPX	 domain	[18],	 [19].	 IP8	 stimulates	 polyphosphate	 generation	 by	 VTC	

complex	the	most	efficiently	with	an	EC50	around	20	times	lower	as	of	IP7	that	is	350-

500	nM	[19].	Lastly	IP6	stimulates	the	activity	above	100	μM	[11],	[19].	Latter	 is	at	the	

upper	limit	or	above	the	physiological	levels	of	IP6	found	in	the	cell	that	depends	on	the	

organism	 being	 constant	 between	 10-100uM	[20]–[24].	 5-IP7	and	 1,5-IP8	 were	

suggested	 to	be	 relevant	 in	vivo	 for	VTC	activity	[19].	Additives	 like	PPi	and	PPPi	have	

shown	to	concentration-dependent	elevate	the	ATPase	activity	linked	to	polyphosphate	

synthesis	even	up	to	90	times	[17].		

An	altered	conserved	binding	pocket	 for	 inositol	pyrophosphates	 led	to	 impairment	of	

the	 respective	 function	 of	 Pi	 responsive	 SPX-containing	 proteins	[4],	 [11],	 [16],	 [19],	

[25],	 [26].	 Not	 only	 this	 binding	 pocket	 of	 SPX	 appears	 to	 be	 important	 for	 protein	

function;	there	are	also	mutations	in	SPX	domain	outside	this	binding	pocket	[27]–[29]	

and	 in	 the	 region	between	currently	annotated	SPX	and	adjacent	domain	 [27]	 causing	



	
	

63	

malfunction	 like	 primary	 familial	 brain	 calcification	 (PFBC)	 manifested	 in	

neuropsychiatric	 abnormalities	 and	 movement	 disorders	[30].	 In	 plants,	 there	 is	 a	

mutation	outside	the	binding	pocket	leading	to	unusual	hyperaccumulation	of	Pi	[11].	So	

far,	the	only	regulative	molecular	mechanism	described	between	inositol	pyrophosphate	

and	SPX	is	the	one	taking	place	in	plants.	Here,	inositol	pyrophosphate	act	as	a	facilitator	

of	 an	 interaction	 between	 stand-alone	 SPX	 and	 positively	 charged	 surface	 patch	 of	

coiled-coil	 domain	 in	 PHR	 [11],	 [31]–[34].	 In-vitro,	 they	 bind	 to	 each	 other	 in	 a	

low	micromolar	(μM)	range	in	the	presence	of	1,5-IP8	and	5-IP7	[10],	[11]	and	ten	times	

less	 efficient	 by	 inositol	 phosphate,	 IP6	[11].	 It	 has	 been	 suggested	 that	 inositol	

pyrophosphate	has	a	regulative	role	as	a	kind	of	molecular	glue	as	the	mutations	in	the	

SPX	binding	pocket	for	inositol	pyrophosphates	abolished	the	interaction	between	SPX	

and	 CC-domain	 and	 1,5-IP8	was	 shown	 to	 bind	 to	 PHR	 in	 a	 low	 millimolar	 range	

unregard	of	 impaired	 charged	 surface	patch	 involved	 in	 the	 interaction.	 	To	 study	 the	

molecular	 mechanism	 of	 inositol	 pyrophosphates	 upon	 SPX	 in	 other	 SPX-containing	

system,	we	 investigated	 the	 structure	 and	 the	 function	 of	 SPX	 domain	 of	 Vtc2	 (SPX2)	

within	Vtc	complex	by	NMR	spectroscopy	and	other	biophysical	methods.	
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Results	&	Discussion	
	

We	base	our	characterization	of	SPX2	in	aqueous	solution	in	solution	NMR	spectroscopy.	

Sequence-specific	 resonance	 assignments	 of	 SPX2	 were	 obtained	 by	 standard	 triple-

resonance	NMR	experiments	(Fig.	S1).	Secondary	chemical	shifts	(SS)	derived	from	13Cα	

and	13Cβ	nuclei	display	the	presence	of	secondary	structure	elements	in	the	protein.	In	

aqueous	 solution,	 SPX2	comprises	a	 total	of	8	α-helices	 (Fig.	1A).	Out	of	 these,	helices	

α1-	α6,	including	the	helix	α3’	were	previously	known	from	crystallographic	structures	

of	other	SPX	domains	[11].	In	addition,	SPX2	contains	helix	α7	at	C-terminus,	comprising	

residues	186-189.	This	 segment	has	 a	helical	 population	of	 around	50%	as	 evidenced	

from	the	SS	values,	suggesting	that	it	rapidly	interconverts	between	helical	and	random-

coil	conformations.	This	interpretation	is	underlined	by	NMR	relaxation	measurements	

of	 the	 protein	 backbone	 dynamics,	 which	 show	 that	 α-helix7	 features	 increased	

dynamics	on	the	ps-ns	timescale	in	comparison	to	other	helical	regions	(Figs.	S2A,	B,	C).	

The	presence	of	α-helix7	significantly	stabilizes	the	SPX	domain	as	evidenced	by	thermal	

melting	and	hence	this	region	is	an	integral	structural	part	of	the	SPX2	domain	(Fig.	1B).	

By	 analyzing	 the	 chemical	 shift	 perturbations	 caused	 by	 truncation	 of	 helix	 α7,	 we	

localize	it	between	α-helix4	and	α-helix6	as	these	are	experiencing	the	largest	chemical	

shift	 differences	 (Fig.	 1C,	 E).	 Similarly,	 the	 linker	 region	 C-terminal	 to	 α-helix7	 and	

leading	 to	 the	 adjacent	TTM	domain	 interacts	with	helices	α1,	 α4	 and	α5	 (Fig.	 1D,	 F).	

This	is	at	the	known	binding	pocket	of	inositol	phosphates	[11].	This	interpretation	is	in	

agreement	with	H/D	exchange	NMR	data	that	show	two	regions	in	SPX2	to	be	exchange-

protected	–	a	patch	near	known	binding	pocket	and	a	 region	between	α-helix4	and	α-

helix6	at	the	opposite	side	to	the	known	binding	pocket	(Figs.	S2D,	E).	Helix	α7	is	likely	

of	key	functional	role.	On	the	one	hand,	its	motif	is	conserved	but	only	found	in	few	SPX	

proteins.	It	is	a	part	of	Vtc2	and	Vtc3	proteins	from	different	organisms	as	well	as	in	few	

proteins	containing	SPX	adjacent	to	ANK,	MFS,	EXS	or	ZnF	domain	(Figs.	1G,	H).	On	the	

other	 hand,	 many	 reported	 phosphorylation	 sites	 of	 Vtc2	 and	 Vtc3	 and	 other	 Pi	

responsive	SPX	proteins	map	to	this	region.	In	addition,	the	mutations	of	PFBC	patients	

map	to	this	region	(Table	S1).		

In	a	next	step,	we	wanted	to	study	the	interaction	between	Vtc2	and	Vtc4	that	are	part	of	

the	VTC	complex.	To	this	end,	we	used	constructs	that	lack	the	transmembrane	domains,	

here	annotated	as	Vtc2*	and	Vtc4*.	MST	measurements	showed	that	these	two	proteins	
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interact	 in	 the	 low	μM	range	(Fig.	 2A).	 SPX2	alone	binds	 to	Vtc4*	with	 similar	 affinity	

(Fig.	2A)	 showing	 that	 the	TTM2	of	Vtc2*	does	not	 significantly	 contribute	 to	binding.	

Because	we	were	not	able	to	prepare	stable	samples	of	purified	SPX4,	we	titrated	SPX2	

to	 TTM4,	 and	 found	 only	 a	 very	 weak	 interaction	 in	 the	 mM	 range	 (Fig.	 2A).	 Taken	

together,	 these	 data	 show	 that	 SPX2	 mainly	 interacts	 with	 SPX4.	 This	 SPX2–SPX4	

interaction	 comprises	 substantial	 electrostatic	 contributions,	 as	 evidenced	 by	

measurements	of	the	affinity	in	the	presence	of	high	concentrations	of	sodium	chloride	

(Fig.	 2B).	 Addressing	 salt	 influence	 at	 the	 structural	 level	 of	 SPX2	displayed	 that	 salt-

sensitive	 residues	 were	 largely	 within	 helices	 α1	 and	 α7.	 α-helix1	 residues	 reveal	 a	

change	 in	 its	 kinetics	 observed	 by	 NMR	 peak	 intensities	 whereas	 residues	 of	 α7	

experience	 large	 chemical	 shift	 perturbations	(Fig.	 S3A).	 Indeed,	 truncation	 of	 either	

helix	α7	or	α1	reduced	SPX2	binding	affinity	to	Vtc4*	dramatically	(Figs.	2C)	but	had	no	

reduced	binding	to	TTM4	(Figs.	S3B).	Single	point	mutations	of	either	serine	187	or	189	

to	alanine	in	helix	α7	decrease	the	binding	affinity	between	SPX2	and	Vtc4*	(Fig.	S3C),	

suggesting	these	residues	to	be	part	of	the	interaction	interface.	Altogether,	these	show	

that	 SPX2	 binds	 with	 high	 affinity	 to	 Vtc4*.	 In	 the	 biological	 context,	 this	 interaction	

might	likely	play	a	role	as	an	inhibitor	of	the	VTC	complex	activity.	

Indeed,	each	of	the	inositol	phosphates	and	pyrophosphates	IP6,	5-IP7	and	IP8,	led	to	a	

disruption	of	SPX2	binding	to	Vtc4*	(Fig.	2D).	This	finding	was	further	corroborated	by	

solution	NMR	spectroscopy	and	cross-linking	experiment	(Figs.	S4A,	B).	IP6	is	known	to	

bind	SPX	domains	at	α-helix1,	α-helix2	and	C-terminal	part	of	α-helix4	 [11].	 Similarly,	

we	observe	here	that	binding	of	either	IP6,	IP7	or	IP8	–	jointly	termed	here	IPx	–	causes	

large	chemical	shift	perturbations	in	α-helix1,	α-helix2,	the	C-terminal	part	of	α-helix4,	

the	N-terminal	part	of	α-helix3	with	its	adjacent	loop	and	the	loop	region	adjacent	to	α-

helix7	 (Figs.	 S4C,	 D,	 E).	 This	 is	 confirming	 the	 known	 binding	 pocket	 of	 inositol	

phosphate	and	predicted	binding	pocket	of	 inositol	pyrophosphates.	The	effects	of	 the	

IPx	 differ	 in	 their	 impact	 on	 the	 SPX2	 dynamics	 in	 the	 loop	 between	 α-helix2	 and	 α-

helix3,	the	loop	between	α-helix5	and	α-helix6	as	well	as	in	the	α-helix7	region.	Notably,	

their	interaction	is	in	intermediate	exchange		–	most	pronounced	for	IP8	(Fig.	S4C).	As	

all	 holo-states	were	 recorded	at	 the	 same	 spectrometer	 frequencies,	 this	difference	 in	

the	chemical	exchange	regime	for	the	respective	regions	could	be	due	to	increased	level	

of	hydrogen	bonding	towards	water	and	less	to	other	structural	elements.	 	This	would	
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be	reflected	 in	 the	protein	stability	measurements.	 Indeed,	 IP6	stabilized	the	SPX2	the	

most	by	13	°C	followed	by	10	°C	through	IP7	and	lastly	4	°C	by	IP8	(Fig.	S4F).		

	

The	holo-state	differences	seen	in	the	local	dynamics	and	stability	of	SPX2	as	its	binding	

capacities	 to	Vtc4*	 could	explain	 in-vitro	activity	of	VTC	complex	 to	 some	degree.	The	

potency	as	an	agonist	is	highest	for	IP8,	followed	by	IP7	and	lastly	IP6	[11],	[19].	Latter	

tendencies	order	 is	 also	 seen	 in	our	experiments.	Possibly,	 the	elements	 revealing	 the	

differences	in	the	kinetics	explain	only	the	direct	effect	of	IPx	caused	on	SPX	domain	and	

SPX-SPX	 interaction	 but	 have	 to	 be	 studied	 in	 context	 to	 other	 subsequent	 events.	 As	

speculation,	 phosphorylation	 on	 serines	 of	 α-helix7	 detected	 in	 earlier	 studies	

(Table	S1)	could	serve	as	basis	to	non-enzymatically	transfer	the	β-phosphoryl	group	of	

IP7	or	IP8	non-enzymatically	[35],	[36].	A	dynamically	detaching	pyrophosphorylated	α-

helix7	could	be	a	key	event	to	activate	VTC	complex	at	the	catalytic	site	in	an	analogous	

way	 as	 it	 was	 shown	 for	 pyrophosphate	 PPi	[17].	 This	 could	 explain	 in-vivo	 data;	 six	

mutation	 of	 five	 serines	 and	 one	 threonine	 at	 α-helix7	 region	 of	 Vtc3	 completely	

abolished	polyphosphate	pools	(unpublished	data,	personal	communication	to	Andreas	

Mayer).		

	

Structurally,	 the	 binding	 of	 IP6	 to	 SPX2	 does	 not	 lead	 to	 significant	 changes	 of	 the	

secondary	structure	elements	for	most	parts	of	the	protein	(Fig.	S5A).	Residual	dipolar	

couplings	 (RDC)	 show	 that	 the	 helices	 α-helix2	 to	 α-helix6	 in	 the	 apo-state	 have	 the	

same	 relative	 orientation,	 in	 agreement	 with	 the	 crystal	 structure	 (Fig.	 S5B).	 The	

relative	orientation	of	helices	α-helix1	with	 adjacent	 loop	 and	α-helix3’	 changed	upon	

addition	 of	 IP6	 (Fig	 S5B).	 Considering	 that	 the	 α-helix1	 is	 involved	 in	 the	 complex	

formation,	 this	 ligand-induced	 reorientation	 of	 the	 conserved	 α-helix1	 and	 its	 loop	 as	

does	 the	 binding	 of	 the	 highly	 negatively	 charged	 ligand	 could	 both	 most	 likely	

contribute	to	the	disruption	of	the	complex.	Comparing	apo-	to	holo-state	of	SPX2	alone	

in	 terms	 of	 dynamics,	 the	 region	 α1,	 α2	 and	 its	 adjacent	 loop	 displayed	 reduced	

dynamics	while	a	C-terminal	part	of	α4	and	loop	next	to	α7	shows	increased	dynamics	

(Figs.	S5E,	F,	H)	confirming	the	changes	of	SPX	dynamics	upon	ligand	binding.		

Most	of	the	structural	studies	were	conducted	on	isolated	SPX2.	As	a	control,	structural	

ligand	induced	changes	were	tested	in	Vtc2	that	contained	SPX2	and	the	adjacent	central	

domain.	Overall,	 the	holo-state	of	 isolated	SPX2	in	SPX	in	Vtc2*	reveal	 the	overlapping	
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resonance	 peaks	 (Figs.	 S6B,	 D)	 indicating	 being	 both	 structurally	 similar.	 	 On	 the	

opposite,	 the	apo-state	of	SPX2	 in	 the	Vtc2*	displayed	chemical	 shift	differences	 (Figs.	

S6A,	C)	in	helices	α1	(Fig.	S6D)	and	α5	(Fig.	S6E).	This	is	suggesting	that	SPX2	and	TTM2	

are	 interacting	 in	 the	 apo-state.	 Hence,	 altogether,	 the	 overall	 data	 proposes	 a	

competitive	mode	of	SPX4,	TTM2	or	IPx	to	“gain	the	upper	hand”	over	the	conserved	α-

helix1.		

	

The	 molecular	 mechanism	 linking	 SPX	 in	 correlation	 to	 a	 function	 was	 investigated	

while	working	with	known	as	well	as	unreported	mutations	causing	pseudo-activity	of	

VTC	 complex	 in-vitro	[11],	 [19]	 and	 in-vivo	[19].	Here	 specific	 single	mutations	 in	 SPX	

domain	of	both,	Vtc3	and	Vtc4	(Fig.	3A)	residing	 in	 the	VTC	complex	were	 introduced.	

These	mutations	activated	polyphosphate	activity	in	the	absence	of	any	ligand	(Fig.	3B,	

C).	 To	 obtain	 biophysical	 and	 structural	 information	 of	 this	 event,	 the	 homologous	

mutation	was	inserted	in	the	SPX	domain	of	Vtc2	and	the	same	set	of	experiments	was	

performed	as	 for	 IPx	studies.	Biophysically,	 these	single	mutations	 lead	 to	a	disrupted	

binding	to	Vtc4*	(Fig.	3D).	Their	dissociation	constants	were	higher	by	six	to	30	times	in	

comparison	to	the	wild-type	SPX2.	Structurally,	a	comparison	of	these	SPX2	mutants	to	

the	wild-type	SPX2	reveals	changes	in	the	helices	α1,	α2	and	α4	belonging	to	the	known	

binding	 pocket	 as	well	 as	 in	 the	 α-helix3	 and	 in	 the	 loop	 between	 helices	 α5	 and	 α6	

(Figs.	 S7A,	 B,	 C).	Most	 of	 these	 regions	 of	 SPX2	 are	 also	 influenced	 upon	 IPx	 binding	

suggesting	that	IPx	and	the	pseudo-active	mutations	activate	VTC	complex	structurally	

in	 a	 similar	 way.	 	 Altogether,	 the	 pseudo-active	 mutations	 of	 SPX	 underline	 the	

importance	of	SPX	domain	as	inhibitor	for	VTC	complex.		

	

This	is	structurally	the	most	extensively	characterized	SPX	system	so	far	explaining	the	

molecular	 mechanism	 behind	 SPX-SPX	 interaction	 of	 VTC	 complex	 in	 dependence	 of	

inositol	 pyrophosphates	 that	 are	 known	 to	 modulate	 Pi	 homeostasis.	 Our	 suggested	

emerging	model	 is	 that	a	presence	of	 IPx	as	well	 as	 a	pseudo-active	mutation	directly	

effects	a	SPX-SPX	interaction.	We	could	show	that	they	disrupt	the	interaction	of	SPX4	to	

SPX2	 or	 SPX3,	 respectively,	 suggesting	 α-helix1	 involved	 in	 the	 complex	 formation	 to	

undergo	 a	 ligand-induced	 conformational	 change	 suggested	 in	 earlier	 studies	[11].	 A	

confirmed	 perturbed	 binding	 pocket	 of	 inositol	 phosphates	 and	 predicted	 binding	

pocket	 of	 pyrophosphates	 harboured	 among	 α1,	 α2	 and	 α4	[11]	 and	 a	 subsequent	
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reorientation	of	helix1	and	its	adjacent	loop	upon	ligand	binding	seem	to	be	essential	for	

the	 function.	 An	 impaired	 binding	 pocket	 abolished	 Pi	 responsive	 functions	[4],	 [11],	

[16],	 [19],	 [25],	 [26].	 This	 conformational	 change	most	 likely	 exposes	 α-helix7	whose	

serines	 are	 involved	 in	 the	 complex	 formation.	 This	 is	 displayed	 by	 estimated	 by	 the	

increase	of	dynamics	of	SPX2	in	its	holo-state.		

We	speculate	that	secondary	events	following	could	be	key	events	for	the	activity	itself.	

We	could	 imagine	that	a	disrupted	complex	displays	an	open	gate	of	β-barrel	 in	TTM4	

shown	to	carry	ATPase	and	polyphosphate	activity	of	VTC	complex	[17]	that	is	sterically	

hindered	by	SPX	domains	in	its	apo-state.	This	could	allow	PPi	to	enter,	bind	to	interior	

of	β-barrel,	enhance	ATPase	activity	and	hence	contribute	 to	polyphosphate	synthesis.	

This	would	explain	the	pseudo-activity	of	SPX	mutations.	Secondly,	an	exposed	α-helix7	

of	 SPX2/3	would	 allow	phosphorylation	 by	 cellular	 kinases	 and	 subsequently	 inositol	

pyrophosphates	could	pyrophosphorylate	exposed	phosphorylated	serines	of	α-helix7.	

Due	 to	 increased	 dynamics	 of	 α-helix7	 its	 localization	 between	 β-barrel	 of	 TTM4	 and	

SPX2/3	 could	 be	 possible	 yielding	 an	 active	 VTC	 complex	 in	 analogous	 way	 as	 PPi.	

Bioinformatical	 data	 display	 a	 preserved	 α-helix7	motif	 seen	 in	 few	 SPX	 proteins	 and	

mapping	this	area	to	other	SPX	proteins	reveals	detected	phosphorylation	sites.	Hence,	

α-helix7-related	 area	 is	 protein	 specific	 and	 could	 be	 the	 main	 attribute	 to	 the	

diversification	of	SPX	protein	functions.	

	

We	 suggest	 that	 SPX	domains	 could	have	 a	dual	 role	 –	 as	 inhibitors	 in	 the	 absence	of	

inositol	 (pyro-)	 phosphates	 as	 well	 as,	 mutually,	 molecular-assembly	 disruptors	 and	

activators	 in	 the	 presence	 of	 inositol	 pyrophosphates.	 This	 reveals	 a	 completely	 new	

dimension	to	understand	eukaryotic	Pi	homeostasis.				
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Figures	
	

	
	
Fig.	1:	SPX2	contains	a	conserved	α-helix7.	(A)	Identification	of	secondary	elements	

of	 soluble	 SPX2	 by	 secondary	 chemical	 shifts	 (SS)	 determined	 by	 standard	 triple-

resonance	 NMR	 experiments.	 (B)	 Determination	 of	 protein	 stability	 of	 SPX2	 and	

SPX2∆h7	by	Prometheus	(Nanotemper	Technologies).	(C,	D)	Chemical	shift	differences	of	

SPX2	upon	 truncation	of	helix	α7	or	 the	 linker	 region.	Yellow	–	 residues	 experiencing	

intermediate	chemical	exchange,	gray	–	residues	not	assigned,	dark	blue	–	residues	that	

were	deleted.	 (E,	 F)	 plotting	 the	differences	on	 a	 structural	model	derived	 from	x-ray	

structures	 by	 Phyre2	 server.	 Yellow	 –	 residues	 experiencing	 intermediate	 chemical	
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exchange,	gray	–	residues	not	assigned,	thresholds	of	chemical	shift	differences	shown	in	

rosa	(μ	+	0.2	σ),	magenta	(μ	+	0.8	σ)	and	red	(μ	+	1.5	σ).	(G,	E)	Protein	sequence	motif	of	

α-helix7	 extracted	 from	 SPX-containing	 proteins	 that	 were	 found	 in	 SPX	 proteins	 of	

different	domain	architectures.	Buffer	used	for	all	lab	experiments	was	25mM	HEPES	pH	

7.0,	250mM	NaCl,	0.5mM	EDTA,	0.5mM	TCEP.		

	
	

	
	
Fig.	2:	Vtc2	and	Vtc4	interact	via	their	SPX	domains	in	an	IPx-dependent	manner.	

(A)	 Binding	 affinities	 of	 Vtc2*	 to	 Vtc4*,	 SPX2	 to	 Vtc4*	 and	 SPX2	 to	 TTM4.	 They	were	

measured	 by	 MST.	 (B)	 MST	 binding	 affinities	 of	 SPX2	 to	 Vtc4*	 at	 elevated	 NaCl	

conditions.	 (C)	 Binding	 affinities	 of	 SPX2∆h1	 or	 SPX2∆h7,	 respectively,	 to	 Vtc4*	

measured	by	MST.	Asterisks	display	the	protein	lacking	areas	in	the	cartoon	scheme.	(D)	

Binding	affinities	of	SPX2	to	Vtc4*	in	the	presence	of	2.5	mM	IP6,	IP7	or	IP8	measured	by	

MST.	Red	filled	circles	display	the	binding	areas	of	IP6,	IP7	or	IP8	in	the	cartoon	scheme.	

Dissociation	constant	estimated	is	mentioned	near	the	fits.		

	



	
	

74	

	
	
	
Fig.	 3:	 Specific	 mutations	 in	 SPX2	 disrupt	 binding	 to	 Vtc4*	 and	 cause	 pseudo-

activity	 in	 Vtc	 complex.	 	 (A)	 Multiple	 sequence	 alignment	 of	 SPX-containing	 Vtc	

proteins	with	displayed	pseudo-active	mutations.	The	alignment	is	colored	according	to	

hydrophobicity	[37].	 (B,	 C)	 Polyphosphate	 synthesis	 of	 Vtc	 complex	 comprised	 of	

Vtc1/3/4	measured	in	the	isolated	vacuoles	in	the	absence	and	the	presence	of	IP7.	(C)	

MST	 binding	 affinities	 of	 pseudo-active	 mutations	 (Y19F,	 N121A,	 K127A)	 in	 SPX2	 to	

Vtc4*.	Dissociation	constant	estimated	is	mentioned	near	the	fits.	Asterisks	display	the	

mutations	in	the	cartoon	scheme.	
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Fig.	4:	Emerging	mechanism	model	of	Vtc	complex.	SPX-SPX	interaction	of	Vtc4	and	

Vtc2	or	Vtc3,	 respectively,	 is	based	on	electrostatics	of	α-helix1	and	α-helix7.	 InsPx	or	

pseudo-active	 mutations	 lead	 to	 a	 ligand-induced	 α-helix1	 reorientation,	 liberated	 α-

helix7	and	hence	a	disruption	of	Vtc4	and	Vtc2/3.	This	initiates	a	indirect	activation	of	

VTC.		
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Material	and	Methods	
	
Protein	Expression	and	purification	

pET	vector	(pMH-	HC)	based	Vtc2(1-182)	with	a	C-terminal	His5-tag	was	kindly	gifted	by	

Hothorn	 Lab	[11].	 A	 TEV	 cleavable	 site	 was	 engineered	 adjacent	 to	 the	 His5-Tag	

(SPX2∆h7).	A	stretch	of	residues	was	inserted	by	Q5	Kit	(NEB)	to	generate	longer	Vtc2	

constructs:	 	 Vtc2(1-193),	 SPX2∆linker,	 and	 Vtc2(1-201),	 SPX2.	 The	 site-specific	

mutations	 were	 introduced	 into	 SPX2	 by	 the	 QuikChange	 II	 mutagenesis	 protocol	

(Stratagene)	by	using	Phusion	DNA	polymerase	(Thermo	Scientific)	and	were	verified	by	

gene	sequencing.	 

SPX2	proteins	were	recombinantly	expressed	in	E.	coli	Lemo21(DE3)	BL21	cells	(NEB).	

They	 were	 transformed	 with	 the	 respective	 plasmid	 and	 grown	 in	 either	 1	L	 LB	 for	

expressing	unlabeled	proteins	or	1	L	M9	medium	supplemented	by	15NH4Cl	for	[U-15N]-

labeled	constructs.	For	expressing	[U-2H,15N]	or	[U-2H,15N,13C]-labeled	constructs	1	L	M9	

medium	 supplemented	by	 either	 [U-2H]-	 or	 [U-2H,13C]-glucose,	 respectively,	 as	well	 as	
15NH4Cl	and	D2O	was	used.	All	cultures	were	supplemented	by	30	mg	kanamycin	per	1	L	

medium.	The	cells	were	grown	at	37	°C	to	an	optical	density	(600	nm)	of	0.4-0.6.	At	this	

point,	the	temperature	of	the	shaker	was	reduced	to	16	°C.	After	one	hour,	the	cells	were	

induced	with	0.3	mM	 isopropyl-β-thiogalactopyranoside	and	harvested	after	12	hours.	

Cells	were	resuspended	 in	50	mL	of	buffer	A	(20	mM	Tris-HCl	pH	8.0,	500	mM	NaCl,	2	

mM	 β-mercaptoethanol)	 with	 additional	 20	mM	 imidazole,	 0.5%	 Triton,	 2	mM	MgCl2,	

and	 500	 units	 of	 Turbo	Nuclease	 (BioVision).	 The	 cells	were	 disrupted	with	 lysozyme	

and	 a	microfluidizer	 and	 the	 cell	 lysis	was	 centrifuged	 at	 42’500xg	 for	 40	minutes	 at	

4	°C.	Protein	present	in	the	supernatant	was	filtered	via	0.22	μm	membrane	and	isolated	

by	 using	 a	Ni-NTA	based	HisTrap	 (GE	Health)	 column	 equilibrated	with	 buffer	A.	 The	

protein	was	eluated	with	a	 linear	gradient	0–60	%	by	 twenty	column	volumes	 (CV)	of	

buffer	A	supplemented	with	0.5	M	imidazole.	The	fractions	containing	the	protein	were	

collected	 and	 TEV	 protease	 was	 added.	 The	 sample	 was	 incubated	 at	 4	°C	 overnight.	

After	 a	 buffer	 exchange	 against	 buffer	 A,	 the	 sample	 was	 applied	 on	 the	 HisTrap	

following	 the	 same	 procedures	 above.	 The	 protein	 contained	 in	 the	 flow	 through	

fractions	was	collected	and	diluted	10x	in	a	buffer	B	(50mM	Na-Ac	pH	4.5,	20mM	NaCl)	

and	 subsequent	 applied	 on	 equilibrated	 HiTrap	 SP	 HP	 (GE	 Health).	 The	 protein	 was	

eluated	with	buffer	B	supplemented	by	1M	NaCl.	The	pure	protein	sample	was	subjected	

to	 Superdex	 75pg	 16/600	 (GE	 Health)	 for	 buffer	 exchange	 to	 25mM	 HEPES	 pH	 7.0,	
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250mM	NaCl,	0.5mM	EDTA	and	0.5mM	TCEP.	The	central	 fractions	of	the	elution	peak	

were	collected	and	used	for	all	subsequent	experiments.		

	

pET27b(+)	 based	 Vtc2(1-553),	 Vtc2*,	 and	 Vtc4(1-487),	 Vtc*,	 as	 well	 as	 TTM4	 of	

Vtc4(192-487)	 with	 a	 C-terminal	 TEV	 cleaving	 site	 and	 a	 His10-tag	 were	 ordered	 by	

GenScript.	They	were	expressed	and	purified	 like	the	SPX2	proteins	with	the	 following	

modifications.	 Affinity	 chromatography	 by	 HisTrap	 contained	 several	wash	 steps	 in	 a	

length	 of	 2CV.	 The	 protein	 was	 first	 washed	 with	 buffer	 A,	 a	 wash	 with	 buffer	 A	

supplemented	with	200	mM	potassium	phosphate	and	a	wash	with	buffer	A	containing	

1M	NaCl	followed	by	a	subsequent	washing	with	buffer	A.	Finally,	a	 linear	gradient	(0-

100	%)	 of	 buffer	A	 supplemented	with	 0.5mM	 imidazole	 (20CV)	 eluted	 the	 protein.	 A	

cation	 exchange	 chromatography	 by	 SP	HP	was	 not	 performed	 and	 the	 size-exclusion	

chromatography	was	 conducted	 by	 Superdex	 200pg	 16/600	 (GE	 Health)	 in	 the	 same	

buffer.		

	

NMR	spectroscopy	

NMR	 experiments	 were	 recorded	 at	 27	°C	 on	 cryogenic	 600	 and	 900	MHz	 NMR	

spectrometers	 (Bruker)	 equipped	with	 a	 triple	 resonances	 (TXI)	 probe.	 Unless	 stated	

otherwise,	the	NMR	buffer	contained	25mM	HEPES	pH	7.0,	250mM	NaCl,	0.5mM	EDTA,	

0.5mM	TCEP	and	5%	D2O.		

Backbone	experiments.	The	assignments	on	backbone	amides	were	obtained	on	500	μM	

[U-2H,15N,13C]-labeled	 SPX2.	 TROSY	[38]	 and	 TROSY-based	 3D	 HNCACB,	 HNCO	 and	

HN(CA)CO	 triple	 resonance	 NMR	 spectra	[39]	 were	 recorded	 at	 600	MHz	 while	 3D	

H(N)NH	 NOE	 TROSY	 spectrum	[40]	 was	 recorded	 at	 900	MHz	 with	 a	 mixing	 time	 of	

100	ms.	The	NMR	spectra	were	processed	by	PROSA	[41]	and	were	analyzed	by	CARA	

and	XEASY	[42].	CS	plots	were	calculated	by	Cα	and	Cβ	values	 that	 considered	random	

chemical	shifts	of	every	amino	acid	and	were	a	extracted	by	a	CARA	software.		

Relaxation	 experiments.	 15N-T1,	 15N-T2	 and	 hetNOE	[43]	were	 recorded	 on	 380	μM	 [U-
15N]-labeled	 SPX2	 at	 600	MHz.	 The	 interscan	 delay	 used	 for	 15N-T1	 and	 15N-T2	 was	

7.0	seconds	 and	 for	 hetNOE	 was	 5.3	seconds,	 respectively.	 The	 relaxation	 spectra	 of	

varying	 t1	 and	 t2	 times	were	 processed	with	 Topspin	 and	 fitted	 by	 exponential	 decay	

equation	and	covariance	error	method	estimation	in	CCPNMR	[44].		
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Chemical	shift	difference.	TROSY	spectra	of	500	μM	[U-2H,15N]-labeled	SPX2,	SPX2∆h7	or	

SPX2∆linker	 were	 recorded	 at	 600	MHz.	 They	 were	 analyzed	 with	 CCPNMR	 and	

chemical	 shift	 differences	 were	 calculated	 in	 MATLAB	 using	 the	 following	 equation.	
		

H/D	 exchange	 spectroscopy.	 A	 protonated	 SPX2	 sample	 was	 exchanged	 from	 H2O-	 to	

D2O-containing	 buffer	 by	multiple	 centrifugation	 steps	 using	 	 Amicon	 Ultra	 centricon	

(Merck	 Millipore)	 and	 was	 incubated	 in	 D2O-containing	 buffer	 for	 12	hours	 before	

recording	 H/D	 exchange.	 H/D	 exchange	 was	 calculated	 by	 intensity	 comparison	 of	

backbone	amides	derived	from	TROSY	spectra	of	200	μM	[2H,	15N,	13C]-labeled	SPX2	in	

protonated	buffer	and	of	200	μM	[2H,	15N,	13C]-labeled	SPX2	in	the	D2O	containing	buffer.	

The	NMR	spectra	were	acquired	at	900	MHz	in	a	buffer	containing	25mM	HEPES	pH	7.0,	

50mM	NaCl,	0.5mM	EDTA	and	0.5mM	TCEP.	

Titration	 experiments.	 15N	 TROSY	 spectra	 were	 recorded	 on	 200	μM	 [U-15N]-labeled	

SPX2	 under	 different	 buffer	 conditions	 at	 600	MHz.	 The	 salt	 influence	was	 compared	

between	a	NMR	buffer	containing	50mM	NaCl	vs.	350	mM	NaCl	while	IPx	titration	was	

compared	 in	 a	 buffer	 with	 no	 IPx	 vs.	 a	 10x	molar	 excess	 of	 IPx.	 The	 peak	 lists	 were	

extracted	 by	 CCPNMR	 and	 chemical	 shift	 perturbations	 were	 calculated	 in	 MATLAB	

using	the	following	equation:	 	.		

Binding	 experiments.	 TROSY	 spectra	 of	 85	μM	 [U-15N]-labelled	 SPX2	were	 recorded	 in	

the	 presence	 and	 absence	 of	 255	μM	 unlabeled	 Vtc4*.	 Another	 TROSY	 spectra	 were	

recorded	after	IP6	was	added	in	a	40x	molar	excess.		

RDC	experiments.	Bacteriophage	pf1	(ASLA	Biotech)	was	added	to	the	SPX2	sample	and	

buffer	exchanged	by	 few	ultracentrifugation	 steps	 (95’000	xg	 for	45	minutes	at	4°C	 in	

the	TLA-100	Beckman	rotor).	TROSY	and	anti-TROSY	spectra	were	acquired	of	200	μM	

of	 [2H,	 15N]-labeled	 SPX2	 and	 [2H,	 15N]-labeled	 SPX2	 that	 contained	 approximately	

18	mg/mL	 bacteriophage	 causing	 quadrupolar	 deuterium	 splitting	 of	 7	Hz.	 The	 NMR	

experiments	were	recorded	at	900	MHz	and	analyzed	using	CCPNMR.		

	

Bioinformatic	analysis	

Structural	modeling.	SPX2	protein	sequence	was	submitted	to	Phyre2	Protein	Fold	

Recognition	server	[45]	for	SPX2	structure	calculation	based	on	known	x-ray	structures.		

Classification	 of	 SPX	 proteins	 by	 domain	 architecture.	 A	 list	 of	 SPX-containing	 protein	

sequences	 was	 obtained	 from	 the	 UniRef100	 database,	 release	 2020_05	[46],	 [47].	

∆ δ = (δ1Rf (
1H )−δ1(

1H ))2 + (δ2Rf (
15N ) / 5−δ2 (

15N ) / 5)2

∆ δ = (δ1Rf (
1H )−δ1(

1H ))2 + (δ2Rf (
15N ) / 5−δ2 (

15N ) / 5)2
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Architecture	 information	 for	 each	 sequence	 in	 the	 list	was	 scraped	 from	 the	 InterPro	

database	[48]	 using	 a	 custom	 Python	 script	 and	 used	 to	 build	 a	 local	 SPX	 protein	

database	(SPXdb).	The	generated	SPXdb	was	filtered	based	on:	(i)	SPX	domain	position	=	

1;	(ii)	number	of	adjacent	domains	≥	1;	(iii)	SPX	domain	length	≥130	aa	(based	on	Secco	

et	al.,	2012)	[1];	and	(iv)	 interdomain	 linker	 length	≤	300	aa.	Sequences	 in	 the	 filtered	

SPXdb	were	then	grouped	depending	on	the	domain	C-terminally	adjacent	to	SPX.	

Motif	search.	A	list	of	protein	sequences	similar	to	Vtc2	from	S.	cerevisiae	was	obtained	

from	 Vtc2’s	 UniRef50	 cluster	 (id:	 UniRef50_P43585)	 and	 aligned	 with	 Clustal-

Omega	[49]	with	default	parameters	 (Gonnet	matrix,	 6	bits	 gap	opening	penalty,	 1	bit	

gap	extension	penalty).	Sequences	were	removed	from	the	list	if	100%	identical	to	other	

entries	or	if	not	aligning	well	with	Vtc2	in	the	linker	region.	SPX’s	helix	7	gap-less	stretch	

was	 extracted	 from	 the	 alignment	 and	 used	 to	 generate	 a	 position-specific	 scoring	

matrix	(PSSM)	and	a	sequence	logo	[50],	[51]	using	a	custom	Python	script.	The	linker	

sequence	 of	 each	 entry	 of	 SPXdb	 was	 scanned	 with	 the	 generated	 PSSM.	 Hits	 were	

considered	as	such	if	the	log-likelihood	score	exceeded	the	threshold	value.		

	

Protein	stability	measurements	

The	 stability	 of	 protein	 samples	 was	 measured	 by	 thermal	 denaturation	 (15-95	°C)	

monitored	 by	 detecting	 the	 intrinsic	 fluorescence	 at	 330	 and	 350	nm	 (Prometheus	

NT.48,	Nanotemper	 Technologies).	 50	μM	of	 SPX2	 and	50	μM	of	 SPX2∆h7	were	 loaded	

into	 standard	 capillaries	 and	measured	 at	 75%	 laser	 power.	 200	μM	of	 SPX2	 alone	 as	

well	as	in	the	presence	of	a	different	ligand	in	a	10	times	molar	excess	were	applied	into	

standard	 capillaries	 and	 measured	 at	 20%	 laser	 power.	 The	 measurements	 were	

conducted	in	triplicates.	The	buffer	used	was	25mM	HEPES	pH	7.0,	250mM	NaCl,	0.5mM	

EDTA	and	0.5mM	TCEP.		

	

MicroScale	Thermophoresis	binding	affinities	

Vtc2,	SPX2,	Vtc4	and	TTM4	proteins	were	first	buffer	exchanged	to	MST	buffer	(15mM	

HEPES	pH	7.0,	 50mM	NaCl	 and	2mM	DTT).	 Some	MST	buffer	 contained	 an	 additional	

100	mM	of	NaCl	or	2.5	mM	of	IPx.	0.2	μM	of	His-tagged	protein	was	mixed	with	0.1	μM	of	

RED-tris-NTA	2nd	generation	dye	(Nanotemper	Technologies),	incubated	for	30	minutes	

at	room	temperature	and	subsequently	centrifuged	for	10	minutes	at	21’000xg	at	4	°C.	

The	 fluorescent	protein	sample	was	mixed	 in	a	serial	dilution	with	 the	protein	 titrant,	
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loaded	 into	 premium	 capillaries	 and	 measured	 on	 Monolith	 NT.115	 (Nanotemper	

Technologies)	using	100	%	laser	power.	Experiments	were	conducted	in	triplicates.	The	

thermophoresis	 of	 the	 first	 1.5	seconds	 after	 laser	 irradiation	 was	 considered	 and	

evaluated	by	Prism8	software	(GraphPad).		

	

Crosslinking-experiment	

30	uL	 of	 reactions	 containing	 80	μM	 of	 SPX2	 and	 80	μM	 Vtc4*	 in	 the	 presence	 or	 the	

absence	of	20	molar	excess	of	IP6	as	well	as	negative	controls	comprising	either	80	μM	

of	SPX2	and	80	μM	or	Vtc4dTM,	respectively,	were	kept	on	ice.	The	samples	were	heated	

to	 room	 temperature	 within	 5	 minutes	 and	 2	mM	 1,1’-carbonyldiimidazole	 (CDI)	

dissolved	 in	100%	dimethyl	 sulfoxide	 (DMSO)	was	added.	The	 reaction	was	quenched	

by	 the	 addition	 of	 500	mM	Tris	 pH	 8.0	 solution	 after	 30	seconds.	 The	 reaction	 buffer	

used	was	25mM	HEPES	pH	7.0,	150mM	NaCl,	0.5mM	EDTA	and	0.5mM	TCEP.		

	

Vtc	activity	assay	

The	 measurements	 of	 polyphosphate	 activity	 by	 Vtc	 complex	 were	 conducted	 as		

described	previously	[11].		
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Supplementary	Table	
	

Table	 S1:	 Overview	 of	 detected	 phoshorylations	 sides	 and	 mutations	 sides	

localized	 between	 SPX-helix	 α6	 and	 adjacent	 domain	 of	 SPX	 proteins.	 The	

phoshorylations	sides	of	S.	cerevisiae	were	extracted	from	yeast	database	thebiogrid.org	

repository	4.2	and	of	A.	thaliana	from	Arabidopsis	database	PhosPhAt	4.0	[52]–[54].		

	

Protein		 Organism	 Phosphorylation	sites	/	Mutation	site*	

Vtc2	 S.	cerevisiae		 S182,	S187,	S192,	S193,	S196		

Vtc3	 S.	cerevisiae	 S187,	S190,	S192,	S195,	S198	

Gde1	 S.	cerevisiae	 S254,	T255,	S256		

Pho81	 S.	cerevisiae	 T215		

Pho91	 S.	cerevisiae	 S295,	S311,	S312,	T297		

Syg1	 S.	cerevisiae	 S342		

SPX2	 A.	thaliana	 S195		

PHO1;H3		 A.	thaliana	 S188		

Xpr1	 Human	 *L218S	[27]	
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Supplementary	Figures		
	

	
	
Fig.	 S1:	 Sequence-specific	 resonance	 assignments	 of	 [U-2H,	 15N,]-SPX2.	 The	

assignments	were	determined	by	standard	triple-resonance	NMR	experiments	in	25mM	

HEPES	pH	7.0,	250mM	NaCl,	0.5mM	EDTA	and	0.5mM	TCEP.		
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Fig.	 S2:	 NMR	 characterization	 of	 SPX2.	 (A,	 B,	 C)	 Relaxation	 of	 SPX2	 evaluated	 by	
15N	T1,	 15N	T2	 and	 hetNOE.	 Red	 dashed	 line	 represents	 the	 residues	 of	 α-helix7.	 The	

buffer	used	was	25mM	HEPES	pH	7.0,	250mM	NaCl,	0.5mM	EDTA	and	0.5mM	TCEP.	(D,	

E)	 H/D	 exchange	 plot	 of	 SPX2	 residues	 and	 their	 indicated	 thresholds	 plotted	 on	 the	

structural	model	 generated	by	Phyre2.	 ID	 –	 intensities	 of	 resonances	measured	 in	D2O	

buffer,	 IH	 –	 intensities	 of	 resonances	 measured	 in	 H2O	 buffer,	 yellow	 –	 residues	

experiencing	intermediate	chemical	exchange,	gray	–	residues	not	assigned.	The	buffer	

used	was	25mM	HEPES	pH	7.0,	50mM	NaCl,	0.5mM	EDTA,	0.5mM	TCEP.		
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Fig.	 S3:	 Characterization	 of	 the	 binding	 between	 SPX2	 and	 Vtc4	 constructs.	 (A)	

Chemical	shift	perturbation	plot	of	SPX2	induced	by	sodium	chloride	titration.	Yellow	-	

residues	experiencing	intermediate	chemical	exchange,	gray	–	residues	not	assigned.	(B)	

Binding	 affinities	 of	 SPX2∆h1	 or	 SPX2∆h7,	 respectively,	 to	 TTM4	 measured	 by	 MST.	

Asterisks	display	 the	 lacking	 areas	of	 protein	 in	 the	 cartoon	 scheme.	 (C)	MST	binding	

affinities	of	SPX2	with	single	mutations	to	Vtc4*.	Asterisks	show	the	mutated	positions	

in	the	cartoon	scheme.	The	dissociation	constants	determined	are	displayed	besides	fits.	

The	buffer	used	was	25mM	HEPES	pH	7.0,	50mM	NaCl,	0.5mM	EDTA,	0.5mM	TCEP.		
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Fig.	 S4:	 Characterization	 of	 SPX2	 holo-states.	 (A)	 Verification	 of	 SPX2	 binding	 to	

Vtc4*	by	a	cross-linking	experiment	SPX	and	Vtc4dTM	were	cross-linked	by	CDI	in	either	

absence	 (1st	 lane)	or	presence	of	20x	molar	excess	of	 IP6	(2nd	 lane).	Negative	controls	

(3rd	and	4th	lane)	are	single	components	cross-linked	in	the	absence	of	a	IP6.	The	buffer	

used	was	25mM	HEPES	pH	7.0,	150mM	NaCl,	0.5mM	EDTA,	0.5mM	TCEP.		

	(B)	 Verification	 of	 SPX2	 binding	 to	 Vtc4*	 by	 NMR	 spectroscopy.	 	 [U-15N]-SPX2	 and	

unlabeled	Vtc2dTM	were	 recorded	 in	 a	molar	 ratio	 1:3	 in	 the	 absence	 of	 IP6	 and	 the	

presence	of	IP6	in	a	40x	molar	excess.	The	buffer	used	was	25mM	HEPES	pH	7.0,	250mM	

NaCl,	 0.5mM	 EDTA,	 0.5mM	 TCEP.	 (C,	 D,	 E)	 Chemical	 shift	 perturbation	 plots	 of	 SPX2	

apo-	 vs.	 holo-state	while	 being	 bound	 to	 different	 ligands	 in	 a	 10x	molar	 excess.	 The	

buffer	used	was	25mM	HEPES	pH	7.0,	250mM	NaCl,	0.5mM	EDTA,	0.5mM	TCEP.	Yellow	-	

residues	experiencing	intermediate	chemical	exchange,	gray	–	residues	not	assigned.	(F)	

Determination	 of	 protein	 stability	 of	 SPX2	 in	 presence	 of	 different	 ligands	 by	

Prometheus	 (Nanotemper	Technologies)	 in	25mM	HEPES	pH	7.0,	250mM	NaCl,	0.5mM	

EDTA,	0.5mM	TCEP.	
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Fig.	 S5:	 Structural	 and	 dynamics	 characterization	 of	 holo-state	 SPX2.	 (A,	 B)	

Secondary	elements	determination	by	secondary	chemical	shift	(SS)	plots	of	SPX2	in	the	

absence	and	the	presence	of	10x	molar	excess	of	IP6.	(C,	D).	RDC	plots	of	SPX	α-helices	
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in	the	absence	and	the	presence	of	10x	molar	excess	of	IP6.	The	buffer	used	was	25mM	

HEPES	 pH	 7.0,	 250mM	 NaCl,	 0.5mM	 EDTA	 and	 0.5mM	 TCEP.	 (E,	 F,	 G)	 Relaxation	

compared	of	apo-	and	holo-state	of	SPX2	while	bound	to	IP6.	Relaxation	measurements	

recorded	were	15N	T1,	 15N	T2	and	hetNOE	and	holo-state	values	were	substracted	 from	

apo-state	values.	The	areas	with	reduced	dyanamics	shown	in	cyan	whereas	 increased	

dynamics	are	shown	in	red.	For	all	experiments	 the	buffer	used	was	25mM	HEPES	pH	

7.0,	250mM	NaCl,	0.5mM	EDTA	and	0.5mM	TCEP.	
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Fig.	S6:	Structural	characterization	of	SPX2	in	Vtc2*	in	the	apo-	and	holo-state.	(A,	

B)	Overlay	of	NMR	spectra	between	SPX2	and	Vtc2dTM	or	SPX2-IP6	and	Vtc2dTM-IP6,	

respectively.	(C,	D)	Chemical	shift	differences	between	SPX2	and	Vtc2dTM	or	SPX2-IP6	

and	Vtc2dTM-IP6,	respectively.	(E)	NMR	section	of	residues	of	apo	and	holo-states	in	α-

helix1	and	in	the	loop	region	between	α-helix1	and	α-helix2.	(F)	NMR	section	of	residues	

of	 apo	and	holo-states	 in	α-helix5.	The	buffer	used	was	25mM	HEPES	pH	7.0,	250mM	

NaCl,	0.5mM	EDTA	and	0.5mM	TCEP.	
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S7:	 Structural	 characterization	 of	 pseudo-active	 mutants	 of	 SPX2.	 (A,	 B,	 C)	 The	

plots	 are	 displaying	 chemical	 shift	 difference	 between	 the	wild-type	 SPX2	 and	 single-

point	 mutations	 of	 SPX2	 (Y19F,	 N121A,	 K127A).	 Yellow	 -	 residues	 experiencing	

intermediate	chemical	exchange,	gray	–	residues	not	assigned.	
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In-depth	discussion	&	outlook	
	

The	 eukaryotic,	 intracellular	 homeostasis	 relies	 on	many	 proteins	 that	 contain	 a	 SPX	

domain.	 Previous	 studies	 indicated	 that	 SPX	 domains	 are	 stimulated	 by	 inositol	

phosphate	and	inositol	pyrophosphates	in-vitro	[1]	and	specific	inositol	pyrophosphates	

in-vivo	[2],	[3].	The	structure-function	relation	and	its	dependence	upon	inositol	(pyro-)	

phosphate	is	largely	elusive.		

	

Undiscovered	structural	element	of	the	SPX	domain	

	
The	 SPX	 domain	 of	 Vtc2,	 SPX2,	 residing	 in	 the	 VTC	 complex	 is	 the	 first	 SPX	 domain	

assigned	 in	 solution.	 It	 is	 in	 good	 agreement	 with	 the	 known	 SPX	 structures	 in	 the	

crystalline	state,	which	contain	α-helix1	to	α-helix6	 including	a	α-helix3’	that	was	seen	

in	 one	 of	 the	 SPX	 structures	[1].	 The	 assessment	 of	 SPX	 structure	 in	 the	 solution	

revealed	 another	 unreported	 helical	 region	 at	 the	 C-terminus	 of	 SPX	 (α-helix7)	

expanding	the	known	SPX	domain	boundaries.	The	first	reported	data	on	the	dynamics	

of	the	SPX	domain	suggests	that	α-helix7	is	a	partial	α-helix.	This	would	be	in	consensus	

with	Vtc4.	It	is	the	only	SPX	protein	crystalized	so	far	that	contains	α-helix7-related	area.	

In	 the	 two	 crystalized	 isoforms	 the	 α-helix7-region	was	 disordered	[1].	 This	 dynamic	

nature	of	α-helix7	could	be	 responsible	 for	not	obtaining	protein	crystals	of	SPX2	and	

Vtc2	and	having	a	 low	quality	spectra	of	 side-chain	NMR	assignment	experiments	and	

NOESY	spectra	of	specifically	ILV-labeled	samples	(not	shown	here)	that	are	useful	 for	

precise	 structure	 calculation.	 The	 motif	 of	 α-helix7	 is	 preserved	 in	 few	 of	 the	 SPX	

proteins	with	 a	 particular	 domain	 architecture	 suggesting	 that	 the	 α-helix7	 is	 protein	

specific	and	raises	the	question	if	it	has	a	functional	relevance.	Here	it	was	found	that	α-

helix7	has	most	 likely	 a	 key	 functional	 role	while	 involved	 in	 the	 interaction	with	 the	

SPX	domain	of	Vtc4.	The	functional	relevance	of	this	region	in	other	SPX	proteins	could	

be	addressed	while	using	the	read	outs	from	known	functional	assays.	If	deletion	of	the	

region	 mapped	 to	 α-helix7	 would	 have	 a	 similar	 effect	 on	 the	 PPi	 homeostasis	 as	

deficiency	 or	 lack	 of	 the	whole	 SPX	 domain,	 this	 is	 a	 good	 indicator	 of	 the	 functional	

relevance	of	α-helix7	for	the	respective	SPX	protein.	Deleting	α-helix7-region	of	SPX	in	

yeast	Pho81	would	result	in	a	constitutively	active	PHO	pathway	and	a	upregulation	of	

Pi	 responsive	 genes	[4],	 [5].	 For	 SPX-containing	 Pho1	 or	 stand-alone	 SPX	 proteins	 in	
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plants,	a	deleted	α-helix7-region	would	lead	to	a	hyper-accumulation	of	Pi	that	is	causing	

dwarfism	of	plants	[1],	[3].	In	mammalian	cells,	the	deficiency	of	SPX	by	deletion	of	its	α-

helix7-region	in	Xpr1	by	would	impair	the	Pi	efflux	[6].		

	

SPX	as	inhibitory	unit	of	SPX	proteins	
	

The	potential	 functional	 role	of	SPX2	within	 the	VTC	complex	was	 investigated	by	 the	

protein	binding	studies.		Earlier	pull-down	experiments	indicated	that	Vtc	components,	

Vtc1-4,	interact	with	each	other	but	no	further	biophysical	studies	were	conducted	[7].	

Here	it	was	shown	that	the	cytosolic	components	of	Vtc2	and	Vtc4	interact	in	a	low	μM	

range	via	their	SPX	domains.	This	is	the	first	time	a	SPX-SPX	interaction	was	reported.	It	

hypothesized	 that	 the	 conserved	 α-helix1	 and	 protein	 specific	 α-helix7	 substantially	

contribute	 to	 this	 electrostatic	 interaction.	 Highly	 negatively	 charged	 inositol	 (pyro-)	

phosphates	were	 shown	 to	disrupt	 the	 SPX-SPX	 interaction	 interface.	Also	 amino-acid	

substitutions,	 which	 cause	 pseudo-activity	 in	 the	 VTC	 complex	 in-vitro	[1]	 and	 in-

vivo	[2],	abrogated	this	interaction.	Altogether,	this	suggests	that	the	SPX	domain	of	Vtc2	

acts	 as	 an	 internal	 inhibitor	 of	 VTC	 polyphosphate	 activity.	 Indeed,	 this	 could	 explain	

observations	to	previous	published	studies.	SPX	was	shown	to	have	a	negative	effect	on	

Pi-uptake	rate	of	low-affinity	Pi	transporters	in	yeast	[8]	and	on	Pho81,	which	is	keeping	

Pi-responsive	signaling	(PHO)	pathway	repressed	[4],	[5].	Furthermore,	SPX	was	shown	

to	act	as	an	inhibitor	of	Pi-starvation	response	(PSR)	transcription	factor	repressing	Pi-

starvation	signaling	in	plants	[3],	[9]–[12].		

	

Abolishment	of	SPX	inhibition	by	inositol	(pyro-)	phosphates	
	

Earlier	 studies	 annotated	 the	 binding	 pocket	 of	 inositol	 phosphate	 in	 SPX	 domains	

supported	by	x-ray	crystallography	and	mutational	studies	[1].	Selected	mutations	in	the	

binding	 pocket	 not	 only	 affected	 IP6	 binding	 but	 also	 the	 binding	 of	 inositol	

pyrophosphate	[1].	 The	 results	 shown	 here	 confirm	 this	 finding	 by	 displaying	 that	

inositol	phosphate	and	pyrophosphate	bind	at	same	SPX	site.	Additionally,	it	was	shown	

that	 ligand	 binding	 induces	 a	 change	 in	 the	 relative	 orientation	 of	 helix	 α1	 and	 its	

adjacent	 loop	as	well	as	 in	helix	α3’.	This	 is	 in	agreement	with	 the	study	of	Wild	et	al.	

suggesting	 that	 α-helix1	 allows	 a	 ligand-induced	 change	 of	 SPX	 conformation.	 Few	 of	
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their	 apo-SPX	 structures	 had	 a	 disordered	 α-helix1	 and	 a	 deletion	 of	 α-helix1	 and	 its	

adjacent	loop	affected	dramatically	ligand-binding	affinity	[1].	Considering	that	α-helix1	

is	involved	in	the	ligand	binding	but	also	contributes	to	the	SPX-SPX	interaction	between	

Vtc2	 and	 Vtc4	 and	 to	 a	 binding	 between	 SPX2	 and	 TTM2,	 a	 central	 domain	 of	 Vtc2,	

would	allow	the	hypothesis	that	the	ligand	competes	with	SPX4	and	TTM2	for	α-helix1-

binding.	 This	 could	 be	 one	 of	 the	 key	 elements	 of	 the	 molecular	 mechanism	 of	 SPX.	

Indeed,	 inositol	 (pyro-)	phosphate	was	 shown	 to	 stimulate	protein	activity	via	 its	 SPX	

domain	in	many	cases	[1]–[3],	[13]–[17].	The	functional	importance	of	the	SPX	binding	

pocket	is	underlined	by	the	fact	that	many	SPX	proteins	are	dysfunctional	if	the	binding	

pocket	of	inositol	(pyro-)	phosphates	is	impaired	[1],	[2],	[4],	[17]–[19].	

	

This	work	 shows	 that	 inositol	 (pyro-)	 phosphates	 and	pseudo-activating	mutations	 in	

the	 SPX	domain	disrupt	 the	 SPX-SPX	 interaction.	This	 is	 correlated	 to	unleashing	VTC	

activity.	 Thus,	 this	 suggests	 that	 inositol	 (pyro-)	 phosphates	 are	 molecular-assembly	

disruptors.	Inositol	(pyro-)	phosphates	and	pseudo-activating	mutations	could	facilitate	

liberation	of	protein-elements	or	proteins	 from	the	 internal	or	external	 inhibitory	SPX	

domains.	This	could	possibly	explain	the	mechanism	behind	the	Pho81	function.	Pho81	

consists	of	a	SPX	domain	and	two	other	domains.	Its	inhibitor	activity	is	unleashed	after	

adding	1-IP7	[13],	[14].	Under	this	condition,	a	part	of	the	central	ANK	domain	of	Pho81	

binds	 to	 Pho80-Pho85	 kinase	[14],	 [20].	 Possibly,	 this	 part	 of	 the	 ANK	 domain	 was	

bound	 earlier	 by	 SPX	 and	was	hence	not	 accessible	 to	 the	 kinase.	Once	 the	 inhibitory	

effect	of	SPX	is	abolished	by	1-IP7,	part	of	ANK	can	get	exposed,	bind	to	the	kinase	and	

inhibit	its	activity.		

Possibly,	this	could	be	similar	for	stand-alone	SPX	domains	that	facilitate	a	binding	to	a	

transcription	 factor	 upon	 the	 presence	 of	 inositol	 (pyro-)	 phosphates	[1],	 [3].	 These	

stand-alone	 SPX	 proteins	 have	 around	 50-70	 residues	 at	 C-terminus	 that	 are	 not	

annotated	[21]	and	delocalize	from	the	nucleus	to	the	cytosol	upon	deletion	of	the	SPX	

domain	[11].	Possibly,	SPX	and	the	C-terminal	part	of	stand-alone	SPX	proteins	interact.	

1,5-IP8,	which	is	suggested	to	play	a	role	in-vivo	[3],	could	disrupt	the	binding	between	

the	SPX	domain	and	the	C-terminal	part	of	the	protein	allowing	the	SPX	domain	of	the	

stand-alone	 SPX	 proteins	 to	 interact	 with	 the	 PSR	 transcription	 factor.	 An	 impaired	

binding	 pocket	 abolishes	 the	 binding	 of	 the	 stand-alone	 SPX	 proteins	 and	 the	 PSR	

transcription	factor	[3].	An	impaired	binding	pocket	might	also	affect	both,	the	binding	
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of	SPX	to	the	C-terminal	part	of	the	protein	as	well	as	the	binding	to	PSR	transcription	

factor.	Subsequently,	Together	with	collaborators	we	could	show	that	CC	domain	of	PSR	

transcription	factor	responsible	for	this	protein	interaction	can	bind	1,5-IP8	itself.		This	

is	suggesting	that	1,5-IP8	acts	as	a	molecular	glue	between	stand-alone	SPX	proteins	and	

the	PSR	transcription	factor;	see	the	publication	in	the	attachments	cited	as	[3].		

SPX	domain	negatively	 influences	the	Pi	uptake	rate	of	 low-affinity	Pi	 transporters	 in	a	

Spl2-dependent	way	[8].	This	direct	inhibitory	effect	caused	by	Spl2	was	not	yet	tested	

in	any	dependence	of	inositol	pyrophosphate.	However,	other	studies	indicate	that	5-IP7	

could	 play	 an	 important	 role	 during	 Pi	 homeostasis	 at	 rich	 Pi	 conditions	[22]	 under	

which	low-affinity	Pi	transporters	import	Pi	[23].	It	is	possible	that	these	Pi	transporters	

are	open	in	the	presence	of	5-IP7	abolishing	any	inhibitory	effects.		

	

Potential	molecular	mechanism	of	SPX	
	

The	molecular	mechanism	of	the	VTC	complex	is	composed	of	two	main	events.	The	first	

event,	 as	mentioned	 above,	 comprises	 the	 abolishment	 of	 the	 inhibitory	 effect	 of	 SPX	

domains	 after	 inositol	 (pyro-)	 phosphate	 binding.	 This	 is	 reflected	 in	 ligand-induced	

conformation	change	of	conserved	α-helix1.	The	second	part	of	the	mechanism	is	a	key	

event	for	the	activity	itself.	We	speculate	that	binding	of	inositol	(pyro-)	phosphates	to	

SPX	exposes	β-barrel	of	TTM4	and	α-helix7.	Thereupon,	the	serines	of	α-helix7	could	get	

phosphorylated	 by	 cellular	 kinases	 and	 subsequently	 pyrophosphorylated	 by	 inositol	

pyrophosphates.	The	pyrophosphorylated	α-helix7	could	activate	the	VTC	complex.	This	

could	explain	many	observations	from	previous	and	our	study.	α-helix7	is	contributing	

to	 the	 formation	 of	 the	 inhibitory	 SPX	 interaction	 via	 its	 serines	 and	 has	 increased	

dynamics	 in	 the	ps-ns	 time	range	when	a	 ligand	 is	bound	 to	SPX	allowing	 to	 fluctuate	

between	 different	 domains.	 α-helix7	 of	 Vtc2	 and	 Vtc3	 contains	 many	 detected	

phosphorylated	 serines	 -	 listed	 in	 thebiogrid.org	 -	 that	 could	 be	 used	 as	 a	 basis	 to	

transfer	 the	 β-phosphoryl	 group	 of	 inositol	 pyrophosphates	 non-enzymatically	[24],	

[25].	Inositol	pyrophosphates	were	shown	to	be	potent	agonists	of	VTC	activity	in	sub-

μM	 range	while	 inositol	 phosphate	 stimulates	VTC	 activity	 only	 above	 100	μM	[1],	 [2]	

although	all	of	 them	bind	 tightly	 to	 the	 	SPX	domain	 (data	not	 shown	here).	PPi	 could	

serve	 as	 the	 actual	 activator	 of	 ATPase	 activity	 of	 TTM4,	 which	 is	 required	 for	 the	

synthesis	 of	 polyphosphate	 chains,	 while	 enhancing	 the	 reaction	 time	 by	 up	 to	 90	
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times	[7].	It	is	possible	that	dynamic	pyrophosphorylated	α-helix7	reaching	out	to	TTM4	

could	 activate	 VTC	 complex	 in	 an	 analogous	 way.	 Most	 importantly,	 α-helix7	 whose	

several	 serines	 were	 mutated	 to	 alanines	 abolished	 polyphosphate	 pools	 in-vivo	

(personal	 communication	 to	 Andreas	Mayer)	 and	 led	 to	 a	 disrupted	 binding	 between	

SPX2	and	Vtc4	in-vitro	(data	not	shown).	

Theoretically,	 this	 second	 event	 should	 have	 been	 reflected	 in	 the	 determined	

dissociation	constant	values	for	SPX2	and	Vtc4	as	well.	However,	as	Vtc4	was	produced	

recombinantly	 in	 E.	coli,	 it	 lacked	 any	 post-translational	 modifications	 like	

phosphorylations.	These	are	essential	for	the	above-described	mechanism.		

	

Bioinformatical	 data	 indicated	 that	 the	 motif	 of	 α-helix7	 is	 preserved	 in	 few	 SPX	

proteins.	A	mapping	of	α-helix7	region	to	other	SPX	proteins	reveals	protein	sequences	

that	 contain	 phosphorylation	 sites	 and	 a	 mutation	 causing	 a	 protein	 malfunction	 in	

humans	[26].	Hence,	α-helix7	is	a	protein	specific	element	of	the	SPX	domain	and	could	

be	responsible	for	diversification	of	SPX	protein	functions.	

	

	

The	comprehensive	understanding	of	SPX	system	in	the	VTC	complex	by	this	work	can	

help	 to	 develop	 new	 experimental	 concepts	 for	 other	 SPX	 systems.	 Knowing	 specific	

inositol	pyrophosphates	 required	 for	each	SPX	system	correlated	 to	given	external	Pi-

conditions	 can	pin	down	 the	whole	picture	 of	 Pi	 homeostasis.	 Finally,	 this	 can	 lead	 to	

therapy	 approaches	 for	 patients	 with	 neurodegenerative	 primary	 familial	 brain	

calcification	 and	 engineering	 of	 a	 new	 kind	 of	 crops	 with	 a	 much	 better	 phosphate	

efficiency	uptake	limiting	the	use	of	fertilizers	worldwide.		
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Fig.	1:	 	Emerging	molecular	mechanism	of	SPX.	(A)	The	structural	and	functional	data	obtained	suggest	α-helix1	

(h1)	reorientation	and	protein	dynamics	in	the	previously	unreported	helix	α7	region	(h7)	upon	IPx	binding.	leading	

to	 a	 disruption	 of	 SPX-SPX	 protein	 interface.	 (B)	 A	 speculation	 suggesting	 dynamic	 h7	 to	 get	 subsequently	

phosphorylated	by	cellular	kinases	and	pyrophoshorylated	by	IP7	or	IP8.	(C)	Hypothetically	pyrophosphorylated	h7	

activate	VTC	activity	generating	polyphosphates.		
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Abbrevations	
	
 
α,	β	 Energy	levels	for	spin	1/2	

aa	 Amino	acids	

Aah	 Adenine	deaminase	(adenine	aminohydrolase)	

Adk	 Adenylate	kinase	

Ado1	 Adenosine	kinase	

ADP	 Adenosine	diphosphate		

ATP	 Adenosine	triphosphate		

1-IP7	 1-inositol	pyrophosphates	diphosphoinositol	pentakisphosphate	

5-IP7	 5-inositol	pyrophosphates	diphosphoinositol	pentakisphosphate	

1,5-IP8	 1,5-bis-diphospho-inositol	tetrakisphosphate	

B0	 External	magnetic	field	

CC	 coiled-coil	domain	

Cln3	 G1	cyclin	involved	in	cell	cycle	progression	

cryo-EM	 cryo	electron	microscopy		

CSA	 chemical	shift	anisotropy		

CSP	 chemical	shift	perturbation		

CV	 Column	volume		

δ	 chemical	shift		

D	 Dipolar	coupling		

DD	 Dipol-dipol	

Ddp1	 di-phosphoinositol	polyphosphate	hydrolase		

DNA	 Deoxyribonucleic	acid		

E.	coli	 Escherichia	coli		

EDTA	 Ethylenediaminetetraacetic	acid		

e.g.	 Exempli	gratia		

EM	 Electron	microscopy		

ER	 endoplasmic	reticulum		

FID	 free	induction	decay		

γ	 gyromagnetic	ratio			

Gde1		 Glycerophosphocholine	phosphodiesterase;		
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GHz	 Gigahertz	

Git	 Organic	Pi	transporter	

Gsp1	 GTP	binding	protein	

HEPES	 4-(2-hydroxyethyl)-1-piperazineethanesulfonic	acid		

HSQC	 heteronuclear	single	quantum	coherence		

-I	 -	inductive	effect	

+I	 +	inductive	effect	

IL	 cytokine	

INEPT	 insensitive	nuclei	enhancement	by	polarization	transfer		

inositol	(pyro-)	

phosphate	

inositol	pyrophosphate	AND	phosphate	

IPx	 IP6,	5-IP7	and	1,5-IP8	

J	 Scalar	coupling	

kB	 Boltzmann	constant	

Kcs1	 inositol	hexakisphosphate	kinase	

KD	 Dissociation	constant	

kDa	 Kilo	dalton		

kex	 Chemical	exchange	

Km	 Michaelis-Menten-constant		

KSC	 lysine	surface	cluster	

μ	 magnetic	moment			

M	 molar			

-M	 -	mesomeric	effect	

+M	 +	mesomeric	effect	

Mns5	 Nuclear	receptor	

mTOR	 nutrient	sensitive	complex	assembly	

	

MWCO	 molecular	weight	cut-off			

Mxy	 Transverse	bulk	magnetization	

Mz	 Longitudinal	bulk	magnetization	

NMR	 Nuclear	magnetic	resonance	spectroscopy		

OD	 optical	density			

PBC	 phosphate	binding	cluster		
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PDB	 Protein	data	bank		

pf1	 filamentous	phage	used	as	alignment	medium	

Phm8	 Lysophosphatidic	acid	phosphatase		

Pho2	 transcriptor	factor	of	PHO	pathway	

Pho4	 Master	switch,	transcriptor	factor,	of	PHO	pathway	

Pho5	 Repressible	secreted	acid	phosphatase			

Pho11	 Cell	wall	associated	repressible	acid	phosphatases	

Pho12	 Cell	wall	associated	repressible	acid	phosphatases	

Pho80	 Cyclin	of	the	cyclin-dependent	Pho85	kinase			

Pho81	 Cyclin-dependent	kinase	inhibitor			

Pho84	 High-affinity	phosphate	transporter		on	plasma	membrane	

Pho85	 cyclin-dependent	kinase			

Pho86	 ER	residing	protein	packaging	Pho84p	into	COP	vesicles	

Pho87	 Low-affinity	phosphate	transporter		on	plasma	membrane	

Pho89	 High-affinity	phosphate	transporter		on	plasma	membrane	

Pho90	 High-affinity	phosphate	transporter		on	plasma	membrane	

Pho91	 Low-affinity	phosphate	transporter		on	vacuole	

PHO	pathway	 Phosphate-responsive	signaling	pathway		in	yeast	

Pi	 Inorganic	phosphate	

PKA	 cAMP-dependent	protein	kinase	

PPi	 Pyrophosphate,	diphosphate	

PPIP5K2	 Vip1	homologue	in	humans	

ppm	 parts	per	million		

Ppn1				 Endo-	and	exopolyphosphatase	in	vacuoles			

Ppn2				 endopolyphosphatase	in	vacuoles			

Ppx1	 Exopolyphosphatase	

Pse1	 nuclear	import	receptor	

Rim15	 Protein	kinase		

RDC	 Residual	dipolar	coupling	

RNA	 Ribonucleic	acid		

S.	cerevisiae	 Saccharomyces	cerevisiae			

Siw14		 Inositol	pyrophosphate	hydrolase	of	5-InsP7	and	InsP8		

SP	 dipeptide	phosphorylation	sites	
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SPX	 Syg1/Pho81/Xpr1	

Spl2	 Negative	regulator	of	Low-affinity	Pi	transporter		on	plasma	

membrane	

SS	 Secondary	chemical	shift	

Syg1	 Putative	export	inorganic	phosphate		transporter	

T	 temperature		

t1,	t2	 evolution	times		

T1,	T2	 longitudinal	and	transversal	relaxation		

TCEP	 Tris(2-carboxyethyl)phosphine	hydrochloride		

TEV	 Tobacco	etch	virus		

Tris	 Tris(hydroxymethyl)aminomethane		

TROSY	 transverse	relaxationNoptimized	spectroscopy		

TTM	 tunnel-shaped	triphosphate	tunnel	metalloenzyme	domain	

Vip1	 Diphosphoinositol	pentakisphosphate	kinases		

Vtc	 Components	of	VTC	complex	

VTC	complex	 Polyphosphate	polymerase	complex		

ω0	 Larmor	frequency			

Xpr1	 Human	phosphate	exporter		
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ARTICLE

Inositol pyrophosphates promote the interaction of
SPX domains with the coiled-coil motif of PHR
transcription factors to regulate plant phosphate
homeostasis
Martina K. Ried1,7,9, Rebekka Wild 1,8,9, Jinsheng Zhu1, Joka Pipercevic2, Kristina Sturm1, Larissa Broger1,

Robert K. Harmel3,4, Luciano A. Abriata 5, Ludwig A. Hothorn6,10, Dorothea Fiedler3,4, Sebastian Hiller 2 &
Michael Hothorn 1✉

Phosphorus is an essential nutrient taken up by organisms in the form of inorganic phosphate

(Pi). Eukaryotes have evolved sophisticated Pi sensing and signaling cascades, enabling them

to stably maintain cellular Pi concentrations. Pi homeostasis is regulated by inositol pyr-

ophosphate signaling molecules (PP-InsPs), which are sensed by SPX domain-containing

proteins. In plants, PP-InsP-bound SPX receptors inactivate Myb coiled-coil (MYB-CC) Pi

starvation response transcription factors (PHRs) by an unknown mechanism. Here we report

that a InsP8–SPX complex targets the plant-unique CC domain of PHRs. Crystal structures of

the CC domain reveal an unusual four-stranded anti-parallel arrangement. Interface muta-

tions in the CC domain yield monomeric PHR1, which is no longer able to bind DNA with high

affinity. Mutation of conserved basic residues located at the surface of the CC domain disrupt

interaction with the SPX receptor in vitro and in planta, resulting in constitutive Pi starvation

responses. Together, our findings suggest that InsP8 regulates plant Pi homeostasis by

controlling the oligomeric state and hence the promoter binding capability of PHRs via their

SPX receptors.
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Phosphorus is an essential building block for many cellular
components such as nucleic acids and membranes. It is
essential for energy transfer and storage, and can act as a

signaling molecule. Pro- and eukaryotes have evolved intricate
systems to acquire phosphorus in the form of inorganic phos-
phate (Pi), to maintain cytosolic Pi concentrations and to trans-
port and store Pi as needed. In green algae and plants,
transcription factors have been previously identified as master
regulators of Pi homeostasis and Pi starvation responses (PSR)1,2.
Phosphorus starvation response 1 (CrPsr1) from Chlamydomonas
and PHOSPHATE STARVATION RESPONSE 1 (AtPHR1) from
Arabidopsis were founding members of plant-unique MYB-type
coiled-coil (MYB-CC) transcription factors3. PHR transcription
factors were subsequently characterized as regulators of PSRs in
diverse plant species4–6. In Arabidopsis, there are 15 MYB-CCs
with PHR1 and PHL1 controlling the majority of the transcrip-
tional PSRs7. Knockout mutations in Arabidopsis thaliana PHR1
(AtPHR1) result in impaired responsiveness of Pi starvation
induced (PSI) genes and perturbed anthocyanin accumulation,
carbohydrate metabolism, and lipid composition2,8,9. Over-
expression of AtPHR1 causes elevated cellular Pi concentrations
and impacts the transcript levels of AtPHO2, which codes for an
E2 ubiquitin conjugase involved in PSR, via increased production
of its micro RNA miR399d8,10. PHR binds to a GNATATNC
motif (P1BS), found highly enriched in the promoters of PSI
genes and in other cis-regulatory motifs, activating gene
expression2,7. AtPHR1 is not only implicated in Pi homeostasis
but also in sulfate, iron, and zinc homeostasis, as well as in the
adaption to high-light stress11–14. Moreover, AtPHR1 shapes the
plant root microbiome by negatively regulating plant immunity15.

AtPHR1 and OsPHR2 have been previously reported to phy-
sically interact with stand-alone SPX proteins16–19, additional
components of PSR in plants17,20–22. SPX proteins may regulate
PHR function by binding to PHRs under Pi-sufficient condition,
keeping the transcription factor from entering the nucleus23–25.
Alternatively, binding of SPX proteins to PHRs may reduce the
ability of the transcription factors to interact with their promoter
core sequences18,19,23,24,26. Two mechanisms were put forward
regarding the regulation of the SPX–PHR interaction in response
to changes in nutrient availability: SPX domains were proposed to
act as direct Pi sensors, with the SPX–PHR interaction occurring
in the presence of millimolar concentrations of Pi18,19. Alter-
natively, the integrity of the SPX–PHR complex could be regu-
lated by protein degradation. Indeed, SPX degradation via the 26S
proteasome is increased under Pi starvation23,24,27.

Fungal, plant, and human SPX domains28 have been inde-
pendently characterized as cellular receptors for inositol pyr-
ophosphates (PP-InsPs), which bind SPX domains with high
affinity and selectivity29,30. PP-InsPs consist of a fully phos-
phorylated myo-inositol ring, carrying one or two pyrophosphate
groups at the C1 and/or C5 position, respectively31. In plants,
inositol 1,3,4-trisphosphate 5/6-kinase catalyzes the phosphor-
ylation of phytic acid (InsP6) to 5PP-InsP5 (InsP7 hereafter)32.
The diphosphoinositol pentakisphosphate kinases VIH1 and
VIH2 then generate 1,5(PP)2-InsP4 (InsP8 hereafter) from
InsP729,33–35. Plant diphosphoinositol pentakisphosphate kinases
have been genetically characterized to play a role in jasmonate
perception and plant defense responses34 and, importantly, in
nutrient sensing in Chlamydomonas36 and Arabidopsis29,35. vih1
vih2 double mutants lack the PP-InsP messenger InsP8, over
accumulate Pi, and show constitutive PSI gene expression29,35. A
vih1 vih2 phr1 phl1 quadruple mutant rescues the vih1 vih2
seedling phenotypes and displays wild-type-like Pi levels, sug-
gesting that VIH1, VIH2, PP-InsPs, and PHRs are part of a
common signaling pathway35. In line with, the AtSPX1–AtPHR1
interaction is reduced in vih1 vih2 mutant plants when compared

to wild type29. Thus, biochemical and genetic evidence implicates
InsP8 in the formation of a SPX–PHR complex29,35.

Cellular InsP8 pools are regulated by nutrient availability at the
level of the VIH enzymes themselves. Plant VIH1 and VIH2, and
diphosphoinositol pentakisphosphate kinases from other organ-
isms are bifunctional enzymes, with an N-terminal kinase domain
that generates InsP8 from InsP7 and a C-terminal phosphatase
domain that hydrolyzes InsP8 to InsP7 and InsP635,37,38. The
relative enzymatic activities of the two domains are regulated in
the context of the full-length enzyme: under Pi starvation, cellular
ATP levels are reduced, leading to a reduction of the VIH kinase
activity and a reduction of InsP829,35. Pi itself acts as an allosteric
regulator of the phosphatase activity35,37. Thus, under Pi-
sufficient growth conditions, InsP8 accumulates and triggers the
formation of a SPX–InsP8–PHR complex. Under Pi starvation,
InsP8 levels drop and the complex dissociates29.

How the InsP8-bound SPX receptor inactivates PHR function
remains to be understood at the mechanistic level. It has been
previously reported that AtPHR1 binds P1BS as a dimer2.
Addition of SPX domains reduces the DNA-binding capacity of
PHRs as concluded from electrophoretic mobility shift assays
(EMSAs)18,19,23. Qi et al.26 reported that AtPHR1 recombinantly
expressed as a maltose-binding protein (MBP) fusion protein
forms monomers in solution and binds DNA. This process can be
inhibited by preincubating the recombinant transcription factor
with AtSPX1 in the presence of high concentrations of InsP626. A
recent crystal structure of the AtPHR1 MYB domain in complex
with a promoter core fragment supports a dimeric binding mode
of MYB-CC transcription factors39. Here we investigate the oli-
gomeric state of PHRs, their DNA-binding kinetics, and the
targeting mechanism of the interacting SPX receptors.

Results
PP-InsPs trigger AtSPX1–AtPHR1 complex formation in
yeast. The interaction of AtSPX1 with AtPHR1 has been pre-
viously characterized in yeast two-hybrid assays19. We repro-
duced the interaction of full-length AtPHR1 and AtSPX1
(Fig. 1a), and verified that all four stand-alone AtSPX proteins
(AtSPX1–4) interact with a AtPHR1 fragment (AtPHR1226–360)
that contains the MYB domain and the CC domain in yeast
(Supplementary Fig. 1a). This is in line with previous
findings, reporting interaction of SPX domains with larger PHR
fragments also containing the MYB and CC domains
(AtSPX1–AtPHR1208–362 and OsSPX1/2–OsPHR2231–426)18,19.

We next tested whether the SPX–PHR interactions observed in
yeast are mediated by endogenous PP-InsPs. The putative PP-InsP-
binding surface in AtSPX1 was mapped by homology modeling,
using the previously determined Chaetomium thermophilum
Gde1–InsP6 complex structure (PDB-ID 5IJJ) as template30. We
replaced putative PP-InsP-binding residues from the previously
identified phosphate binding cluster (PBC: AtSPX1Y25, K29, K139)
and Lysine (K) surface cluster (KSC: AtSPX1K136, K140, K143)30 with
alanines (Supplementary Fig. 1b). The resulting AtSPX1PBC and
AtSPX1KSC mutant proteins failed to interact with AtPHR1226–360
in yeast two-hybrid assays, whereas mutation of a conserved lysine
residue outside the putative PP-InsP-binding site (structural
control, AtSPX1K81) to alanine had no effect (Supplementary
Fig. 1b). We next deleted the known yeast PP-InsP kinase Vip1,
which converts InsP6 to 1PP-InsP5 and InsP7 to InsP8, or the
PP-InsP kinase Kcs1, which converts InsP6 to InsP7 and 1PP-InsP5
to InsP840,41 (Supplementary Fig. 1c, d). We found that deletion of
either kinase reduced the interaction between wild-type AtSPX1
and AtPHR1226–360 (Supplementary Fig. 1c). The interaction
between the plant brassinosteroid receptor kinase BRI1 and the
inhibitor protein BKI1, known to occur independently of
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Fig. 1 AtSPX1 recognizes the AtPHR1 coiled-coil domain that crystallizes as a tetramer. a Yeast co-expressing different AtPHR1 deletion constructs
fused to the Gal4-activation domain (AD; prey) and full-length wild-type AtSPX1 fused to the LexA-binding domain (BD; bait) were grown on selective SD
medium supplemented with histidine (+His; co-transformation control) or lacking histidine (−His; interaction assay) to map a minimal fragment of
AtPHR1 sufficient for interaction with AtSPX1. Shown are serial dilutions from left to right. A schematic overview of the tested interacting (in cyan) and
non-interacting (in magenta) AtPHR1 fragments is shown alongside (MYB, MYB–DNA-binding domain; CC, coiled-coil domain). b Isothermal titration
calorimetry assays of InsP7 (400 µM 5PP-InsP5; left panel) and InsP8 (500 µM 1,5(PP)2-InsP4; right panel) binding to OsSPX4–OsPHR2 (30 µM),
respectively. Raw heats per injection are shown in the top panel and the bottom panel represents the integrated heats of each injection, fitted to a one-site
binding model (solid line). The insets show the dissociation constant (KD) and binding stoichiometry (N) (±fitting error). c Ribbon and surface diagrams of
the AtPHR1 CC four-stranded anti-parallel tetramer. Helices contributing to the dimer interface are shown in light and dark blue, respectively.
Corresponding, symmetry-related helices completing the tetramer are shown in light and dark gray. d Structural superposition of two AtPHR1 core CC
helices (Cɑ trace, in light blue) and ScCtp1 (PDB-ID 4 × 01, in orange)44. R.m.s.d. is ~1 Å comparing 45 corresponding Cɑ atoms. e Ribbon diagram of the
ScCtp1 dimer-of-dimers CC domain, with contributing helices colored from yellow to red.
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PP-InsPs42, was not affected in either Δvip1 or Δkcs1 mutants
(Supplementary Fig. 1c).

Using quantitative isothermal titration calorimetry (ITC)-
binding assays, we have previously determined dissociation
constants (KD) for InsP6 and InsP7 binding to a
OsSPX4–OsPHR2 complex to be ~50 and ~7 µM, respectively30.
A side-by-side comparison of InsP7 and InsP8 binding to
OsSPX4–OsPHR2 by ITC revealed dissociation constants of ~7
and ~3 µM, respectively (Fig. 1b). Taken together, the SPX–PHR
interaction is mediated by PP-InsPs, with the bona fide Pi
signaling molecule InsP8 being the preferred ligand in vitro.

AtSPX1 interacts with a unique four-stranded coiled-coil
domain in AtPHR1. We next mapped the SPX–PP-InsP-binding
site in AtPHR1 to a fragment (AtPHR1280–353), which comprises
the CC domain and a 30-amino acid spanning N-terminal
extension, in yeast two-hybrid experiments (Fig. 1a). We sought
to crystallize an AtSPX1–PP-InsP–AtPHR1 complex either in the
pre- or absence of P1BS fragments. We obtained crystals of a
putative AtSPX1–InsP8–AtPHR1280–360 complex diffracting to
2.4 Å resolution and solved the structure by molecular replace-
ment, using isolated SPX domain structures as search models30.
Iterative cycles of model building and crystallographic refinement
yielded, to our surprise, a well-refined model of AtPHR1280–360
only (see “Methods”). Analysis with the program PISA revealed
the presence of a crystallographic tetramer in which four long α-
helices fold into an unusual anti-parallel four-stranded coiled-coil
(Fig. 1c). AtPHR1280–360 residues 292–356 and 310–357 are
visible in the electron density maps from chain A and B,
respectively. Residues 292–311 in chain A fold into a protruding
loop region that harbors a small α-helix, and appear disordered in
chain B (Fig. 1c). The anti-parallel ɑ-helices in AtPHR1 closely
align with a root mean square deviation (r.m.s.d.) of ~0.5 Å
comparing 45 corresponding Cɑ atoms. Structural homology
searches with the program DALI43 returned different coiled-coil
structures, with a monomer of the tetrameric coiled-coil domain
of the yeast transcription factor Ctp1 representing the closest hit
(DALI Z-score 5.9, r.m.s.d. is ~1 Å comparing 45 corresponding
Cɑ atoms) (Fig. 1d)44. However, no anti-parallel four-stranded
coiled-coil domain with structural similarity to AtPHR1 was
recovered, with, for example, the Ctp1 dimer-of-dimers domain
having a very different configuration (Fig. 1e)44.

We next assessed the oligomeric state of AtPHR280–360 using
size-exclusion chromatography coupled to right-angle light
scattering (SEC-RALS) and determined an apparent molecular
weight of ~37.5 kDa, thus confirming that the isolated AtPHR1
CC forms tetramers in solution (theoretical molecular weight of
the monomer is ~9.5 kDa) (Fig. 2a). Two additional crystal
structures of AtPHR1280–360 obtained in different crystal lattices
all revealed highly similar tetrameric arrangements (Supplemen-
tary Fig. 2 and Supplementary Table 5). Although we found
purified full-length AtPHR1 to be too unstable for SEC-RALS
analysis, full-length OsPHR2 formed a tetramer in solution
(Supplementary Fig. 3). In contrast, untagged AtPHR1222–358,
which comprises the CC and the MYB domains only, runs as a
dimer (Fig. 2a, b black traces), in agreement with earlier reports2.

Mutations in the CC domain abolish AtPHR1 oligomerization
and DNA binding in vitro. The observed oligomeric state dif-
ferences between full-length OsPHR2, AtPHR1280–360 (CC), and
AtPHR1222–358 (MYB-CC) prompted us to investigate the puta-
tive dimer- and tetramerization interfaces in our
AtPHR1 structures with the program PISA45. We found the
dimerization (~1400 Å2 buried surface area) and the tetra-
merization (~1900 Å2 buried surface area) interfaces to be mainly

formed by hydrophobic interactions (Supplementary Fig. 4a, b).
Both interfaces are further stabilized by hydrogen bond interac-
tions and several salt bridges (Supplementary Fig. 4a, b).
Importantly, all contributing amino-acids represent sequence
fingerprints of the plant-unique MYB-CC transcription factor
subfamily and are highly conserved among different plant species
(Supplementary Fig. 4c). We identified residues specifically con-
tributing to the formation of a CC dimer (Olig1: AtPHR1L319,
AtPHR1I333, AtPHR1L337, shown in cyan in Fig. 2 and Supple-
mentary Fig. 4) or tetramer (Olig2: AtPHR1L317, AtPHR1L327,
AtPHR1I341, shown in dark orange in Fig. 2 and Supplementary
Fig. 4) in our different CC structures (Supplementary Table 5).
We replaced these residues by asparagine to generate two triple
mutants in AtPHR1222–358 and AtPHR1280–360, respectively. We
found in SEC-RALS assays that both mutant combinations dis-
solved AtPHR1280–360 tetramers and AtPHR1222–358 dimers into
monomers, respectively (Fig. 2a, b).

Analysis of the secondary structure content of wild-type
AtPHR280–360 using circular dichroism (CD) spectroscopy
revealed a 100% ɑ-helical protein (Supplementary Fig. 5a), in
agreement with our structural model of the AtPHR1 CC domain
(Fig. 1c). In contrast, we estimated the secondary structure
content of the Olig1 and Olig2 mutant proteins to be ~50% ɑ-
helical and ~50 random coil (Supplementary Fig. 5a). The CD
melting spectrum for wild-type AtPHR280–360 indicated the
presence of a well-folded protein with a melting temperature (Tm)
of ~50 °C, while we could not reliably determine Tm’s for the
Olig1 and Olig2 mutant proteins (Supplementary Fig. 5b). We
conclude that mutation of either AtPHR1L319, AtPHR1I333,
AtPHR1L337 or AtPHR1L317, AtPHR1L327, AtPHR1I341 to
asparagine disrupts the tetrameric coiled-coil domain of AtPHR1
and affects the structural integrity of the contributing ɑ-helix.

It has been recently reported that the AtPHR1 MYB domain
associates with its target DNA as a dimer39. We thus studied the
capacity of AtPHR1222–358 oligmerization mutants to interact with
the P1BS in qualitative EMSA and quantitative grating-coupled
interferometry (GCI) assays. AtPHR1222 – 358 Olig1 could still
interact with the P1BS in EMSAs indistinguishable from wild type
(Fig. 2c). However, AtPHR1222 – 358 Olig1 and AtPHR1222 – 358

Olig2 bound a biotinylated P1BS immobilized on the GCI chip with
~20-fold reduced affinity when compared to the wild-type control
(Fig. 2d–f). Together, our experiments suggest that PHR1 may
exist as a tetramer or dimer in solution, and that disruption of its
plant-unique CC domain interface reduces the capacity of the
transcription factor to bind its DNA recognition site.

CC surface mutations abolish PHR–SPX interactions but do
not interfere with DNA binding in vitro. We next sought to
identify the binding site for SPX in the PHR CC domain. In our
structures, a conserved set of basic residues maps to the surface of
the four CC helices (shown in magenta in Fig. 3a and Supple-
mentary Fig. 4c). A similar set of surface-exposed basic residues
has been previously found to form the binding site for PP-InsPs
in various SPX receptors30. Mutation of AtPHR1K325,
AtPHR1H328, and AtPHR1R335, but not of AtPHR1K308,
AtPHR1R318, and AtPHR1R340 to alanine, disrupted the interac-
tion of AtPHR1 with AtSPX1 in yeast (Fig. 3b). We simulta-
neously mutated the residues corresponding to AtPHR1K325,
AtPHR1H328, and AtPHR1R335 to alanine in OsPHR2
(OsPHR2KHR/A). The mutant transcription factor showed no
detectable binding to OsSPX4-InsP7 in quantitative ITC assays,
but maintained the ability to bind the P1BS (Fig. 3c, d). In line
with this, mutation of the KHR motif does not alter the oligo-
meric state of AtPHR1280–360 as concluded from SEC-RALS
experiments (Fig. 2a magenta traces).
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Using nuclear magnetic resonance (NMR) spectroscopy, we
next tested whether the KHR motif in AtPHR1 is directly
involved in PP-InsP ligand recognition. We titrated InsP8 into
15N, 2H-labeled AtPHR1280–360, and recorded TROSY spectra
using potassium phosphate (KPi) as control. Five backbone amide
moieties exhibited chemical shift perturbations in the presence of

InsP8 but not in the presence of the KPi control. We acquired
titration spectra using increasing concentrations of InsP8 and
estimated dissociation constants for InsP8 based on three
representative peaks (Supplementary Fig. 6). The derived
dissociation constant is in the millimolar range and saturation
could not be reached in the available concentration range
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(lower panel) binding to IRD800-pAtSPX1 in electrophoretic mobility shift assays. Experiment was performed twice with similar results. d–f Quantitative
comparison of the interaction of AtPHR1222–358, AtPHR1222–358 Olig1, or AtPHR1222–358 Olig2 with pSPX1 by grating-coupled interferometry (GCI).
Sensorgrams show raw data (red lines) and their respective fits (black lines). Table summaries provide the derived association rate (ka), the dissociation
rate (kd), and the dissociation constant (Kd).
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(Supplementary Fig. 6). We next repeated the same set of
experiments using the AtPHR1KHR/A mutant protein, located the
same peaks in the transverse relaxation-optimized spectroscopy
(TROSY) spectra and estimated similar dissociation constants
(Supplementary Fig. 6).

Taken together, three highly conserved basic residues located at
the surface of the PHR coiled-coil domain are critical for the
interaction with the PP-InsP-bound SPX receptor (Supplemen-
tary Fig. 4c). The NMR titration experiments suggest that
AtPHR1 does not contribute to the specific binding of InsP8 and
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Fig. 3 The KHR motif at the surface of the PHR coiled-coil domain is required for the interaction with SPX domains. a Ribbon diagram of the AtPHR1 CC
domain with conserved basic residues located at the surface of the domain shown in bonds representation. The KHR motif (AtPHR1K325, AtPHR1H328,
AtPHR1R335) is highlighted in magenta. b Mutational analysis of the basic residues in AtPHR1 CC. Yeast co-expressing AtPHR1226–360 variants in which
surface-exposed basic residues have been replaced with alanine fused to the Gal4-AD (prey) and AtSPX1 fused to the LexA-BD (bait) were grown on
selective SD medium supplemented with histidine (+His; co-transformation control) or lacking histidine and supplemented with 10mM 3-amino-1,2,4-
triazole (3-AT) (−His+ 10mM 3-AT; interaction assay) to identify residues required for interaction with AtSPX1 in yeast two-hybrid assays. Shown are
serial dilutions from lift to right. c Isothermal titration calorimetry (ITC) assay of wild-type OsPHR2 and OsPHR2KHR/A (300 µM) vs. OsSPX4 (20
µM)–5PP-InsP5 (100 µM). Raw heats per injection are shown in the top panel, the bottom panel represents the integrated heats of each injection, fitted to a
one-site binding model (solid line). The insets show the dissociation constant (KD) and binding stoichiometry (N) (± fitting error, n.d. no detectable
binding). d Quantitative comparison of the interaction of OsPHR2 (top panel) or OsPHR2KHR/A (bottom panel) with pOsIPS1 by GCI. Sensorgrams show
raw data (red lines) and their respective fits (black lines). The insets show summarize association rates (ka), dissociation rates (kd), and the dissociation
constant (Kd) of the respective sample.
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that the low affinity interaction between the CC domain and
InsP8 does not involve the KHR motif (Supplementary Fig. 6).

Mutation of the AtPHR1 KHR motif impairs AtSPX1 binding
and Pi homeostasis in planta. We next tested whether mutation
of the SPX-binding site in AtPHR1 can modulate its function in
Pi homeostasis in Arabidopsis. We expressed wild-type and point-
mutant versions of AtPHR1 carrying an N-terminal FLAG tag
under the control of its native promoter in a phr1-3 loss-of-
function mutant8. At seedling stage, we found that AtPHR1
single, double, and triple point mutations complemented the
previously characterized Pi deficiency phenotype of phr1-32,8.
(Fig. 4a and Supplementary Fig. 7a). After transferring the
seedlings to soil, variable growth phenotypes became apparent
21 days after germination (DAG) (Supplementary Fig 7b). From
three independent lines per genotype, we selected one line each
showing similar AtPHR1 transcript levels for all experiments
shown in Fig. 4 (Fig. 4 and Supplementary Fig. 8a). Comparing
these lines, we found that AtPHR1K325A,R335A double and
AtPHR1K325A,H328A,R335A triple mutants, but not the single
mutants, displayed severe growth phenotypes, with the triple
mutant showing the strongest defects (Fig. 4a). We next deter-
mined cellular Pi levels in all independent lines and found that (i)
Pi levels are positively correlated with AtPHR1 expression
levels (Supplementary Fig. 8a), that (ii) all AtPHR1 mutant
proteins tested accumulate Pi to significantly higher levels when
compared to wild type and phr1-3, and that (iii) the
AtPHR1K325A,H328A,R335A triple mutant displayed the highest Pi
levels (Fig. 4b and Supplementary Fig. 8b–d). In line with this, PSI
gene expression is misregulated in AtPHR1K325A,R335A double
and AtPHR1K325A,H328A,R335A (AtPHR1KHR/A) triple mutants
(Fig. 4c). In co-immunoprecipitation assays in Nicotiana ben-
thamiana and in Arabidopsis, we found the interaction of
AtPHR1K325A,H328A,R335A with AtSPX1 to be reduced when
compared to wild-type AtPHR1 (Fig. 4d and Supplementary
Fig. 8).

We next studied the genetic interaction between PHR1 and
VIH1/2. As previously reported, the severe phenotypes of vih1-2
vih2-4 seedlings are partially rescued in the phr1 phl1 vih1-2 vih2-
4 quadruple mutant, suggesting that VIH1/2-generated InsP8
regulates the activity of PHR1 and PHL1 by promoting the
binding of SPX receptors29,35. We performed the orthogonal
genetic experiment, by complementing the phr1 phl1 mutant with
AtPHR1KHR/A expressed under the control of the AtPHR1
promoter and carrying a N-terminal enhanced green fluorescent
protein (eGFP) tag (Fig. 4e, see “Methods”). The complemented
lines displayed intermediate growth phenotypes and constitutive
PSI gene expression (Fig. 4e, f). Thus, SPX–InsP8 mediated
regulation of PHR1 and PHL1 has to be considered one of several
PP-InsP regulated processes affected in the vih1-2 vih2-4 mutant.
Together, our in vivo experiments reveal that SPX receptors
interact with the CC domain of AtPHR1 via the surface-exposed
Lys325, His328, and Arg335, and that this interaction negatively
regulates PHR activity and PSRs.

Discussion
PHR transcription factors have been early on recognized as central
components of the PSR in green algae and in plants, directly reg-
ulating the expression of PSI genes1,2,7. In Arabidopsis and in rice
spx mutants of then unknown function also showed altered PSI
gene expression20,22. This genetic interaction was later sub-
stantiated by demonstrating that stand-alone plant SPX proteins
can interact with PHR orthologs from Arabidopsis and rice18,19,23.
The biochemical characterization of SPX domains as cellular
receptors for PP-InsPs and the genetic identification of VIH kinases

as master regulators of PSR in plants suggested that PP-InsPs, and
specifically InsP8 mediates the interaction of SPX proteins with
PHRs in response to changing nutrient conditions29,30,35.

Our quantitative DNA-binding assays demonstrate that
AtPHR1 MYB-CC binds the P1BS from the AtSPX1 promoter
with high affinity (Kd ~ 0.2 µM), in agreement with previously
reported binding constants for different MYB-CC constructs
(Kd ~ 0.01–0.1 µM)26,39. Different oligomeric states have been
reported for various PHR MYB-CC constructs2,26. Our AtPHR1
MYB-CC construct behaves as a dimer in solution, consistent
with the recently reported crystal structure of the AtPHR1
MYB–DNA complex and with earlier reports2,39. Purified full-
length OsPHR2, however, appears to be a homotetramer in
solution (Supplementary Fig. 3).

In yeast two-hybrid assays, we found that AtSPX1–4 all are
able to interact with AtPHR1 (Fig. 1a and Supplementary Fig. 1a).
We mapped their conserved interaction surface to the plant-
unique CC motif of PHRs (Fig. 1a). Crystal structures of this
fragment reveal an unusual, four-stranded anti-parallel coiled-coil
domain (Fig. 1c). Given the fact, that AtPHR1 MYB-CC forms
dimers in solution (Fig. 2b), we cannot exclude the possibility that
the CC tetramers represent crystal packing artifacts. However, we
did observe identical CC tetramers in three independent crystal
lattices (Supplementary Fig. 2) and in solution (Fig. 2a). The
residues contributing to the dimer and to the tetramer interfaces
are highly conserved among all plant MYB-CC transcription
factors (Supplementary Fig. 4). Mutation of either interface blocks
AtPHR1 oligomerization in vitro (Fig. 2a, b) and reduces DNA
binding (Fig. 2d–f). An attractive hypothesis would thus be that
AtPHR1 binds its target promoter as a dimer, but can potentially
form homo-tetramers, or hetero-tetramers with other MYB-CC
type transcription factors sharing the conserved, plant-unique CC
structure and sequence (Supplementary Fig. 4). Notably, PHR1
PHL1 heteromers have been previously described7.

We found that SPX–PHR complex formation is mediated by
endogenous PP-InsPs in yeast cells, as deletion of the yeast PP-
InsP kinases Vip1 and Kcs1 abolished the interaction, and
mutation of the PP-InsP-binding surface in AtSPX1 interfered
with AtPHR1 binding (Supplementary Fig. 1b, c). In line
with this, SPX–PHR complexes are found dissociated in vih1 vih2
mutant plants29. It is of note that the observed differences in
binding affinity for InsP7 and InsP8 to SPX–PHR in vitro
(Fig. 1b)29 cannot fully rationalize the apparent preference for
InsP8 in vivo29,35. We identified the binding surface for
SPX–InsP8 by locating a set of highly conserved basic residues
exposed at the surface of the CC domain (Fig. 3a and Supple-
mentary Fig. 4). Mutation of this KHR motif did not strongly
impact the ability of isolated OsPHR2 to bind pOsIPS1 in vitro
(Fig. 3d), but disrupted the interaction of AtPHR1 with AtSPX1
in yeast (Fig. 3b). The corresponding mutations in OsPHR2 had a
similar effect on the interaction with OsSPX4 in quantitative ITC
assays (Fig. 3c). Expression of AtPHR1KHR/A in the phr1-3
mutant resulted in Pi hyperaccumlation phenotypes and con-
stitutive PSI gene expression in Arabidopsis (Fig. 4a–c). The
intermediate growth phenotypes of vih1 vih2 phr1 phl1 mutants
complemented with AtPHR1KHR/A clearly suggests that PP-InsPs
do not only regulate the activity of PHR1 and PHL1 in plants, but
likely the function of other (SPX domain-containing) proteins30
(Fig. 4e). Notably, binding of AtPHR1KHR/A to AtSPX1 was
reduced in co-immunoprecipitation assays when compared to
wild-type AtSPX1 (Fig. 4d and Supplementary Fig. 9). Thus, our
and previous finding suggest that InsP8 can promote the asso-
ciation of SPX receptors and PHR transcription factors. The
newly identified basic surface area in PHR CC, harboring the
conserved KHR motif, likely forms part of the SPX–PHR complex
interface (Fig. 3a).
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It is of note that addition of AtSPX1 to AtPHR1 has been
previously demonstrated to reduce AtPHR1’s ability to bind to
P1BS in the presence of InsP626. We could not quantify these
interactions in ITC or GCI binding assays, as PHR CC formation
is much preferred over SPX–InsP8 binding at the protein con-
centrations required in these assays. We speculate that InsP8

bound SPX proteins can bind to the basic residues we identified
in the PHR CC domain to control the oligomeric state and hence
the promoter binding capacity of PHRs. As these residues are
conserved among all plant MYB-CC proteins this may suggest
that transcription factors outside the PHR subfamily may be
regulated by SPX domains and PP-InsPs, possibly rationalizing
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the severe phenotypes of vih1 vih2 mutant plants (Fig. 4e and
Supplementary Fig. 4). The recent findings that VIH kinases and
PHRs act together in plant PSR and that SPX–PHR complexes are
dissociated in vih1 vih2 mutants further suggest that InsP8 is the
bona fide signaling molecule promoting the association between
SPX domains and MYB-CCs29,35. Repressive SPX–PHR com-
plexes consequently form only under Pi-sufficient conditions,
where InsP8 levels are high29,35. Under Pi starvation, when InsP8
levels are reduced, SPX–PHR complexes dissociate, enabling the
transcription factors to acquire the oligomeric state required for
high affinity promoter binding. The physiological and mechan-
istic investigation of this central process may, in the long term,
contribute to the development of Pi starvation resilient crops.
This could in turn sustain the use of the essential and non-
renewable resource rock phosphate, which is currently consumed
at an alarming scale.

Methods
Molecular cloning, constructs, and primers. For a detailed description of the
cloning strategies, constructs and primers used in this study, please refer to Sup-
plementary Tables 2 and 3.

Generation of stable transgenic A. thaliana lines. All stable transgenic A.
thaliana lines are listed in Supplementary Table 1. Constructs were introduced into
Agrobacterium tumefaciens strain pGV2260 and A. thaliana plants were trans-
formed via floral dipping46. Transformants were identified by mCherry fluores-
cence with a Zeiss Axio Zoom.V16 stereo microscope (mRFP filter) and a
HXP200C illuminator. Homozygous T3 lines have been identified for com-
plementation lines expressing FLAG-AtPHR1, FLAG-AtPHR1K325A, FLAG-
AtPHR1H328A, and FLAG-AtPHR1R335A under the control of the native AtPHR1
promoter. For complementation lines expressing FLAG-AtPHR1K325A R335A and
FLAG-AtPHR1K325A H328A R335A under the control of the native AtPHR1 pro-
moter, T2 lines were used throughout, and homozygous and heterozygous trans-
formants were selected for all experiments by mCherry fluorescence as described
above. T3 homozygous lines expressing eGFP-PHR1 under the control of the
AtPHR1 promoter were identified by their Hygromycin resistance. PHR1 was
amplified from Arabidopsis cDNA and introduced into pH7m34GW binary vector.
Point mutations were introduced by site-directed mutagenesis (primers are listed in
Supplementary Table 3).

Yeast two-hybrid experiments. (Screen) AtSPX11–252 was used as a bait and
screened against an A. thaliana seedling cDNA library by Hybrigenics Services.
AtSPX11–252 was cloned into the pB29 vector providing a C-terminal LexA-DNA-
binding domain and transformed into yeast strain L40αGal4 (MATa). Prey genes
were cloned into the pP6 vector providing a N-terminal Gal4-activation domain
and transformed into yeast strain YHGX13 (MATα). After mating haploid bait and
prey strains, positive interactions were detected by growth on histidine deficient
medium.

Yeast strains and media. For all experiments, either the diploid TATA strain
(Hybrigenics Services) or the haploid L40 strain was used (Supplementary Table 2).
Cells were routinely maintained on yeast extract-peptone-adenine-dex-
trose (YPAD) plates (20 g/L glucose, 20 g/L bacto-peptone, 10 g/L yeast extract,
0.04 g/L adenine hemisulfate, and 20 g/L agar). Experiments were performed on
synthetic dropout (SD) plates (6.7 g/L yeast nitrogen base with adenine hemisulfate

and without leucine, tryptophan, and histidine, 20 g/L glucose, and 20 g/L agar)
supplemented with 0.076 g/L histidine or 10 mM 3-amino,1,2,4-triazole (3-AT).

Yeast transformation. One yeast colony was resuspended in 500 µL sterile H2O,
plated on YPAD plates, and grown for 2 days until the whole plate was covered
with yeast. Yeast cells were then resuspended in 50 mL YPAD liquid medium and
the OD600nm was determined (2 × 106 cells/mL were used for one transformations).
Cells were centrifuged at 3000 × g and 4 °C for 5 min, resuspended in 25 mL Tris-
EDTA (TE) buffer, centrifuged again at 3000 × g and 4 °C for 5 min, resuspended in
2 mL LiAc/TE buffer, centrifuged at 16,000 × g and room temperature (RT) for
15 s, and finally resuspended in 50 µL/transformation LiAc/TE buffer. The trans-
formation mix (0.5 µg bait plasmid, 0.5 µg prey plasmid, 10 µL ssDNA (10 mg/mL),
50 µL yeast cells, 345 µL 40% (w/v) PEG3350 in LiAC/TE) was prepared and
incubated at 30 °C for 45 min, followed by incubation at 42 °C for 30 min. Finally,
yeast cells were centrifuged at 6500 × g and RT for 15 s, resuspended in TE buffer,
plated on SD plates lacking leucine and tryptophan, and incubated at 30 °C for
3 days.

Yeast spotting dilution assay. Positive transformants were selected on SD plates
without tryptophan and leucine, and incubated at 30 °C for three days. Cells were
counted, washed in sterile water and spotted in 5 times dilution (5000, 1000, 200,
40, and 8 cells) on SD plates without either tryptophan and leucine, or tryptophan,
leucine, and histidine supplemented with 10 mM 3-AT. Plates were incubated at
30 °C for 3 days.

Protein expression and purification. For in vitro biochemistry, AtPHR1280-360 wt/
KHR/Olig1/Olig2 and AtPHR1222-358 wt/Olig1/Olig2 were cloned into the pMH-HT
protein expression vector, providing a N-terminal 6 ×His affinity tag with a tobacco
etch virus (TEV) protease recognition site. OsPHR21-426 wt/KHR/A was cloned into
the pMH-HSgb1T protein expression vector, providing a N-terminal 8 ×His-Strep-
GB1 affinity tag with a TEV cleavage site. OsSPX21–321 was cloned into the pMH-
HSsumo protein expression vector, providing a N-terminal 8xHis-Strep-Sumo
affinity tag. All constructs were transformed into Escherichia coli BL21 (DE3) (argU,
ileY, leuW) RIL cells. For recombinant protein expression, cells were grown at 37 °C
in terrific broth (TB) medium to an OD600nm of ~0.6. After reducing the temperature
to 18 °C, protein expression was induced with 0.3mM isopropyl β-D-galactoside
(IPTG) for 16 h. Cells were centrifuged at 4500 × g and 4 °C for 1 h, resuspended in
lysis buffer (50mM Tris-HCl pH 7.8, 500mM NaCl, 0.1% (v/v) IGEPAL, 1 mM
MgCl, 2 mM β-mercaptoethanol), snap-frozen in liquid nitrogen, and stored at
−80 °C. For protein preparation, cells were thawed, supplemented with cOmpleteTM
EDTA-free protease inhibitor cocktail (Roch), DNaseI, and lysozyme, and disrupted
using a sonicator. Cell lysates were centrifuged at 7000 × g and 4 °C for 1 h, sterile
filtered, supplemented with 20mM imidazole, and loaded onto a 5mL HisTrap HP
Ni2+ affinity column (GE Healthcare). After washing with several column volumes
(CVs) of lysis buffer supplemented with 20mM imidazole, high-salt buffer (50mM
Tris-HCl pH 7.8, 1M NaCl, 2 mM β-mercaptoethanol), and high-phosphate buffer
(200mM K2HPO4/KH2PO4 pH 7.8, 2 mM β-mercaptoethanol), proteins were eluted
in a gradient from 20 to 500 mM imidazole in lysis buffer. The purified proteins were
cleaved by TEV or Sumo protease overnight at 4 °C (1 : 100 ratio) and dialyzed
against lysis buffer for PHR1222-358 wt/Olig1/Olig2 and PHR1280-360 wt/KHR/Olig1/Olig2

fragments, against modified lysis buffer (25 mM Tris-HCl pH 7.8, 300 mM
NaCl, 0.1% (v/v) IGEPAL, 1 mM MgCl, 2 mM β-mercaptoethanol) for
OsPHR21-426 wt/KHR/A, and against modified anion exchange buffer (20mM Tris-
HCl pH 6.5, 500mM NaCl) for OsSPX41–321. PHR1280-360 wt/KHR/Olig1/Olig2 and
OsPHR21-426 wt/KHR/A were subjected to a second Ni2+ affinity purification in either
lysis buffer or modified lysis buffer, respectively, and the flow-throughs were col-
lected and concentrated. PHR1222-358 wt/Olig1/Olig2 were subjected to cation exchange
(50mM HEPES pH 7.5, 50–1000mM NaCl) and OsSPX41–321 was subjected to
anion exchange (20mM Tris-HCl, 50–1000mM NaCl). Fractions corresponding to

Fig. 4 Mutation of the AtPHR1 KHR motif impairs interaction with AtSPX1 and Pi homeostasis in planta. a Growth phenotypes of Col-0 wild type, phr1-3
of phr1-3 complementation lines expressing FLAG-AtPHR1, FLAG-AtPHR1K325A, FLAG-AtPHR1H328A, FLAG-AtPHR1R335A, FLAG-AtPHR1K325A R335A, and
FLAG-AtPHR1K325A H328A R335A under the control of the AtPHR1 promoter at 21 DAG grown in Pi-sufficient conditions. One representative line per
complementation construct is shown (specified by a #), additional lines are shown in Supplementary Fig. 4. b Plot representing the cellular Pi content of the
lines shown in a. Bold black line, median; box, interquartile range (IQR); whiskers, lowest/highest data point within 1.5 IQR of the lower/upper quartile.
Seedlings were germinated and grown on vertical 1/2MS plates for 8 days, transferred to 1/2MS plates supplemented with either 0, 1, or 10 mM Pi and
grown for additional 7 days. For each line, four plants were measured in technical duplicates. Pi contents of all lines can be found in Supplementary Fig. 4
(*p < 0.05; **p < 0.01; ***p < 0.001). c Heat maps of PSI marker gene (ACP5, IPS1, MGD3, PECP1, PPsPase, SPX1) expression analyses of the lines shown in
a, represented as Z-scores. For each line, three biological replicates were analyzed in technical triplicates by qRT-PCR. d Co-immunoprecipitation (Co-IP)
experiment assessing the ability for immobilized GFP-AtPHR1 and GFP-AtPHR1KHR/A to interact with mCherry-AtSPX1 in N. benthamiana. Input western
blottings are shown alongside. Experiment was performed twice with similar results. e Genetic interactions in the VIH-PHR signaling pathway. Col-0 wild
type and the indicated mutant seedlings were grown on 1/2MS plates for 7 DAG, transferred to 1/2MS plates supplemented with either 0, 1, or 10mM Pi
and grown for additional 7 days. For complementation analyses, wild-type AtPHR1 or AtPHR1KHR/A was expressed as an N-terminal eGFP fusion protein
under the control of the AtPHR1 promoter. f Heat maps of PSI marker gene expression for the lines shown in e.
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the respective proteins were pooled and concentrated. All proteins were loaded onto
a HiLoad Superdex 75 pg HR26/60 column (GE Healthcare), pre-equilibrated in gel
filtration buffer A (20mM Tris/HCl pH 7.5, 300mM NaCl, 0.5 mM tris(2-carbox-
yethyl)phosphine (TCEP)) for PHR1222-358 wt/Olig1/Olig2, or in gel filtration buffer B
(20 mM Tris/HCl pH 7, 200 mM NaCl, 0.5 mM TCEP) for the remaining proteins.
Fractions containing the respective proteins were pooled and concentrated. Purified
and concentrated protein was immediately used for further experiments or snap-
frozen in liquid nitrogen and stored at −80 °C.

The AtPHR1280–360 fragment used for crystallization was cloned into the pMH-
HS-Sumo protein expression vector, providing a N-terminal 8 ×His-StrepII
tandem affinity tag and a Sumo fusion protein. The construct was transformed into
E. coli BL21 (DE3) RIL cells. For recombinant protein expression, cells were grown
at 37 °C in TB medium to an OD600nm of ~0.6. After reducing the temperature to
16 °C, protein expression was induced with 0.3 mM IPTG for 16 h. Cells were
centrifuged for 20 min at 4000 × g and 4 °C, then the cell pellet was washed with
PBS, snap-frozen in liquid nitrogen and stored at −80 °C. For the purification of a
putative AtSPX1–InsP8–AtPHR1280–360 complex, the AtPHR1 cell pellet was
thawed and mixed with twice the amount of cells expressing a His-Strep-MBP-
AtSPX11–251 fusion protein, which provides a N-terminal, TEV-cleavable MBP.
Lysis buffer (200 mM KPi pH 7.8, 2 mM β-mercaptoethanol) supplemented with
0.1% (v/v) IGEPAL, 1 mM MgCl2, 10 mM imidazole, 500 units TurboNuclease
(BioVision), 2 tablets Protease Inhibitor Cocktail (Roche), and 0.1 mM InsP8 was
added and cells were disrupted using an EmulsiFlex-C3 (Avestin). Cell lysates were
centrifuged at 7000 × g and 4 °C for 1 h. The cleared supernatant was sterile filtered
and loaded onto a 5 mL HisTrap HP Ni2+ affinity column (GE Healthcare). After
washing with several CVs of lysis buffer, the protein was eluted with 250 mM
imidazole in lysis buffer. The purified His-Strep-Sumo-AtPHR1/His-Strep-MBP-
AtSPX1 fusion proteins were cleaved by TEV and Sumo protease treatment
overnight at 4 °C, while dialyzing in a buffer containing 200 mM KPi pH 7.8, 100
mM NaCl, 2 mM β-mercaptoethanol. Imidazole (10 mM) was added to the cleaved
protein sample and a second Ni2+ affinity step was performed in order to remove
the cleaved-off His-Strep-Sumo/MBP fusion tags as well as the 6 ×His-tagged
Sumo and TEV proteases. The flow-through was concentrated and loaded onto a
HiLoad Superdex 75 pg HR16/60 column (GE Healthcare), pre-equilibrated in gel
filtration buffer (20 mM Tris/HCl pH 7.8, 250 mM NaCl, 2.5 mM InsP6, 0.5 mM
TCEP). Fractions containing the co-eluting AtSPX11–251 and AtPHR1280–360
proteins were pooled and concentrated. A second SEC step was performed using a
HiLoad Superdex 200 pg HR26/60 column (GE Healthcare) and the same gel
filtration buffer as above. It was later found that AtSPX11–251 expressed in E. coli is
largely unfolded and unable to bind InsP8 and hence no complex with
AtPHR1280–360 was observed in our crystals. Purified and concentrated protein was
immediately used for further experiments or snap-frozen in liquid nitrogen and
stored at −80°C.

For production of [U-15N,2H]-labeled AtPHR1280–360 variants for NMR
spectroscopy, AtPHR1280–360 and AtPHR1280–360 KHR/A in pMH-HT were
transformed and expressed in E. coli BL21 (DE3) RIL cells. Luria-Beltani liquid
medium (2 mL) was inoculated with freshly transformed cells. After overnight
growth at 37 °C, cells were transferred to M9H2O medium and grown overnight at
37 °C. From this culture, 150 µL were transferred into 1 mL M9H2O medium and
grown at 37 °C overnight. Cells were transferred into 100 mL M9D2O medium and
grown overnight at 37 °C. The culture was added to 0.9 L of M9D2O medium and
grown at 37 °C to an OD600nm of ~0.4, then the temperature was shifted to 16 °C.
After 1 h, protein expression was induced with 0.3 mM IPTG and cells were grown
overnight, reaching a final OD600nm of 1.2–1.4. The cell culture was harvested at
7800 × g and the cell pellet was stored at −20 °C. The cell pellet was resuspended in
50 mM Tris pH 7.8, 500 mM NaCl, 0.1% IGEPAL, 1 mM MgCl2, 2 mM β-
mercaptoethanol, 20 mM imidazole, and DNAseI (AppliChem). The resuspension
was homogenized by magnetic stirring and after 10 min lysozyme was added. The
cells were lysed by sonication and subsequently centrifuged at 42,500 × g for 45
min. The collected supernatant was applied on 5 mL Histrap HP (GE Healthcare)
equilibrated in a buffer A (50 mM Tris pH 7.8, 500 mM NaCl and 2 mM β-
mercaptoethanol) and washed with a wash buffer 1 (50 mM Tris pH 7.8, 200 mM
KPi, and 2 mM β-mercaptoethanol) and with wash buffer 2 (50 mM Tris pH 7.8,
1 M NaCl, 2 mM β-mercaptoethanol), followed by a final wash step with buffer A.
His-tagged protein was eluted with a buffer B (50 mM Tris pH 7.8, 500 mM NaCl,
1 M imidazole, and 1 mM β-mercaptoethanol). The fractions containing the eluted
protein were incubated with TEV protease overnight at 4 °C. The sample was
dialyzed against buffer A at 4 °C and purified by a second Ni2+ affinity step.
Cleaved AtPHR1280–360 from the flow-through of the column was concentrated to
3 mL and purified further by SEC on a Superdex 75 16/600 (GE Healthcare)
equilibrated in 25 mM HEPES pH 7.0, 200 mM NaCl and 0.5 mM TCEP at a flow
rate of 1 mL/min. Fractions containing AtPHR1280–360 were pooled, concentrated
to 0.5 mL, and the protein concentration was determined via Bradford assay
(AppliChem). Samples were flash-frozen in liquid nitrogen and subsequently used
for NMR spectroscopy experiments.

Isothermal titration calorimetry. All ITC experiments were performed at 25 °C
using a MicroCal PEAQ-ITC system (Malvern Panalytical) equipped with a 200 μl
sample cell and a 40 μl injection syringe. InsP7 and InsP8 were produced as
described47. All proteins were dialyzed against ITC buffer (20 mM HEPES pH 7.0,

200 mM NaCl) and PP-InsP ligands were diluted in ITC buffer prior to all mea-
surements. A typical titration consisted of 15 injections, the protein concentrations
in the syringe and in the cell are provided in the respective figure legend. Data were
analyzed using the MicroCal PEAQ-ITC analysis software (v1.21).

Crystallization and crystallographic data collection. Two hexagonal crystal
forms containing AtPHR1280–360 only developed in sitting drops consisting of
0.2 µL protein at a concentration of 12 mg/mL and 0.2 µL reservoir solution (0.1 M
phosphate citrate pH 4.2, 0.2 M NaCl, 20% (w/v) PEG 8000). Crystals were cryo-
protected by adding reservoir solution containing 10% (v/v) ethylene glycol directly
to the drop and subsequently snap-frozen in liquid nitrogen. A third, tetragonal
crystal form developed in 0.1 M Bis-Tri pH 6.5, 0.1 M NaCl, 1.5 M (NH4)2SO4.
Crystals were cryo-protected by serial transfer into reservoir solution supplemented
with 15% (v/v) glycerol and snap-frozen in liquid nitrogen. Crystal forms 1, 2, and
3 diffracted to ~2.4, ~2.5, and ~1.9 Å resolution, respectively. Data were collected at
beam-line PXIII of the Swiss Light Source, Villigen, Switzerland. Data processing
and scaling were done in XDS48.

Crystallographic structure solution and refinement. The AtPHR1280–360
structure was solved by molecular replacement using the previously described
SPXCtGde1 (PDB-ID:5IJJ) core helices as search model in calculations with the
program PHASER49. The structure was completed in iterative cycles of manual
model building in COOT50 and restrained refinement in phenix.refine51 or
Refmac552. Residues 280–294 and 278–280 appear disordered in the final model.
Quality of the structural model was assessed by using MolProbity53, refinement
statistics are shown in Supplementary Table 5. Structure visualization was done
with PyMOL (Molecular Graphics System, Version 1.8, Schrödinger, LLC) and
ChimeraX54. The structure of AtSPX1 was modeled using the program SWISS-
MODEL55 and the SPXHsXPR1 domain structure of the human phosphate exporter
as template (PDB-ID:5IJH, GMQE score ~ 0.49, QMEAN4 score ~−2.27, 29.5%
sequence identity30). Conserved PP-InsP-binding residues in AtSPX1 were deter-
mined by aligning sequences with previously described SPX domains30 using the
program T-coffee56.

Right-angle light scattering. The oligomeric state of AtPHR1 variants was ana-
lyzed by SEC paired with a refractive index detector using an OMNISEC
RESOLVE/REVEAL combined system (Malvern). Instrument calibration was
performed with a bovine serum albumin (BSA) standard (Thermo Scientific
Albumin Standard). Samples of 50 µL containing 2–10 mg/mL AtPHR1 (wild-type
AtPHR1280–360, AtPHR1280-360 Olig1, AtPHR1280-360 Olig2, AtPHR1280-360 KHR/A,
wild-type AtPHR1222–358, AtPHR1222-358 Olig1, and AtPHR1222-358 Olig2) in
OMNISEC buffer (20 mM HEPES pH 7.5, 150 mM NaCl) were separated on a
Superdex 200 increase 10/300 GL column (GE Healthcare) at a column tempera-
ture of 25 °C and a flow rate of 0.7 ml min−1. Data were analyzed using the
OMNISEC software (v10.41).

DNA oligonucleotide annealing. DNA oligonucleotides were dissolved in
annealing buffer (10 mM HEPES-NaOH pH 8.0, 50 mM NaCl, 0.1 mM EDTA).
Equal volumes of the equimolar DNA oligonucleotides were mixed and incubated
in a heat block for 5 min at 95 °C. Subsequently, DNA oligonucleotides were cooled
down to room temperature for 90 min. Double-stranded DNA oligonucleotides
were aliquoted and stored at −20 °C.

Electrophoretic mobility shift assay. Mini-PROTEAN TBE precast gels (5%; Bio-
Rad) have been pre-electrophoresed in 0.5× TBE buffer for 60 min at 70 V.
Reactions mixes have been prepared following the Odyssey® Infrared EMSA kit
manual (LI-COR) without the use of optional components, including 50 nM of
IRDye800 end-labeled oligos (refer to Supplementary Table 4a; Metabion), and a
1 : 5 dilution series of wild-type AtPHR1222–358 or AtPHR1222-358 Olig1 (1.2 µg to
76.8 pg). Reaction mixes have been incubated for 30 min at room temperature in
the dark and 2 µL of 10× Orange Loading Dye (LI-COR) have been added to each
sample prior to loading on a 5% TBE gel. Gels have been electrophoresed until
orange dye migrated to the bottom of the gel (~1 h) at 70 V in the dark. Gels have
been scanned with the 800 nm channel of an Odyssey imaging system (LI-COR).

Grating-coupled interferometry. All GCI experiments were performed at 4 °C
using a Creoptix WAVE system (Creoptix sensors) with 4PCP WAVE chips
(Creoptix sensors). Chips were conditioned with borate buffer (100 mM sodium
borate pH 9.0, 1 M NaCl) and subsequently neutravidin was immobilized on the
chip surface via standard amine-coupling: activation (1 : 1 mix of 400 mM
N-(3-dimethylaminopropyl)-N′-ethylcarbodiimide hydrochloride and 100 mM
N-hydroxysuccinimide), immobilization (30 μg ml−1 of neutravidin in 10 mM
sodium acetate, pH 5.0), passivation (5% BSA in 10 mM sodium acetate pH 5.0),
and quenching (1 M ethanolamine, pH 8.0). Biotinylated oligos (Supplementary
Table 4b; Metabion) were captured on the chip. Analytes were injected in a 1 : 2
dilution series starting from 4 µM (AtPHR1222–358), 20 µM (AtPHR1223-358 Olig1,
AtPHR1223-358 Olig2), or 10 µM (OsPHR2, OsPHR2KHR/A) in GCI buffer (for
OsPHR2: 20 mM HEPES pH 7.9, 200 mM NaCl; for AtPHR1: 20 mM HEPES pH
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7.5, 300 mM NaCl). Blank injections every fourth cycle were used for double
referencing and a dimethylsulfoxide (DMSO) calibration curve (0%, 0.5%, 1%,
1.5%, 2%) for bulk correction. Data were corrected and analyzed using the Creoptix
WAVE control software (corrections applied: X and Y offset, DMSO calibration,
double referencing, refractive index correction), and a one-to-one binding model
was used to fit all experiments.

CD spectroscopy. Far-UV CD spectra and melting curves were acquired with a
Chirascan V100 CD spectrometer holding the protein solutions in quartz cuvettes of
1 mm optical path, scanning from 260 to 190 nm at 1 nm/s with a slit width of 1 nm
against an air background obtained with the same settings without any cuvette.
Protein concentration was 0.08mg/mL (8.5 μM) in all experiments, the buffer was
10mM KPi pH 7.5. A reference spectrum of the buffer showed only noise within
±0.5mdeg. All the final spectra reported were obtained with a single scan, as we
observed very good signal-to-noise and no saturation of the detector voltage even at
low wavelengths. Melting curves were acquired with 2 °C stepwise increments and
30 s intervals from 24 to 98 °C. Data were fitted in the range from 195 nm to 250 nm
using the three-component (ɑ-helix, β-strand, and random coil) fitting (http://
lucianoabriata.altervista.org/jsinscience/cd/cd3.html) as previously described57.

NMR spectroscopy. TROSY spectra of [U-15N,2H]-AtPHR1280–360 and
[U-15N,2H]-AtPHR1280-360 KHR/A were acquired on a 600MHz spectrometer with
a cryo-probe at 30 °C. The NMR buffer contained 25 mM HEPES pH 7.0, 200 mM
NaCl and 0.5 mM TCEP. NMR data were analyzed by CCPNMR 2.4.258. The
dissociation constant KD was obtained by calculating chemical shift perturbations
of each point by and plotted against InsP8 concentration. The data points were
fitted in MATLAB.

Plant material, seed sterilization, and plant growth conditions. All A. thaliana
plants used in this study were of the Columbia (Col-0) ecotype. Seeds of the
T-DNA insertion lines phr1-3 (SALK_067629) and phl1 (SAIL_731_B09) were
obtained from the European Arabidopsis Stock Center. Homozygous phr1-3 and
phl1 lines were identified by PCR using T-DNA left and right border primers
paired with gene-specific sense and antisense primers (Supplementary Table 3d).
The phr1 phl1 double mutant was kindly provided by Yves Poirier (University of
Lausanne, Switzerland); vih1-2 vih2-4 double and phr1 phl1 vih1-2 vih2-4 quad-
ruple mutants have been reported previously35. Seeds were surface sterilized by
incubation in 70% (v/v) CH3-CH2-OH for 10 min, followed by incubation in 0.5%
(v/v) sodium hypochlorite for 10 min, and subsequently washed four times in
sterile H2O. Seeds were placed on full half-strength Murashige–Skoog plates59
containing 1 (w/v) % sucrose and 0.8 (w/v) % agar (1/2MS plates), and stratified for
2–3 days at 4 °C in the dark prior to transfer into a growth cabinet. Plants were
grown on vertical 1/2MS plates at 22 °C under long day conditions (16 h light–8 h
dark) for 8 to 11 days.

Western blotting. Proteins were transferred to nitrocellulose membrane
(GE Healthcare, AmershamTM HighbondTM-ECL) via wet western blotting at 4 °C
and 30 V overnight. Membranes were blocked in TBS-Tween (0.1%)–Milk (5%) for
1 h at room temperature. For mCherry detection, membranes were incubated
overnight with an anti-mCherry antibody (ab167453, dilution 1 : 2000; Abcam)
followed by 1 h incubation with an anti-rabbit-horseradish peroxidase (HRP)
antibody (dilution 1 : 10,000, Calbiochem). For GFP detection, membranes were
incubated overnight with an anti-GFP-HRP antibody (130-091-833, dilution 1 :
1000, Miltenyi Biotec). For FLAG detection, membranes were incubated overnight
with an anti-FLAG-HRP antibody (A8692, dilution 1 : 1000, Sigma). For SPX1
detection, membranes were incubated overnight with an anti-SPX1 antibody
(dilution 1 : 1000, kind gift of Professor Mingguang Lei) followed by one hour
incubation with an anti-rabbit-HRP antibody (dilution 1 : 10,000, Calbiochem).
Antibodies were diluted in TBS-Tween (0.05%)–Milk (2.5%). Membranes were
detected with SuperSignal™ West Femto Maximum Sensitivity Substrate (34095,
Thermo Scientific™).

Determination of cellular Pi concentrations. To determine cellular Pi con-
centration at seedling stage, plants were transferred from 1/2MS plates to -Pi 1/2MS
plates containing 1 (w/v)% sucrose and 0.8 (w/v)% agarose supplemented with
either 0, 1, or 10 mM Pi (KH2PO4/K2HPO4 pH 5.7) at 7 DAG, and grown at 22 °C
under long day conditions. At 14 DAG, seedlings were weighted and harvested into
1.5 mL tubes containing 500 µL nanopure H2O. Samples were frozen at −80 °C
overnight, thawed at 80 °C for 10 min, refrozen at −80 °C, incubated at 80 °C in a
thermomixer shaking at 1400 r.p.m. for 1 h, and briefly centrifuged to sediment
plant tissue. Pi content was measured by the colorimetric molybdate assay60. In
brief, 600 µL ammonium molybdate solution (0.44 g of ammonium molybdate tetra
hydrate in 97.3 mL nanopure water; add 2.66 mL concentrated (18M) H2SO4 to a
final volume of 100 mL), 100 µL 10% ascorbic acid, and 300 µL sample (250 µL
nanopure water+ 50 µL extracts) or 300 µL NaPi standard solution were mixed.
Samples were incubated at 37 °C for 1 h and absorbance at 820 nm was measured.

RNA analyses. At 14 DAG, 50–150 mg seedlings were harvested in 2 ml Eppen-
dorf tubes containing two metal beads each, shock-frozen in liquid nitrogen and
ground in a tissue lyzer (MM400, Retsch). RNA extraction was performed using
the ReliaPrep RNA Tissue Miniprep System (Promega) including in column
DNaseI treatment to remove genomic DNA. First strand cDNA synthesis was
performed from 1 to 2.5 µg of total RNA using Superscript II RT (Invitrogen) with
oligo(dT) primers. Quantitative reverse transcriptase PCR (qRT-PCR) was per-
formed in 10 µL reactions containing 1× SYBR-Green fluorescent stain (Applied
Biosystems) and measured using a 7900HT Fast Real Time PCR-System
(Applied Biosystems). qRT-PCR program: 2’−95 °C; 40× (30”−95 °C; 30”−60 °C;
20”−72 °C); melting curve 95 °C–60 °C–95 °C. A primer list can be found in
Supplementary Table 3e. Expression levels of target genes were normalized against
the housekeeping gene Actin2. For every genotype, three biological replicates were
analyzed in technical triplicates.

Transient transformation of N. benthamiana. For each construct, 4 ml of A.
tumefaciens strain pGV2260 suspension culture were grown overnight at 28 °C.
Cells were collected by centrifugation at 700 × g for 15 min and resuspended in
transformation buffer (10 mM MgCl2, 10 mM MES pH 5.6, 150 µM acetosyr-
ingone). Cell density was measured and set to a final OD600nm of 0.5 for SPX1 and
PHR1, and to 0.1 for the silencing suppressor P19. Suspension cultures were
incubated for 2 h in the dark at room temperature and subsequently mixed at a
volume ratio of 1 : 1 : 1 (SPX1 : PHR1 : P19). N. benthamiana leaves were infiltrated
using a 0.5 ml syringe and 3 leaf disks (d= 1 cm) per sample were harvested after
3 days, snap-frozen in liquid nitrogen, and stored at −80 °C.

Co-immunoprecipitation. For co-immunoprecipitation experiments with proteins
transiently expressed in N. benthamiana, samples were ground in liquid nitrogen
with plastic mortars and proteins were extracted with 600 µL of homogenization
buffer (50 mM Tris-HCl pH 7.5, 150 mM NaCl, 0.25% Triton X-100, 5% (v/v)
glycerol, 1 mM phenylmethylsulfonyl fluoride, cOmpleteTM EDTA-free protease
inhibitor cocktail (Roche). Samples were incubated at 4 °C for 10 min with gently
rotation and subsequently centrifuged at 16,000 × g and 4 °C for 15 min. Super-
natants were transferred to fresh tubes and further centrifuged at 16,000 × g and
4 °C for 15 min. Supernatants were transferred to fresh tubes, while 50 µL of each
supernatant were taken and mixed with 10 µL 6× SDS sample buffer (input), the
remaining supernatants were mixed with 50 µL magnetic µMACS anti-GFP beads
(Miltenyi Biotec) and incubated at 4 °C for 2 h with gently rotation. MACS col-
umns (Miltenyi Biotec) were used with a µMACS Separator (Milteyi Biotec).
MACS columns were washed with 200 µL of homogenization buffer and samples
were loaded. Columns were washed either four times with 200 µL of homo-
genization buffer and once with wash buffer 2 (Miltenyi Biotec), or three times with
200 µL of homogenization buffer, three times with wash buffer 1 (Miltenyi Biotec)
and once with wash buffer 2. Columns were incubated with 20 µL preheated elution
buffer (Miltenyi Biotec) for 5 min at room temperature. Elution buffer (50 µL) was
added and eluates were recovered. Inputs and eluates were boiled for 5 min at 95 °C
prior and separated on 9% SDS-polyacrylamide electrophoresis gels. Co-
immunoprecipitation experiments for proteins stably or natively expressed in A.
thaliana were performed as previously described29.

Statistics. All statistical analyses and data plots have been performed and gener-
ated with R version 3.5.261 and the packages “Hmisc62,” “agricolae63,” “car64,”
“multcompView65,” and “multcomp66.” qRT-PCR data were power transformed
with the Box–Cox transformation and a significant one-way analysis of variance
(ANOVA) followed by a Dunnett’s post hoc test was performed for multiple
comparisons of several genotypes vs. wild type (Col-0) shown in Supplementary
Fig. 8a. Pi content was analyzed with a one-way ANOVA followed by a Dunnett’s
post hoc test for multiple comparisons of several genotypes vs. wild type (Col-0)
shown in Fig. 4b and Supplementary Fig. 8b–d. (*p < 0.5; **p < 0.01; ***p < 0.001)

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
Data supporting the findings of this manuscript are available from the corresponding
authors upon reasonable request. A reporting summary for this article is available as a
Supplementary Information file. Coordinates and structure factors have been deposited
in the Protein Data Bank (PDB) with accession codes 6TO5 (form1), 6TO9 (form2), and
6TOC (form 3). The associated X-ray diffraction images and data processing files have
been deposited at http://zenodo.org with DOIs https://doi.org/10.5281/zenodo.3570698
(form1), https://doi.org/10.5281/zenodo.3570977 (form2), and https://doi.org/10.5281/
zenodo.3571040 (form 3). Source data are provided with this paper.
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Supplementary Table 1 – Stable transgenic A. thaliana lines.

Promoter N-terminal tag Gene Genetic background Selection

pPHR1 FLAG PHR1 phr1-3 p35S:mCherry

pPHR1 FLAG PHR1K325A phr1-3 p35S:mCherry

pPHR1 FLAG PHR1H328A phr1-3 p35S:mCherry

pPHR1 FLAG PHR1R335A phr1-3 p35S:mCherry

pPHR1 FLAG PHR1K325A, R335A phr1-3 p35S:mCherry

pPHR1 FLAG PHR1K325A H328A R335A phr1-3 p35S:mCherry

pPHR1 eGFP PHR1 phr1 phl1 hygromycin

pPHR1 eGFP PHR1K325A H328A R335A phr1 phl1 hygromycin

Supplementary Table 2 – Yeast strains.

Plasmids  for  yeast  transformation  have  been  generated  via  Gibson  cloning67.  Mutations

targeting  AtPHR1  K325,  H328  and  R335  were  introduced  by  site-directed  mutagenesis

PCR68.

Strain Plasmids Genotype

TATA untransformed

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ

TATA
pB29:AtSPX11-252

pP6:AtPHR11-409

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-

TRP1-TetR, pP6-pADH1-Gal4_AD-AtPHR_1-1227-tADH1-LEU2-

ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1226-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP, leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-

TRP1-TetR, pP6-pADH1-Gal4_AD-AtPHR_678-1080-

tADH1-LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1280-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-

TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_840-1080-tADH1-LEU2-

ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1300-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-

TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_900-1080-tADH1-LEU2-

ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1280-353

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-

TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_840-1059-tADH1-LEU2-

ampR

TATA pB29:AtSPX11-252

pP6:AtPHR1280-342
gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 



LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-

TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_840-1026-tADH1-LEU2-

ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR11-225

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-

TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_1-675-tADH1-LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1360-409

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-

TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_1080-1227-tADH1-LEU2-

ampR

TATA
pB29 AtSPX21-287

pP6:AtPHR1226-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP, leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX2_1-861-LexA-
tADH1-TRP1-TetR, pP6-pADH1-Gal4_AD-AtPHR_678-
1080-tADH1-LEU2-ampR

TATA
pB29:AtSPX31-245

pP6:AtPHR1226-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP, leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX3_1-735-LexA-
tADH1-TRP1-TetR, pP6-pADH1-Gal4_AD-AtPHR_678-
1080-tADH1-LEU2-ampR

TATA
pB29:AtSPX41-318

pP6:AtPHR1226-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP, leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX4_1-954-LexA-
tADH1-TRP1-TetR, pP6-pADH1-Gal4_AD-AtPHR_678-
1080-tADH1-LEU2-ampR

TATA
pB29:AtSPX11-252 PBC

pP6:AtPHR1226-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-
AtSPX1_Y25F_K29A_K140A-LexA-tADH1-TRP1-TetR, pP6-
pADH1-Gal4_AD-PHR_678-1080-tADH1-LEU2-ampR

TATA
pB29:AtSPX11-252 KSC

pP6:AtPHR1226-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-

kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 

LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 

URA3::UASGAL1-LacZ, pB29-pADH1-

AtSPX1_K136A_K139A_K143A-LexA-tADH1-TRP1-TetR, pP6-

pADH1-Gal4_AD-PHR_678-1080-tADH1-LEU2-ampR

TATA
pB29:AtSPX11-252 K81A

pP6:AtPHR1226-360

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1_K81A-LexA-
tADH1-TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-1080-tADH1-
LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1226-360 K308A

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-1080_K308A-tADH1-
LEU2-ampR

TATA pB29:AtSPX11-252

pP6:AtPHR1226-360 R318A

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-1080_R318A-tADH1-



LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1226-360 K325A

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-1080_K325A-tADH1-
LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1226-360 H328A

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-1080_H328A-tADH1-
LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1226-360 R335A

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-1080_R335A-tADH1-
LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1226-360 K325A R335A

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-1080_ K325AR335A -
tADH1-LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1226-360 K325A H328A R335A

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-
1080_K325AH328AR335A-tADH1-LEU2-ampR

TATA
pB29:AtSPX11-252

pP6:AtPHR1226-360 R340A

gal4::loxP-kanMX-loxP/Gal4D, ade2 trp1-901/ade2-101::loxP-
kanMX-loxP,  leu2-3,112/ leu2-3,-112, his3D200/ his3D200, 
LYS2/lys2::(lexAop)4-HIS3, ura3-52::URA3(lexAop)8-lacZ/ ura3-52 
URA3::UASGAL1-LacZ, pB29-pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR, pP6-pADH1-Gal4_AD-PHR_678-1080_R340A-tADH1-
LEU2-ampR

L40 untransformed
MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3, ura3-52::URA3 (lexAop)8-lacZa

L40 
YVIP1

untransformed
MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3 ura3-52::URA3 (lexAop)8-lacZa vip1::natNT2

L40 
YKCS1

untransformed
MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3, ura3-52::URA3 (lexAop)8-lacZa kcs1::natNT2

L40
pB29:AtSPX11-252

pP6:AtPHR1226-360

MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3, ura3-52::URA3 (lexAop)8-lacZa pB29-pADH1-
AtSPX1-LexA-tADH1-TRP1-TetR, pP6-pADH1-Gal4_AD-
AtPHR_678-1080-tADH1-LEU2-ampR

L40 
YVIP1

pB29:AtSPX11-252

pP6:AtPHR1226-360

MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3, ura3-52::URA3 (lexAop)8-lacZa vip1::natNT2 pP6-
pADH1-Gal4_ADAtPHR_678-1080-tADH1-LEU2-ampR pB29-
pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR

L40 
YKCS1

pB29:AtSPX11-252

pP6:AtPHR1226-360

MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3, ura3-52::URA3 (lexAop)8-lacZa kcs1::natNT2 pP6-
pADH1-Gal4_ADAtPHR_678-1080-tADH1-LEU2-ampR pB29-
pADH1-AtSPX1-LexA-tADH1-
TRP1-TetR

L40 pB29:AtBRI1828-1196

pP6:AtBKI11-337

MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3, ura3-52::URA3 (lexAop)8-lacZa pP6-pADH1-
Gal4_AD_pP6_AtBKI1_1-1011-tADH1-LEU2-ampR pB29-pADH1-



AtBRI1_2484-3588-LexA-tADH1-TRP1-TetR

L40 
7VIP1

pB29:AtBRI1828-1196

pP6:AtBKI11-337

MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3, ura3-52::URA3 (lexAop)8-lacZa vip1::natNT2 pP6-
pADH1-Gal4_AD_pP6_AtBKI1_1-1011-tADH1-LEU2-ampR pB29-
pADH1-AtBRI1_2484-3588-LexA-tADH1-TRP1-TetR

L40 
7KCS1

pB29:AtBRI1828-1196

pP6:AtBKI11-337

MATa ade2 trp1-901 leu2-3,112 lys2-801am his3D200 lys2::
(lexAop)4-HIS3 ura3-52::URA3 (lexAop)8-lacZa kcs1::natNT2 pP6-
pADH1-Gal4_AD_pP6_AtBKI1_1-1011-tADH1-LEU2-ampR pB29-
pADH1-AtBRI1_2484-3588-LexA-tADH1-TRP1-TetR



Supplementary Table 3 – Constructs and primers.

a,  Golden  Gate  Level  0  constructs  and  primers. The  PHR1 promoter  and  gene  were

amplified from A. thaliana gDNA, and SPX1 was amplified from A. thaliana cDNA. Level 0

constructs were generated via StuI or SmaI cut-ligation into pUC Amp69.

Name Primer Sequences

pPHR1.1
OutFwdProm
InRevProm

ACGAAGACGTTACGGGTCTCTGCGGATTTTGTAAAACTATGAATC
AGGAAGACGGAAAACGAATCGAATCGGAGAAAATG

pPHR1.2
InFwdProm
OutRevProm

ATGAAGACCGTTTTCCTTGGTCCTGGATTGC
ATGAAGACACCAGAGGTCTCTCAGATGTTGTCCTGCAAGAGAGAATC

PHR1.1
OutFwdGene
InRevGene1

AAGAAGACTCTACGGGTCTCCCACCATGGAGGCTCGTCCAGTTCATAGATCA
GGTTCGAGGGACC
GCGAAGACTTTTGGTCCTAAAAAAGTGTGTCCAG

PHR1.2
InFwdGene1
InRevGene2

TTGAAGACGACCAAAAGACACTGCAAATTCCGCAACC
TAGAAGACGAAGCCAATTATATGCATTAGCAGG

PHR1.3
InFwdGene2
InRevGene3

GCGAAGACTTGGCTTCTAATATTAGATTGTG
TTGAAGACTCCTCTTGTTCAGATTTGGCTGCGGA

PHR1.4
InFwdGene3
OutRevGene

AAGAAGACCAAGAGGACAAGAAAACTGCTGATTCG
ATGAAGACAACAGAGGTCTCTCCTTATTATCGATTTTGGGACGC

PHR1K325A a

PHR1K325A R335A a

PHR1K325A H328A R335A 

a

InFwdGene2
InRevKA

GCGAAGACTTGGCTTCTAATATTAGATTGTG
CAGAAGACTGCGCCTGTACTTCCATCTGAAGTCG

PHR1K325A b
InFwdKA
InRevGene3

GTGAAGACACGGCGCAACTCCATGAGCAGCTCGAG
TTGAAGACTCCTCTTGTTCAGATTTGGCTGCGGA

PHR1H328A a
InFwdGene2
InRevHA

GCGAAGACTTGGCTTCTAATATTAGATTGTG
CGGAAGACTCAGCGAGTTGCTTCTGTACTTCC

PHR1H328A b
InFwdHA
InRevGene3

AGGAAGACCTCGCTGAGCAGCTCGAGGTATGTTC
TTGAAGACTCCTCTTGTTCAGATTTGGCTGCGGA

PHR1R335A a
InFwdGene2
InRevRA

GCGAAGACTTGGCTTCTAATATTAGATTGTG
GTGAAGACTTTGCTTGAATCTGCAGGCAAAGG

PHR1R335A b

PHR1K325A R335A c

PHR1K325A H328A R335A 

c

InFwdRA
InRevGene3

TAGAAGACCAAGCAAACCTGCAACTCCGAATAGAAG
TTGAAGACTCCTCTTGTTCAGATTTGGCTGCGGA

PHR1K325A R335A b
InFwdKA
InRevRA

GTGAAGACACGGCGCAACTCCATGAGCAGCTCGAG
GTGAAGACTTTGCTTGAATCTGCAGGCAAAGG

PHR1K325A H328A R335A b
InFwdKAHA
InRevRA

GTGAAGACACGGCGCAACTCGCTGAGCAGCTCGAG
GTGAAGACTTTGCTTGAATCTGCAGGCAAAGG

SPX1.1
OutFwdGene
InRevGene1

AAGAAGACCATACGGGTCTCGCACCATGAAGTTTGGTAAGAGTC
TCGAAGACGTCCTCTAACAATTGGATGAAATTG

SPX1.2
InFwdGene1
InRevGene2

CCGAAGACTAGAGGACGAGTTGGAGAAATTCAAC
TCGAAGACTGGAGACTCTCCATGAACTTATGC

SPX1.3
InFwdGene2
OutRevGene

TCGAAGACAGTCTCCATATGAAGAGCACAATCGC
AGGAAGACTGCAGAGGTCTCACCTTTTTGGCTTCTTGCTCCAAC

b, Level I, II & III constructs. Level 1 and level 3 constructs were generated via BpiI cut-

ligation, and level 2 constructs via BsaI cut-ligation69.

Name Assembly Purpose

LI BpiI pPHR1 pPHR1.1 + pPHR1.2 Cloning



LI BpiI PHR1 PHR1.1 + PHR1.2 + PHR1.3 + PHR1.4 Cloning

LI BpiI PHR1K PHR1.1 + PHR1.2 + PHR1K325A a + PHR1K325A b + PHR1.4 Cloning

LI BpiI PHR1H PHR1.1 + PHR1.2 + PHR1H328A a + PHR1H328A b + PHR1.4 Cloning

LI BpiI PHR1R PHR1.1 + PHR1.2 + PHR1R335A a + PHR1R335A b + PHR1.4 Cloning

LI BpiI PHR1KR PHR1.1 + PHR1.2 + PHR1K325A R335A a + PHR1K325A R335A b + 

PHR1K325A R335A c + PHR1.4
Cloning

LI BpiI PHR1KHR/A PHR1.1 + PHR1.2 + PHR1K325A H328A R335A a + PHR1K325A H328A R335A

b + PHR1K325A H328A R335A c + PHR1.4
Cloning

LI SPX1 SPX1.1 + SPX1.2 + SPX1.3 Cloning

LII R5-6 pPHR1:FLAG-PHR1
LI A-B pPHR1 + LI FLAG B-C + LI C-D PHR1 + LI dy D-E + LI 

E-F nos-T + LI dy F-G
Cloning

LII R5-6 pPHR1:FLAG-PHR1K LI A-B pPHR1 + LI FLAG B-C + LI C-D PHR1K + LI dy D-E + LI 

E-F nos-T + LI dy F-G
Cloning

LII R5-6 pPHR1:FLAG-PHR1H LI A-B pPHR1 + LI FLAG B-C + LI C-D PHR1H + LI dy D-E + LI 

E-F nos-T + LI dy F-G
Cloning

LII R5-6 pPHR1:FLAG-PHR1R LI A-B pPHR1 + LI FLAG B-C + LI C-D PHR1R + LI dy D-E + LI 

E-F nos-T + LI dy F-G
Cloning

LII R5-6 pPHR1:FLAG-PHR1KR LI A-B pPHR1 + LI FLAG B-C + LI C-D PHR1KR + LI dy D-E + 

LI E-F nos-T + LI dy F-G
Cloning

LII R5-6 pPHR1:FLAG-PHR1KHR/A LI A-B pPHR1 + LI FLAG B-C + LI C-D PHR1KHR + LI dy D-E + 

LI E-F nos-T + LI dy F-G
Cloning

LII F1-2 p35S:mCherry
LI A-B p35S + LI dy B-C + LI C-D mCherry + LI dy D-E + LI E-F 

35S-T + LI dy F-G

Cloning /
N. benthamiana 

transformation

LII F1-2 p35S:mCherry-SPX1
LI A-B p35S + LI mCherry B-C + LI C-D SPX1 + LI dy D-E + LI 

E-F nos-T + LI dy F-G

N. benthamiana 

transformation

LII F1-2 p35S:GFP-PHR1
LI A-B p35S + LI GFP B-C + LI C-D PHR1 + LI dy D-E + LI E-F 

nos-T + LI dy F-G

N. benthamiana 

transformation

LII F1-2 p35S:GFP-PHR1KHR/A LI A-B p35S + LI GFP B-C + LI C-D PHR1KHR + LI dy D-E + LI 

E-F nos-T + LI dy F-G

N. benthamiana 

transformation

LIIIβ fin p35S:mCherry 
pPHR1:FLAG-PHR1

LII p35S:mCherry 1-2 + LII ins 2-3 + LII dy 3-4 + LII ins 4-5 + LII 

F LII pPHR1:FLAG-PHR1 5-6

A. thaliana 

transformation

LIIIβ fin p35S:mCherry 

pPHR1:FLAG-PHR1K

LII p35S:mCherry 1-2 + LII ins 2-3 + LII dy 3-4 + LII ins 4-5 + LII 

F LII pPHR1:FLAG-PHR1 K 5-6

A. thaliana 

transformation

LIIIβ fin p35S:mCherry 

pPHR1:FLAG-PHR1H

LII p35S:mCherry 1-2 + LII ins 2-3 + LII dy 3-4 + LII ins 4-5 + LII 

F LII pPHR1:FLAG-PHR1 H 5-6

A. thaliana 

transformation

LIIIβ fin p35S:mCherry 

pPHR1:FLAG-PHR1R

LII p35S:mCherry 1-2 + LII ins 2-3 + LII dy 3-4 + LII ins 4-5 + LII 

F LII pPHR1:FLAG-PHR1 R 5-6

A. thaliana 

transformation

LIIIβ fin p35S:mCherry 

pPHR1:FLAG-PHR1KR

LII p35S:mCherry 1-2 + LII ins 2-3 + LII dy 3-4 + LII ins 4-5 + LII 

F LII pPHR1:FLAG-PHR1 KR 5-6

A. thaliana 

transformation

LIIIβ fin p35S:mCherry 

pPHR1:FLAG-PHR1KHR/A

LII p35S:mCherry 1-2 + LII ins 2-3 + LII dy 3-4 + LII ins 4-5 + LII 

F LII pPHR1:FLAG-PHR1 KHR 5-6

A. thaliana 

transformation

c, Plasmids for recombinant protein expression in E. coli.

Plasmids  for  recombinant  protein  expression  in  E.  coli have  been  generated  via  Gibson

cloning67.  Mutations  targeting  AtPHR1  K325,  H328  and  R335  were  introduced  by  site-

directed mutagenesis PCR68.

Vector Construct Purpose

pMH_HT AtPHR1222-358 OmniSEC, GCI, EMSA



pMH_HT AtPHR1222-358 Olig1 OmniSEC, GCI, EMSA

pMH_HT AtPHR1222-358 Olig2 OmniSEC, GCI, EMSA

pMH_HT AtPHR1280 – 360 OmniSEC

pMH_HT AtPHR1280 – 360 Olig1 OmniSEC

pMH_HT AtPHR1280 – 360 Olig2 OmniSEC

pMH_HT AtPHR1280-360 K325A, H328A, R335A OmniSEC

pMH_HSgb1T OsPHR21 – 426 OmniSEC, GCI, ITC

pMH_HSgb1T OsPHR21 – 426 KHR/A OmniSEC, GCI, ITC

pMH_Hssumo OsSPX41-321 ITC

pMH_Hssumo AtPHR1280 – 360 Crystallisation

d, Characterisation of T-DNA mutants.

Name 5’-3’ Sequence

LBb1.3 ATTTTGCCGATTTCGGAAC

LP_PHR1 GAGAGACCTCACACGCACTTC

RP_PHR1 CTTTCTGGCGAACCTGTAGTG

phl1-LP GTGGAGACGTTTCTGCACTTC

phl1-RP TCCCACAATCCAAATTCAGAG

e, Gene expression analysis.

Gene identifier Name Sequence

At3g18780
Actin2_F AGTGGTCGTACAACCGGTATTGT

Actin2_R GATGGCATGGAGGAAGAGAGAAAC

At4g28610
PHR1_F GTTCAGCAGCAACCTTCTCC

PHR1_R GCTCTTTCACTACCGCCAAG

At1g23010
LPR1_F CCGGGCTATGTCTACCATTGTCAC

LPR1_R GCACCATCAAAACTTCGCAGAGATCG

At3g52820
ACP5_F CAGTTTCTAACTAGTGGTGCTGGA

ACP5_R GCTTGGGATTGATGGTCACT

At3g09922
IPS1_F TGAAGACTGCAGAAGGCTGA

IPS1_R CGAAGCTTGCCAAAGGATAG

At2g11810
MGD3_F AGAGGCCGGTTTAATGGAGT

MGD3_R CATCAGAGGATGCACGCTAA

At1g52940
PAP5_F TCGAACCCGAAAGGCCAAGCGGTGC

PAP5_R GCGCTTGGTTCCACAAACCGGCCGTA

At2g38940
PHT1;4_F CCTCGGTCGTATTTATTACCACG

PHT1;4_R CCATCACAGCTTTTGGCTCATG

At5g20150
SPX1_F CGGGTTTTGAAGGAGATCAG

SPX1_R GCGGCAATGAAAACACACTA

f, Primers used for cloning PHR1 into the pH7m34GW vector.

Name 5’-3’ Sequence

PHR1_B2F GGGGACAGCTTTCTTGTACAAAGTGGATGAGGCTCGTCCAGTTCATAG



PHR1_B3R GGGGACAACTTTGTATAATAAAGTTGATCAATTATCGATTTTGGGACG

eGFP_B1F GGGGACAAGTTTGTACAAAAAAGCAGGCTTAATGGTGAGCAAGGGCGAGGAGCTG

eGFP_B2R GGGGACCACTTTGTACAAGAAAGCTGGGTACTTGTACAGCTCGTCCATGCC

PHR1_H328A_F CAACTCGCTGAGCAGCTCGAAATTCAAGCAAACCTGCAACTCCG

PHR1_H328A_R AGCTGCTCAGCGAGTTGCGCCTGTACTTCCATCTGAAGTCGTAGA

PHR1_R335A_F ATTCAAGCAAACCTGCAACTCCGAATAGAAGAACAAGG

PHR1_R335A_R CAGGTTTGCTTGAATTTCGAGCTGCTCATGGAG

PHR1_K325A_F GTACAGGCGCAACTCCATGAGCAGCTCAGAAATT

PHR1_K325A_R GAGTTGCGCCTGTACTTCCATCTGAAGTCGTAGAGC

Supplementary Tabel 4 – Modified DNA oligos.

The P1BS (GNATATNC) is shown in bold.

a, IRdye end-labelled oligos for EMSA.

Name Sequence

AtSPX1_800 _F 5'-IRD800-CAG AGA AAA AAG GAT ATT CTA ATT AGA AAC CTT AAG AAT ATT CTT 

TTT AAT CCC-3'

AtSPX1_800_R 5'-IRD800-GGG ATT AAA AAG AAT ATT CTT AAG GTT TCT AAT TAG AAT ATC CTT 

TTT TCT CTG-3'

b, Biotinylated oligos for GCI.

Name Sequence

AtSPX1_Biotin_F
5'-Biotin-CAG AGA AAA AAG GAT ATT CTA ATT AGA AAC CTT AAG AAT ATT CTT 

TTT AAT CCC-3'

AtSPX1_R
5'-GGG ATT AAA AAG AAT ATT CTT AAG GTT TCT AAT TAG AAT ATC CTT TTT TCT 

CTG-3'

OsIPS1_Biotin_F 5'-Biotin-TAA TGC TCG CCG CAT ATC CTT TGG TAG ATA-3'

OsIPS1_R 5'-TAT CTA CCA AAG GAT ATG CGG CGA GCA TTA-3'



Supplementary Table 5 – Crystallographic data collection and refinement statistics.

AtPHR1
280-360

 form1 AtPHR1
280-360

 form2 AtPHR1
280-360

 form3

PDB-ID 6TO5 6TO9 6TOC

Data collection

Space group P 61 2 2 P 32 2 1 P 42

Cell dimensions 

    a, b, c (Å) 70.4, 70,4, 148.88 70.05, 70.05, 80.17 31.52, 31.52, 81.60

    α, β, γ (°) 90, 90, 120 90, 90, 120 90, 90, 90

Resolution (Å) 47.18 – 2.38 (2.52 – 2.38) 48.37 – 2.45 (2.59 – 2.44) 31.52 – 1.85 (1.97 – 1.85)

Rmeas
# 0.189 (2.21) 0.164 (2.77) 0.073 (2.76)

CC(1/2)# 0.99 (0.69) 0.99 (0.51) 1.0 (0.40)

I+σ I# 14.85 (1.48) 15.86 (1.07) 21.41 (0.98)

Completeness (%)# 99.8 (98.9) 99.3 (96.0) 99.9 (99.3)

Redundancy# 20.8 (20.2) 19.0 (18.4) 13.5 (13.4)

Wilson B-factor# 56.7 67.8 47.1

Refinement

Resolution (Å) 41.18 – 2.38 48.37 – 2.45 31.52 – 1.85

No. reflections 16,560 8,702 6,433

Rwork/ Rfree
$ 0.22 (0.23) 0.23 (0.26) 0.21 (0.26)

No. atoms

    protein 940 952 753

    solvent 18 4 27

Res. B-factors$

    protein 64.6 79.1 41.3

    solvent 57.4 59.3 40.7

R.m.s deviations$

    bond lengths (Å) 0.0047 0.0049 0.012

    bond angles (°) 0.89 0.98 1.61

Ramachandran plot$:

    most favored regions (%) 99.08 99.07 98.8

    outliers (%) 0 0 0

MolProbity score$ 1.31 1.19 1.24

*as defined in XDS48

+as defined phenix.refine51 (form 1, form2) or Refmac552 (form 3, using twin laws h,k,l and -k, -h, -l with twin fractions of 0.5, apparent point

group was P 4 2 2)
$as defined in Molprobity53
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Supplementary Fig. 8 Mutations in the AtPHR1 KHR motif result in Pi hyper-accumulation.
a Expression of PHR1 in Col-0, phr1-3, and seedlings of phr1-3 complementation lines expressing FLAG-AtPHR1, FLAG-AtPHR1K325A, FLAG-
AtPHR1H328A, FLAG-AtPHR1R335A, FLAG-AtPHR1K325A R335A, and FLAG-AtPHR1K325A H328A R335A under the control of the AtPHR1 promoter relative
to the housekeeping gene Actin2 at 14 DAG. Seedlings were germinated and grown on vertical 1/2MS plates for 8 d, transferred to 1/2MS plates
supplemented with 1 mM Pi and grown for additional 7 d. For each line, three biological replicates were analysed in technical triplicates by qRT-PCR.
Stars indicate significant differences to Col-0 (*, p < 0.05; **, p < 0.01; ***, p < 0.001). b-d Plot represents Pi content of Col-0 wild type, phr1-3
seedlings  and  seedlings  of phr1-3 complementation  lines  described  in a. Bold  black  line,  median;  box,  Interquartile  range  (IQR); whiskers,
lowest/highest  data  point  within  1.5 IQR of  the  lower/upper  quartile.  Seedlings  were  germinated and grown on vertical 1/2MS plates  for  8  d,
transferred to 1/2MS plates supplemented with either 0 mM (b), 1 mM (c) or 10 mM (d) Pi and grown for additional 7 d. For each line, 4 plants were

measured in technical duplicates. (*, p < 0.05; **, p < 0.01; ***, p < 0.001).
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Abstract	33	
Colicins	 are	bacterial	 toxins	 targeting	Gram-negative	bacteria,	 including	E.	 coli	 and	 related	34	
Enterobacteriaceae	 strains.	Some	colicins	 form	 ion-gated	pores	 in	 the	 inner	membrane	of	35	
attacked	bacteria	that	are	 lethal	to	their	target.	Colicin	 Ia	was	the	first	pore-forming	E.	coli	36	
toxin,	 for	 which	 a	 high-resolution	 structure	 of	 the	 monomeric	 full-length	 protein	 was	37	
determined.	 It	 is	 so	 far	 also	 the	 only	 colicin,	 for	 which	 a	 low-resolution	 structure	 of	 its	38	
membrane-inserted	pore	was	reported	by	negative-stain	electron	microscopy.	Resolving	this	39	
structure	at	the	atomic	level	would	allow	an	understanding	of	the	mechanism	of	toxin	pore	40	
formation.	Here,	we	 report	an	observation	 that	we	made	during	an	attempt	 to	determine	41	
the	 Colicin	 Ia	 pore	 structure	 at	 atomic	 resolution.	 Colicin	 Ia	 was	 natively	 expressed	 by	42	
mitomycin-C	 induction	 under	 a	 native	 SOS	 promotor	 and	 purified	 following	 published	43	
protocols.	 The	 visual	 appearance	 in	 the	 electron	 microscope	 of	 negatively	 stained	44	
preparations	 and	 the	 lattice	 parameters	 of	 2D	 crystals	 obtained	 from	 the	 material	 were	45	
highly	 similar	 to	 those	 reported	 earlier	 resulting	 from	 the	 same	 purification	 protocol.	46	
However,	 a	 higher-resolution	 structural	 analysis	 revealed	 that	 the	 protein	 is	 Dps	 (DNA-47	
binding	protein	from	starved	cells),	a	dodecameric	E.	coli	protein.	This	finding	suggests	that	48	
the	 previously	 reported	 low-resolution	 structure	 of	 a	 “Colicin	 Ia	 oligomeric	 pore”	 actually	49	
shows	Dps.	 	50	



	 3	

Introduction	51	

Colicin	 Ia	 is	a	membrane	pore-forming	toxin	 in	E.	coli.	 It	exerts	 its	 toxicity	as	a	membrane-52	
inserted	form,	which	conducts	ions	to	destroy	a	target	membrane	potential	(1).	In	the	non-53	
inserted	form,	colicin	 Ia	 is	an	α-helical	protein	of	elongated	Y-like	shape	(2).	The	central	R-54	
domain	is	recognizing	and	binding	to	the	outer	membrane	protein	Cir	(3,	4)	and	is	separated	55	
by	a	160	Å	coiled-coiled	region	from	the	lethal	C-terminal	channel-forming	domain	and	the	56	
N-terminal	T-domain	(2).	The	latter	contains	a	TonB	box	(5),	typical	for	TonB/Exb-dependent	57	
translocation	 along	 the	 outer	 membrane	 into	 the	 periplasmic	 space	(6).	 Its	 C-terminal	58	
channel-forming	 domain	 is	 made	 of	 ten	 α-helices	(2)	 and	 is	 structurally	 similar	 to	 pore-59	
forming	 domain	 of	 colicins	 E1,	 N	 and	 A	(7–10),	 as	 well	 as	 to	 the	 T	 domain	 of	 diphtheria	60	
toxin	(11)	and	Bcl-XL		(12).	The	two	central	hydrophobic	α-helices	form	a	helical	hairpin	and	61	
are	 surrounded	 by	 amphipathic	 helices	(13).	 	For	 Colicin	 Ia,	 it	 was	 shown	 that	 this	 helical	62	
hairpin	 can	 integrate	 into	a	 lipid-bilayer	 in	a	voltage-independent	manner	(14).	 The	 region	63	
containing	 amphipathic	 helices	 II–V	 (residues	 474–541)	 are	 translocated	 through	 the	 lipid	64	
bilayer	by	an	applied	voltage	(15,	16).	From	these	single-channel	conductance	studies,	it	has	65	
been	proposed	that	the	helical	hairpin	together	with	a	part	of	 	helix	I	and	a	region	ranging	66	
from	helices	VI	to	VII	are	forming	a	four-transmembrane	ion	channel	(16).	Two	other	studies	67	
based	on	the	same	method	suggested	that	this	channel	has	an	hourglass	shape	(17,	18)	with	68	
a	 pore	 diameter	 of	 1.8	 nm	 at	 the	 cis-side,	 a	 diameter	 of	 1	 nm	 at	 the	 trans-side,	 and	 a	69	
restriction	 to	 around	 7	Å	 in	 between	 the	 two	 entrances	(17).	 In	 stark	 contrast	 to	 these	70	
dimensions,	Greig	et	al.	presented	a	structure	of	the	membrane-inserted	Colicin	Ia	oligomer	71	
at	 a	 resolution	of	 ~17	Å	 reconstituted	 in	 2D	 crystals	 (19).	 The	 structure	 featured	 a	 crown	72	
shape,	 with	 an	 outer	 diameter	 of	 8.1	nm,	 an	 inner	 diameter	 of	 3.4	nm	 and	 an	 averaged	73	
height	of	4.3	nm.	74	
Virtually	all	studies	on	colicin	Ia	reported	so	far,	as	well	as	studies	on	other	colicins	including	75	
Colicin	K	(20),	Colicin	E1	(21,	22),	Colicin	E3	(23),	used	mitomycin-C	(MMC)	to	stimulate	the	76	
colicin	 overexpression.	MMC	 is	 a	 natural	 antibiotic	 of	 Streptomyces	and	 is	 a	 genotoxicant	77	
causing	DNA	damage	(24).	DNA	damage	 is	repaired	by	SOS-response	proteins	(25)	that	are	78	
known	to	participate	in	different	types	of	DNA	repair	mechanisms	as	well	as	in	the	eventual	79	
cell	division	arrest	(26–29).	These	proteins	have	characteristic	LexA	sites	in	their	regulon	that	80	
are	also	found	in	the	regulon	region	of	colicins	(30).	Normally,	a	LexA	dimer	(31)	represses	81	
the	 DNA	 transcription	 of	 SOS-response	 proteins.	 However,	 under	 conditions	 like	 DNA	82	
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damage,	 an	activator	RecA	enables	 their	 transcription	while	mediating	 (32)	 autocatalytical	83	
cleaving	of	 repressor	 LexA	(33).	MMC	was	 found	 to	 cause	DNA	damage	by	DNA	alkylation	84	
that	can	lead	to	a	formation	of	DNA	crosslinks	(24).	Especially	DNA	inter-crosslinks	led	to	a	85	
strong	 SOS	 response	in	E.	coli.	 Here,	 a	 single	 unrepaired	DNA	 inter-crosslink	 can	 lead	 to	 a	86	
death	 of	 bacterium	(24).	 The	 alkylation	 of	 DNA	 occurred	 when	 MMC	 was	 in	 its	 reduced	87	
highly	DNA-electrophilic	mitosene	form	(34).	MMC	alkylates	the	DNA	preferably	at	5’-CpG-3’	88	
and	5’-GpG-3’	(35,	36)		positions;	specifically	on	a	2-amino	position	of	deoxyguanines	located	89	
in	a	minor	groove	(37).	This	enables	introduction	of	an	inter-strand	(24)	crosslink	of	5’-CpG-90	
3’	 that	 reacts	 with	 the	 complementary	 deoxyguanine	 in	 3’-GpC-5’	(37).	 As	 well,	 an	 intra-91	
strand	 crosslink	(38)	 by	 a	 covalent	 bond	between	neighboring	 deoxyguanines	 in	 5’-GpG-3’	92	
are	possible.		93	
MMC	was	also	shown	to	act	as	an	oxidizing	reagent.	MMC	gets	reduced	 in	presence	of	an	94	
oxygen	and	generates	hydrogen	peroxide	(39).	Upon	MMC	treatment	of	E.coli	cells	 in	their	95	
exponential	phase,	expectedly,	proteins	 that	protect	 the	cell	 from	the	oxidative	 stress	 like	96	
two	catalases	KatE	and	KatG	(40)	as	well	as	DNA-binding	protein	from	starved	cells	(Dps)	(41,	97	
42)	were	found	up-regulated	on	the	transcriptional	 level(43).	Dps	plays	a	protective	role	 in	98	
starvation	(41),	 extreme	 pH	 changes	 as	 well	 as	 upon	 exposure	 to	 heat,	 UV	 radiation	 and	99	
heavy	 metals	 (44).	 Normally,	 Dps	 would	 only	 be	 present	 in	 minimal	 amounts	 during	 the	100	
bacterial	exponential	growth	phase.	This	is	different	in	the	transition	to	stationary	phase	and	101	
especially	during	the	stationary	phase	itself.	In	later	phase,	Dps	is	prominently	expressed	in	a	102	
RhoS	regulon-dependent	way,	reaching	up	to	20'000	molecules	(41).		103	
Structurally,	 electron-microscopy-based	 2D	 projections	 of	 Dps	 revealed	 a	 ring-like	 shape	104	
with	 a	 diameter	 between	 8	 and	 9	nm	 (41,	 45,	 46).	 Dps	 is	 known	 to	 form	 hexagonal	 2D	105	
crystals	either	in	presence	or	absence	of	a	non-specific	DNA	(41,	46),	respectively,	assigning	106	
Dps	 a	 DNA	 protective	 role	 by	 biocrystalization	(46).	 Published	 X-ray	 structures	 reveal	 a	107	
hollow	spherical	dodecamer	with	a	tetrahedral	symmetry.	The	sphere	has	an	inner	diameter	108	
of	 4.5	nm	(47).	 Its	 monomer	 has	 a	 four-helix	 bundle	 fold	 similar	 to	 structurally	 related	109	
bacterial	ferritin	(47).	The	shell	inside	is	highly	negatively	charged	(47)	and	can	harbor	up	to	110	
~500	of	iron(III)	molecules	(48).		111	
Here,	we	 report	 the	 result	 of	 a	 structural	 study	 aimed	 at	 elucidating	 the	 structure	 of	 the	112	
colicin	 Ia	 pore	 at	 atomic	 resolution.	 Colicin	 Ia	 was	 expressed	 by	 MMC	 treatment	 and	113	
purified.	 Structural	 studies	 that	 include	negative-stain	 and	 cryo-electron	microscopy	of	 2D	114	



	 5	

crystals	 and	 X-ray	 crystallography	 suggest	 that	 the	 spherical	 particles	 observed	 previously	115	
arise	from	the	contaminant	Dps.		 	116	
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Materials	and	Methods	117	
	118	
Protein	expression	and	purification	119	
E.	coli	TG1	cells	 (Lucigen)	were	transformed	with	bacterial	plasmid	pKSJ340	obtained	 from	120	
Addgene	(#27125),	containing	genes	for	Colicin	Ia	and	the	Colicin	Ia	immunity	protein	(49).	121	
Cells	 were	 grown	 in	 LB	medium	 at	 37	°C	 to	 an	 OD600nm	 of	 0.7,	 whereupon	 Colicin	 Ia	 was	122	
induced	by	 0.5	μg/mL	mitomycin-C	 (Roche).	 After	 4	 h,	 the	 culture	was	harvested	 at	 6'000	123	
rpm	and	 the	 cell	 pellet	was	 resuspended	 in	 50	mM	boric	 acid/NaOH	at	 pH	8.9	 and	 2	mM	124	
EDTA	with	 additional	 protease	 inhibitors	 (Roche)	 and	 lysozyme,	 5	mM	MgCl2	 and	DNAse	 I	125	
(Applichem).	The	cells	were	disrupted	by	sonication	and	centrifuged	at	12'000	rpm	at	4	°C	126	
for	 40	minutes.	 The	 cell	 lysate	 was	 applied	 on	 a	 15	mL	 column,	 containing	 sulpho-propyl	127	
(SP)	FF	sepharose	 (GE	Healthcare)	 of	 an	Äkta	 purifier	 (GE	Healthcare)	 system.	 The	 column	128	
was	 equilibrated	 with	 50	 mM	 boric	 acid/NaOH	 at	 pH	8.9	 and	 2	 mM	 EDTA.	 The	 run	 was	129	
conducted	by	a	flow	rate	of	0.5	mL/min.	The	column	was	washed	with	the	respective	buffer	130	
for	 3	 column	 volumes	 (CV)	 and	 subsequently	 the	 protein	was	 elted	 by	 a	 0-80%	 1M	NaCl	131	
linear	gradient.	The	fractions	resulting	from	the	cation	ion	exchange	(CIEX)	chromatography	132	
step	and	containing	Colicin	Ia	were	concentrated	to	4.5	mL	and	applied	on	a	Superdex	200	133	
16/600	 GL	 size-exclusion	 chromatography	 (SEC)	 column	 (GE	 Healthcare),	 which	 had	 been	134	
equilibrated	 with	 20	mM	 sodium	 citrate	 at	 pH	 5.2	 and	 50	mM	NaCl.	 The	 volume	 of	 this	135	
column	 comprised	 121	mL	 with	 a	 void	 volume	 around	 48	mL.	 The	 flow	 rate	 used	 was	136	
0.5	mL/min.	 A	 second	 size-exclusion	 chromatography	 step	 was	 included.	 The	 protein-137	
containing	 fractions	 B5-B13	 from	 first	 SEC	 step	were	 pooled,	 concentrated	 to	 0.4	mL	 and	138	
applied	 on	 a	 second	 Superdex	 200	 10/300	GL	 SEC	 column	 (GE	Healthcare)	with	 a	 column	139	
volume	of	24	mL	and	a	void	volume	around	8	mL.	The	running	buffer	was	composed	of	20	140	
mM	sodium	citrate	at	pH	5.2	and	50	mM	NaCl.	The	elution	fraction	was	 immediately	flash	141	
frozen,	stored	at	-80	°C	and	used	for	further	experiments.		142	
For	3D	crystallization,	Colicin	Ia	was	labelled	by	selenomethionine.	Hereby,	the	protein	was	143	
expressed	in	one	litre	M9	culture	with	4	g	glucose	as	described	in	the	section	above	with	a	144	
slight	difference.	At	an	OD600nm	of	0.2–0.3	an	amino	acid	mixture	containing	100	mg	lysine,�145	
100	mg	phenylalanine,	100	mg	threonine,	50	mg	 isoleucine,�50	mg	 leucine,	50	mg	valine�146	
and	100	mg	DL-selenomethionine	was	added.	147	
	148	
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	149	
Reconstitution	of	Colicin	Ia	into	lipids	and	2D	crystallization	trials	150	
1,2-dimyristoyl-sn-glycero-3-phosphoglycerol	 (DMPG)	 and	 1,2-Dimyristoyl-sn-glycero-3-151	
phosphorylcholine	(DPMC)	were	mixed	in	a	ratio	of	3:7	(w/w)	and	a	supplement	of	2%	octyl-152	
ß	glucoside	 in	a	buffer	containing	20	mM	sodium	citrate	at	pH	5.2	and	50	mM	NaCl.	For	a	153	
lipid-to-protein	ratio	(LPR,	w/w)	of	0.55	in	a	total	volume	of	2.2	mL,	0.9	mg/mL	colicin	Ia	was	154	
added	and	incubated	for	two	hours	at	37	°C.	The	sample	was	transferred	to	a	10	kDa	MWCO	155	
dialysis	cassette	and	dialysed	against	a	buffer	without	detergent	containing	50	mM	sodium	156	
acetate	at	pH	4.5	and	150	mM	NaCl	for	few	days	at	37	°C.	After	the	dialysis,	the	sample	was	157	
centrifuged	 at	 15'000	 rpm	 for	 10	minutes.	 The	 soluble	 fraction	 and	 the	 pellet	 were	 both	158	
used	for	further	studies.	The	soluble	fraction	was	concentrated	by	small	Vivaspin	centricon	159	
with	 30	kDa	 MWCO.	 	 It	 was	 subsequently	 dialysed	 against	 20	 mM	 HEPES,	 pH	 8.0	 and	160	
150	mM	NaCl	 by	 exchanging	 buffer	 for	 several	 times	 by	 a	 small	 Vivaspin	 centricon	 with	161	
30	kDa	MWCO.		162	
	163	
Negative-stain	electron	microscopy			164	
For	 the	 preparation	 of	 negative-stain	 electron	microscopy	 grids,	 3.5	µL	 of	 protein	 sample	165	
was	 applied	 onto	 glow-discharged	 carbon	 grids	 and	 incubated	 for	 one	 minute.	 The	 grids	166	
were	blotted	with	filter	paper	and	washed	three	times	with	MiliQ-water	with	blotting	steps	167	
in-between.	Staining	was	performed	twice	with	5	µL	of	2%	uranyl-acetate	drops	applied	onto	168	
the	grids	with	an	incubation	time	of	0	and	30	seconds.	Finally,	the	grids	were	blotted	and	air-169	
dried	for	five	minutes.	Micrographs	were	taken	with	a	CM10	(Philips)	transmission	electron	170	
microscope	 (TEM),	 operated	 at	 80	kV	 under	 92’000x	 or	 130’000x	 nominal	 magnification	171	
(pixel	 sizes	 5.44Å	 resp.	 3.85Å)	 and	 recorded	 with	 a	 Veleta	 CCD	 camera	 (EMSIS	 GmbH,	172	
Münster,	Germany),	or	with	a	T12	(FEI)	TEM,	operated	at	120	kV	and	recorded	with	a	TVIPS	173	
F416	CMOS	camera	at	a	nominal	magnification	of	34’000x	(pixel	size	1.98Å).	The	distances	in	174	
recorded	 images	were	measured	with	 the	 ImageJ	1.x	 software	(50).	The	particles	 resulting	175	
from	 the	 soluble	 fraction	 obtained	 after	 reconstitution	 of	 Colicin	 Ia	 into	 lipids	 were	176	
evaluated	 with	 the	 EMAN2	 software	 (51).	 For	 2D	 classification,	 approximately	 350	 single	177	
particle	 images	were	 picked	manually,	 CTF	 corrected	 and	 classified	 in	 6	 iterations	 into	 24	178	
classes	with	EMAN2.		179	
	180	
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Cryo-electron	microscopy	181	
3.5	µL	of	the	soluble	fraction	after	2D	crystallization	trial	and	centrifugation	was	applied	to	182	
300-mesh	 lacey	 EM	 grid	 that	 had	 been	 covered	 with	 a	 5	 nm-thin	 carbon	 film	 and	 glow-183	
discharged	for	15	seconds.	The	protein	sample	was	incubated	on	the	grid	for	one	minute	and	184	
blotted	for	2	seconds	on	filter	paper.	Another	3.5	µL	of	the	soluble	fraction	was	applied	on	185	
the	blotted	filter	paper	as	well	as	incubated	and	blotted	in	the	same	way	twice.	The	grid	was	186	
plunge	 frozen	 in	 liquid	ethane	using	 a	 FEI	Vitrobot	MK4	 (Vitrobot,	Maastrich	 Instruments)	187	
with	100%	humidity	in	the	chamber.	Micrographs	were	acquired	with	a	T12	(FEI)	operated	at	188	
120	kV	and	a	TVIPS	F416	camera	at	a	nominal	 	magnification	of	54’000x	and	evaluated	by	189	
2dx	(52)	routines	within	the	FOCUS	(53)	software.		190	
	191	
3D	crystallization,	data	collection	and	structure	determination	of	Dps	192	
10.6	mg/mL	Colicin	Ia	sample	stored	in	15mM	sodium	acetate	pH	4.5	and	150	mM	NaCl	was	193	
incubated	with	0.5	%	octyl-ß	glucoside	at	37	°C	for	45	minutes.	3D	crystals	were	obtained	by	194	
a	sitting-drop	vapor	diffusion	experiments	 in	a	2:1	ratio	of	protein	and	precipitant	at	room	195	
temperature.	They	grew	to	their	final	size	within	one	week.	Crystals	were	cryo-preserved	by	196	
addition	of	 ethylene	 glycol	 to	 a	 final	 concentration	of	 20%	(v/v)	 and	 flash	 cooled	 in	 liquid	197	
nitrogen.	Six	data	sets	of	a	single	crystal	were	collected	at	the	SLS	beamLine	X06DA	(Swiss	198	
Light	Source,	Paul	Scherrer	Institute,	Switzerland)	at	100	K	and	were	integrated,	indexed	and	199	
scaled	 using	 XDS	 software	(54,	 55).	 The	 crystal	 structure	 was	 determined	 by	 SeMet-SAD	200	
phasing	 and	 refined	 at	 2.80	 Å.	 Selenium	 sites	 were	 identified	 in	 the	 Se-Met	 dataset	 by	201	
Phenix-HySS	(56).	 Initial	 automated	 model	 building	 was	 carried	 out	 with	 Phenix	(57)	 and	202	
Buccaneer	(58)	and	suggested	a	dodecameric	structure	with	homology	to	ferritin.	Following	203	
molecular	 replacement	 using	 PDB	 ID:	 1DPS	(47)	 revealed	 unambiguously,	 that	 the	 crystal	204	
consists	 of	 Dps	 dodecamers	 only.	 Based	 on	 this	 replacement	 solution,	 manual	 model	205	
building	and	structure	 refinement	were	performed	with	Coot	(59)	and	PHENIX	(60).	Model	206	
quality	 was	 validated	 with	 Molprobity	(61).	 Data	 collection	 and	 refinement	 statistics	 are	207	
summarized	in	Table	S1.	The	atomic	coordinates	and	structure	factors	have	been	deposited	208	
in	the	Protein	Data	Bank	under	PDB	ID:	7AQS.		209	
	210	
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Liposome	pull-down	assay	211	
Liposomes	 were	 prepared	 from	 one	 of	 the	 following	 lipids:	 E.	coli	 polar	 extract	 (Avanti),	212	
Soybean	polar	extract	(Avanti),	DMPC	:	DMPG	(Avanti)	 in	a	3:7	(w/w)	ratio.	The	respective	213	
lipids	were	dried	with	argon	gas	and	left	in	an	exicator	overnight	at	room	temperature.	The	214	
lipid	biofilm	was	dissolved	in	20	mM	Tris	pH	7.5	and	100	mM	NaCl	to	a	lipid	concentration	of	215	
10	mg/mL	and	were	incubated	for	3	hours	at	a	room	temperature.	Several	cycles	of	freezing	216	
in	liquid	nitrogen	and	thawing	at	42	°C	were	performed.	Lipid	samples	were	applied	10	times	217	
on	a	pressure-based	extruder	through	a	polycarbonate	membrane	of	100	nm.	Dynamic	light	218	
scattering	on	a	Zetasizer	Nano	ZS	(Malvern	Panalytical)	was	used	to	verify	the	homogeneity	219	
of	liposomes.	Lipids	were	incubated	with	0.9	mg/mL	protein	at	different	pH	by	using	one	of	220	
the	following	buffers	and	in	150	mM	NaCl;	75	mM	Sodium	acetate	pH	4.5,	50	mM	MES	pH	221	
6.5	 or	 50	mM	 Tris	 pH	 8.0.	 An	 analytical	 ultracentrifugation	was	 conducted	 on	 an	 Optima	222	
MAX	XP	(Beckman)	with	a	TLA	120.1	rotor	at	100'000	rpm	for	one	hour.		 	223	
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Results	224	
	225	
Ring-like	shaped	particles	observed	during	purification	of	Colicin	Ia	226	
Colicin	Ia	was	expressed	and	purified	following	a	published	protocol	(19).	In	brief,	colicin	Ia	227	
was	induced	by	MMC	at	an	OD600nm	of	0.7,	and	expression	continued	for	four	hours	(Fig.	1A)	228	
(19).	 DNA	 was	 removed	 by	 DNAse	 I	 and	 Colicin	 Ia	 was	 purified	 by	 cation	 ion-exchange	229	
chromatography	 and	 subsequent	 size-exclusion	 chromatography	(Fig.	1A).	 Already	 the	 first	230	
purification	step	by	cation-exchange	chromatography	yielded	highly	pure	Colicin	Ia	(Fig.	1B).	231	
In	the	second	purification	step	by	size	exclusion	chromatography,	three	elution	peaks	were	232	
observed	 (Fig.	1C).	 The	 fractions	 collected	 from	 peaks	 at	 60	mL	 and	 75	mL	 indicated	 the	233	
presence	of	a	protein	with	a	size	between	50	and	75	kDa,	as	revealed	by	SDS-PAGE.	This	is	in	234	
accordance	with	the	size	of	monomeric	Colicin	Ia	of	69	kDa.	The	identity	of	the	protein	was	235	
further	confirmed	by	mass	spectrometry.	As	Colicin	Ia	was	observed	to	degrade	over	time,	236	
the	Colicin	Ia	fractions	were	subjected	to	a	second	round	of	size-exclusion	chromatography,	237	
yielding	 pure	 Colicin	 Ia	 with	 no	 significant	 impurities	 visible	 in	 SDS-PAGE	 (fraction	 C1	 in	238	
Fig.	1D).	Negative-stain	electron	microscopy	after	the	first	SEC	revealed	soluble	particles	of	239	
spherical	 shape	with	 approx.	 8.5	nm	diameter	 (Fig.	2A).	 TEM	 images	 after	 the	 second	 SEC	240	
showed	smaller	particles	below	6	nm	diameter,	and	less	frequently	some	elongated	shapes	241	
of	 up	 to	 15.7	nm	 length	 (Fig.	2B).	 The	 smaller	 spherical	 particles	 might	 correspond	 to	242	
monomeric	 aggregated	 Colicin	 Ia,	 while	 the	 elongated	 shape	 corresponded	 well	 to	 the	243	
published	X-ray	structure	of	soluble	monomeric	Colicin	Ia	(2),	with	a	coiled-coiled	region	of	244	
around	 160	Å	 separating	 the	 receptor	 binding	 R-domain	 from	 the	 membrane	 channel-245	
forming	C-domain	and	the	N-	terminal	T-domain.		246	
As	 mentioned	 above,	 the	 first	 size-exclusion	 chromatography	 displayed	 peaks	 at	 60	mL,	247	
75	mL	and	115	mL.	The	first	elution	peak	of	61	mL	corresponded	to	an	effective	protein	size	248	
between	 158–440	kDa.	 Negative-stain	 electron	micrographs	 of	 this	 sample	 displayed	 ring-249	
shaped	soluble	particles	of	a	diameter	between	8	nm	and	9	nm	(Fig.	2A).	These	particles	are	250	
visually	 highly	 similar	 to	previously	 reported	Colicin	 Ia	oligomers	that	were	obtained	upon	251	
incubating	 Colicin	 Ia	with	 detergents	 and	 lipids	 and	 subsequent	 dialysis	(19).	 At	 the	 same	252	
time,	 these	 2D	 projections	 also	 resemble	 the	 Dps	 oligomer	(41,	 45,	 46),	 an	 endogenous	253	
E.	coli	protein	of	around	19	kDa	that	can	form	a	dodecamer	of	around	220	kDa	in	size	(47).	254	
The	presence	of	Dps	monomers	was	further	evident	as	faint	protein	bands	 in	the	fractions	255	
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obtained	by	cation	 ion-exchange	chromatography	(asterik	 in	the	Fig.	1B)	and	size-exclusion	256	
chromatography	(asterik	in	the	Fig.	1C).		257	
	258	
Reconstitution	into	lipids	yields	2D	crystals	of	ring-like	shaped	particles		259	
A	 reconstitution	 of	 soluble	 Colicin	 Ia	 in	 a	 lipid	 bilayer	was	 performed	 following	 published	260	
protocols	(19).	 Shortly,	 lipids	 DMPC	 and	 DMPG	 were	 mixed	 in	 a	 ratio	 of	 3:7	 (w/w)	 and	261	
supplemented	by	2	%	of	octyl-ß	glucoside	(Fig.	1A).	Colicin	Ia	and	lipids	were	incubated	in	a	262	
lipid-to-protein	ratio	of	0.55.	This	sample	was	dialyzed	extensively	against	a	buffer	with	a	pH	263	
of	 4.5	 and	 no	 detergent	 (Fig.	1A).	 	 After	 the	 dialysis,	 the	 soluble	 fraction	 and	 the	 pellet	264	
containing	 lipid-bound	protein	were	obtained	by	a	centrifugation	step	(Fig.	1A).	They	were	265	
further	analysed	by	negative-stain	electron	microscopy.		266	
The	soluble	fraction	of	the	dialyzed	sample	contained	ring-like	shaped	particles.	They	were	267	
visually	similar	to	the	particles	obtained	during	size-exclusion	chromatography	(Fig.	3A).	The	268	
2D	 classification	 of	 particles	 from	 the	 soluble	 fraction	 showed	 for	 all	 classes	 ring-shaped	269	
particles	 with	 an	 approximate	 diameter	 of	 8	nm	 (Fig.	3B).	 This	 suggests	 that	 the	 protein	270	
either	had	a	preferential	orientation	on	the	electron	microscopy	grids	or	that	the	protein	is	271	
formed	as	a	hollow	sphere,	so	that	all	projections	resemble	a	ring.	A	further	treatment	of	the	272	
soluble	fraction	by	changing	the	pH	from	4.5	to	a	pH	of	8	led	to	the	formation	of	2D	crystals	273	
(Fig.	4).	 These	were	 found	 to	 have	 a	 hexagonal	 packing	 and	 cell	 unit	 parameters	 a	=	90	Å,	274	
b	=	92	Å	 and	 γ	=	120°	 (Table	1).	 These	 values	 are	 very	 similar	 to	 reported	 2D	 crystal	275	
parameters	of	a	proposed	Colicin	Ia	oligomer	(Table	1)	(19).		276	
A	preliminary	analysis	by	negative	stain	electron	microscopy	was	also	performed	on	the	re-277	
suspended	 pellet	 obtained	 after	 reconstitution	 of	 Colicin	 Ia	 in	 lipids.	 This	 revealed	 the	278	
presence	 of	 membrane	 patches	 of	 irregular	 texture,	 compatible	 with	 the	 presence	 of	279	
reconstituted	 but	 not	 crystalline	 membrane	 proteins	 in	 the	 lipid	 bilayers	 (Fig.	3B).	280	
Furthermore,	 a	 lipid-pull	 down	 assay	 confirmed	 that	 Colicin	 Ia	 at	 pH	 4.5	 is	 exclusively	281	
associated	with	 the	 lipid	 fraction	 in	 the	pellet	 (Fig.	S1).	However,	 in	our	hands	we	did	not	282	
notice	the	formation	of	well-ordered	2D	crystals	at	pH	4.5	as	reported	earlier	(19).		283	
	284	
Formation	of	3D	crystals	from	the	Colicin	Ia	sample	285	
The	Colicin	Ia	sample	was	utilized	in	two	different	ways	for	X-ray	crystallization	experiments.	286	
Firstly,	the	soluble	fraction	obtained	after	reconstitution	of	Colicin	 Ia	 in	 lipids	was	used	for	287	
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setting-up	the	crystallization	plates	(Fig.	1A).	It	contained	ring-like	shaped	particles	(Fig.	3A)	288	
similar	to	those	published	earlier	(19)	that	were	suggested	to	represent	an	oligomeric	pore	289	
of	 Colicin	 Ia.	 Secondly,	 the	 protein	 sample	 was	 incubated	 with	 a	 detergent	 -	 octyl-�	290	
glucoside	 or	 n-dodecyl	�-D-maltoside	 (DDM),	 respectively.	 The	 rationale	 behind	 this	was	291	
that	 electrophysiological	 studies	 of	 Colicin	 Ia	 had	 reported	 that	 detergents	 can	 lead	 to	 an	292	
increased	 amount	 of	 Colicin	 Ia	 channels	 formed	 in	 a	 lipidic	 bilayer	 if	 compared	 to	 non-293	
treated	 Colicin	 Ia	(14).	 This	 was	 suggesting	 that	 some	 detergents	 can	 shift	 the	294	
conformational	equilibrium	between	soluble	and	oligomeric	Colicin	Ia,	which	could	possibly	295	
lead	to	crystals	of	oligomeric	Colicin	Ia.	Protein	3D	crystals	were	obtained	from	both	sample	296	
preparations.	 The	 structure	 of	 the	 crystals	was	 determined	 by	 selenomethionine-labeling.	297	
The	 structure	obtained	 is	 a	dodecameric	 sphere	with	 a	 tetrahedral	 symmetry,	 identical	 to	298	
the	known	structure	of	Dps	(PDB	ID:	1DPS)	(47)	(Fig.	5,	Table	1	and	Table	S1).		 	299	
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Discussion	300	
	301	
When	aiming	at	a	high-resolution	 structure	of	 the	membrane-inserted	Colicin	 Ia	oligomer,	302	
we	 purified	 and	 reconstituted	 protein	 particles	 that	 were	 resembling	 and	 reported	303	
oligomeric	Colicin	Ia	(19)	in	size	and	visual	appearance,	but	at	the	same	time	also	the	protein	304	
Dps	(41,	45,	46)	(Table	1).	2D	crystallization	attempts	resulted	in	a	pellet	fraction	that	upon	305	
preliminary	 TEM	 inspection	 showed	membrane	 patches	 of	 irregular	 structure	 but	 did	 not	306	
show	well-ordered	2D	crystals.	 In	view	of	 the	recent	 improvements	of	single	particle	cryo-307	
EM,	2D	crystallization	attempts	were	not	pursued	further.	However,	well-ordered	2D	crystals	308	
were	obtained	from	particles	from	the	soluble	fraction	that	showed	in	projection	images	a	309	
ring-like	 appearance.	 Such	 particles	 were	 observed	 as	 a	 minor	 population	 after	 the	 first	310	
purification	 step,	 and	 such	 particles	 were	 also	 observed	 in	 the	 soluble	 fraction	 after	311	
membrane	reconstitution	attempts.	A	pH	change	from	4.5	to	8	for	the	soluble	fraction	then	312	
produced	well-ordered	2D	crystals	that	had	very	similar	lattice	parameters	as	those	reported	313	
from	 an	 alleged	 reconstruction	 of	 the	 oligomeric	 Colicin	 pore	(19).	 However,	 also	 Dps	 is	314	
known	to	form	2D	crystals	with	similar	hexagonal	packing	(41,	46)	(see	Table	2).		315	
It	 appears	 highly	 unlikely	 that	 the	 particles	 obtained	 in	 the	 soluble	 fraction	 after	316	
reconstitution	of	 Colicin	 Ia	 into	 lipids	were	membrane-bound	Colicin	 Ia.	 In	 lipid-pull	 down	317	
experiments	 under	 the	 same	 conditions,	 soluble	 Colicin	 Ia	 shifted	 completely	 to	 the	 lipid-318	
bound	state,	indicating	that	is	not	soluble	at	these	conditions.	Hence,	the	particles	obtained	319	
in	 the	 soluble	 fraction	 were	 most	 likely	 a	 contaminating	 other	 protein.	 In	 our	 3D	320	
crystallization	experiments,	 the	protein	Dps	was	successfully	crystalized	from	the	Colicin	 Ia	321	
sample,	(Table	1)	indicating	that	Dps	was	present	as	a	co-purified	product.	The	high	amounts	322	
of	 Dps	 were	 most	 likely	 due	 to	 the	 induction	 of	 Colicin	 Ia	 expression	 by	MMC,	 which	 is	323	
known	 to	 also	 significantly	 increase	 the	 amount	 of	 Dps	 in	 E.	coli	(43).	 Additionally,	 the	324	
purification	protocol	employed	contained	a	cation	ion-exchange	step	that	favors	Dps	binding	325	
as	well.	Dps	is	known	to	get	extracted	natively	without	tags,	while	bound	to	hydroxyl-group	326	
rich	agarose-based	sepharose	6B	and	eluting	with	200	mM	NaCl	(41).	In	this	study,	the	ion-327	
exchange	material	 used	 was	 agarose-based	 sulpho-propyl	 (SP)	 sepharose	 that	 has	 similar	328	
properties.		329	
Taken	 together,	 our	 results	 thus	 suggest	 that	 the	 previously	 reported	 low-resolution	330	
structure	 of	 oligomeric	 Colicin	 (19)	 was	 a	 misinterpretation	 and	 actually	 represented	 the	331	
contaminant	Dps.	Our	protein	expression	and	purification	protocol	of	Colicin	Ia	followed	the	332	
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earlier	 report	 (19),	making	 it	 likely	 that	 the	earlier	 study	also	co-purified	Dps.	Because	 the	333	
publication	of	Greig	et	al.	(19)	is	as	of	today	the	only	report	describing	colicin	as	forming	a	334	
large	pore	in	its	membrane-inserted	form,	we	suggest	that	the	membrane-inserted	form	of	335	
Colicin	Ia	is	likely	smaller	(16,	17).		336	
	337	
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Fig.s		340	
	341	

	342	
	343	
Figure	1.	Expression	and	purification	of	Colicin	Ia.	A,	A	schematic	overview	of	the	Colicin	Ia	344	
purification	 steps,	 its	 reconstitution	 into	 lipids	 and	 further	 structural	 studies.	 B,	 Elution	345	
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profile	from	cation	exchange	(CIEX)	chromatography	and	its	analysis	by	SDS-PAGE.	Left	lane	-	346	
standard	protein	ladder,	lane	2	–	flow-through	fraction,	lane	3	–	wash	fraction,	lanes	4	–	15	347	
fractions	 of	 cation	 ion	 exchange	 run.	 C,	 First	 size-exclusion	 chromatogram	 (SEC,	 with	 a	348	
Superdex	200	16/600	GL)	and	SDS-PAGE	of	collected	fractions.	Left	 lane	-	standard	protein	349	
ladder,	lane	2	–	15	are	the	fractions	of	respective	size-exclusion	chromatography.	D,	Second	350	
size-exclusion	chromatogram	(SEC,	with	a	Superdex	200	10/300	GL)	and	SDS-PAGE	of	size-351	
exclusion	 chromatography	 fractions	 that	 are	 depicted	 on	 the	 left	 side.	 Lane	 1	 –	 standard	352	
protein	ladder,	lanes	2	–	15	are	fractions	of	the	size	exclusion	chromatography	indicated	in	353	
the	 left	 chromatogramm	 besides.	 Blue	 line	 –	 protein	 absorbance	 at	 280	nm	 and	 green	354	
trendline	depicted	 in	(A)	–	0-100%	NaCl	gradient.	Black	arrows	 indicate	collected	fractions,	355	
void	volume	and	proteins	collected.		 	356	
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	357	
	358	
Figure	 2.	Negative-stain	 electron	 microscopy	 of	 selected	 size-exclusion	 chromatography	359	
fractions.	 A,	 Analysis	 of	 the	 concentrated	 fractions	 B1-B4	 from	 first	 size-exclusion	360	
chromatography	 (see	 Fig.	1B).	 B,	 Analysis	 of	 the	 fraction	 C1	 from	 second	 size-exclusion	361	
chromatography	(see	Fig.	1C).	Some	of	the	particles	indicated	by	a	colored	square	in	A	and	B	362	
were	further	magnified	and	are	showed	below	in	square	of	a	corresponding	color.		363	
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	364	
	365	
Figure	3.	Analysis	of	soluble	fraction	and	pellet	after	Colicin	Ia	is	reconstituted	into	lipids.	366	
A,	 Protein	 sample	 containing	 Colicin	 Ia	 was	 incubated	 with	 detergent	 and	 lipids	 and	367	
subsequently	dialysed	in	a	buffer	at	pH	4.5	without	detergent.	After	the	centrifugation	step,	368	
both,	 the	 soluble	 fraction,	 left	 side,	 and	 the	 pellet,	 right	 side,	 obtained	were	 analysed	 by	369	
negative-stain	electron	miscroscopy.	Arrows	indicate	protein	within	the	lipidic	membranes.	370	
B,	2D	classification	of	particles	from	the	soluble	fraction.		 	371	
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	372	
	373	
Figure	4.	Soluble	fraction	obtained	after	Colicin	Ia	is	reconstituted	into	lipids	can	form	2D	374	
crystals.	 Cryo-electron	microscopy	 of	 the	 soluble	 fraction	 obtained	 after	 reconstitution	 of	375	
Colicin	 Ia	 in	 lipids.	 2D	 crystals	 were	 formed	 upon	 a	 pH	 shift	 from	 pH	4.5	 to	 pH	8.	White	376	
arrows	 indicate	 2D	 crystal	 and	 soluble	 particles.	 Upper	 right	 corner	 displays	 Fourier	377	
transformation	of	masked	2D	crystal.	 	378	
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	379	
	380	
Figure	5.	Atomic	resolution	structure	of	Dps.	A,	Cross-section	through	the	Dps	dodecamer.	381	
Different	colors	 represent	single	Dps	monomers.	The	arrows	 indicate	 the	size	of	 the	outer	382	
and	the	inner	diameter	of	the	Dps	oligomer.	B,	Side	view	on	the	complete	Dps	dodecamer.	383	
The	protein	forms	a	hollow	sphere.		 	384	
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Table	1.	Comparison	of	ring-shaped	particles	obtained	in	different	studies	385	
	386	

	 Colicin	Ia		 Dps	 This	study	

Soluble	particles		

in	EM	

Ring-like		

~	8	nm	(19)	

Ring-like		

~	9	nm	(41,	45,	46)	

Ring-like	

8-9	nm	

Unit	cell	lattice	of	2D	

crystal		

	

Hexagonal	packing:	

a=b=94	Å,		

γ =120°	(19)	

Hexagonal	packing:	

a=b=78	Å,		

γ	=120°	(46)	

Hexagonal	packing:		

a=90	Å,	b=92	Å,		

γ	=	120°	

	 	387	
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Figure	 S1.	 Affinity	 of	 Colicin	 Ia	 for	 different	 lipids.	 Colicin	 Ia	 was	 subjected	 to	 a	

liposome	 pull-down	 assay	 with	 different	 lipids	 and	 at	 different	 pH	 values,	 as	

indicated,	and	subjected	to	SDS-PAGE.	Colicin	 Ia	migrates	at	an	effective	molecular	

weight	of	around	70	kDa.	The	soluble	and	the	pellet	fraction	is	indicated	by	“S”	and	

“P”,	respectively.	
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Table	S1:	Statistics	on	diffraction	data	and	refinement	of	Dps.	

	

	 Dps	

PDB	ID	 7AQS	

Wavelength	(Å)	 0.979399	

Resolution	range	(Å)	 45.9	–	2.80		

(2.87	–	2.80)*	

Space	group	 P1	

Unit	cell	(Å)	 91.5,	91.8,	172.6	

α,	β,	γ	(°)	 91.2	100.5,	119.9	

Unique	reflections	 116604	(11605)	

Multiplicity	 10.7	(10.6)	

Completeness	(%)	 99.69	(99.18)	

Mean	I/sigma(I)	 6.4	(1.4)	

Wilson	B-factor	 33.00	

R-means	 0.397	(1.676)	

CC1/2	 0.988	(0.744)	

R-work	 0.200	(0.289)	

R-free	 0.242	(0.338)	

Number	of	non-hydrogen	atoms	 30370	

Number	of	Macromolecules	 29733	

Number	of	Ligands	 24	

Number	of	Water	molecules	 613	

Protein	residues	 3755	

RMS(bonds)	 0.007	

RMS(angles)	 1.09	

Ramachandran	favored	(%)	 98.41	

Ramachandran	outliers	(%)	 0.0	

Rotamer	outliers	(%)	 0.43	

Clashscore	 4.0	

B-factor	(All)	 37.5	

Molprobity	Score	 1.02	

	

*Values	in	parenthesis	are	for	the	highest	resolution	shell.	
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Lorenzo Sborgi1,†, Sebastian Rühl1,†, Estefania Mulvihill2, Joka Pipercevic1, Rosalie Heilig1, Henning

Stahlberg1, Christopher J Farady3, Daniel J Müller2, Petr Broz1,* & Sebastian Hiller1,**

Abstract

Pyroptosis is a lytic type of cell death that is initiated by inflamma-
tory caspases. These caspases are activated within multi-protein
inflammasome complexes that assemble in response to pathogens
and endogenous danger signals. Pyroptotic cell death has been
proposed to proceed via the formation of a plasma membrane
pore, but the underlying molecular mechanism has remained
unclear. Recently, gasdermin D (GSDMD), a member of the ill-
characterized gasdermin protein family, was identified as a caspase
substrate and an essential mediator of pyroptosis. GSDMD is thus a
candidate for pyroptotic pore formation. Here, we characterize
GSDMD function in live cells and in vitro. We show that the N-
terminal fragment of caspase-1-cleaved GSDMD rapidly targets the
membrane fraction of macrophages and that it induces the forma-
tion of a plasma membrane pore. In vitro, the N-terminal fragment
of caspase-1-cleaved recombinant GSDMD tightly binds liposomes
and forms large permeability pores. Visualization of liposome-
inserted GSDMD at nanometer resolution by cryo-electron and
atomic force microscopy shows circular pores with variable ring
diameters around 20 nm. Overall, these data demonstrate that
GSDMD is the direct and final executor of pyroptotic cell death.
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Introduction

Inflammatory caspases (caspase-1, human caspase-4, human

caspase-5, and murine caspase-11) are a group of cysteine-

dependent aspartate-directed proteases that is essential for host

innate immune defense. Caspase-1 is activated within large multi-

protein complexes termed inflammasomes, which are assembled by

the protein pyrin or members of the NOD-like receptor (NLR) and

PYHIN protein families (Latz et al, 2013; von Moltke et al, 2013).

These proteins act as cytosolic pattern-recognition receptors (PRRs)

and detect a variety of pathogen-associated molecular patterns

(PAMPs) or endogenous danger signals (DAMPs). In contrast, the

bacterial cell wall component lipopolysaccharide (LPS), one of the

strongest immune-system activators, leads to the assembly of “non-

canonical” inflammasomes through activation of caspase-4,

caspase-5 or caspase-11 (Kayagaki et al, 2011, 2013; Hagar et al,

2013; Shi et al, 2014).

The downstream signaling pathways that follow the activation of

inflammatory caspases and how the active caspases initiate these

events are still poorly understood (Lamkanfi, 2011). Initial work has

identified the pro-inflammatory cytokine interleukin (IL)-1b as a key

substrate of caspase-1 (Thornberry et al, 1992). Subsequently, it

was found that caspase-1, as well as caspase-11 and its human

orthologs caspase-4 and caspase-5, induces a novel programmed cell

death pathway that is characterized by cell swelling, lysis, and the

release of cytoplasmic content (Fink & Cookson, 2007; Kayagaki

et al, 2011; Shi et al, 2014), presumably as a result of the formation

of membrane pores (Fink et al, 2008). Since this type of cell death is

morphologically distinct from apoptosis and intrinsically pro-

inflammatory, it was named pyroptosis, from the Greek pyro (fire or

fever) and ptosis (to fall) (Bergsbaken et al, 2009). The physiologi-

cal function of pyroptosis is thought to be the prevention of intra-

cellular pathogen replication and to re-expose pathogens to

extracellular killing mechanisms (Miao et al, 2010).

Several landmark studies have recently identified GSDMD (gas-

dermin D), a member of the gasdermin protein family, as an essen-

tial mediator of pyroptosis in human and murine cells (He et al,

2015; Kayagaki et al, 2015; Shi et al, 2015). GSDMD is required for

pyroptosis induction after canonical and non-canonical inflamma-

some activation and is processed by caspase-1, caspase-11, caspase-4,

and caspase-5, but not by apoptotic caspases. The N-terminal frag-

ment of GSDMD (GSDMDNterm) was found sufficient to induce cell

death with the morphological features of pyroptosis (Kayagaki et al,

2015; Shi et al, 2015), and overexpression of the C-terminal domain

GSDMDCterm was found to block GSDMDNterm-dependent cell death
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(Shi et al, 2015). These results gave rise to the hypothesis that

caspase-dependent cleavage releases the N-terminal domain from an

inhibitory interaction with the C-terminus, allowing GSDMDNterm to

induce cell death by a yet undefined mechanism. Since pyroptosis

had long been speculated to involve the formation of a plasma

membrane pore, immediate destruction of the electrochemical gradi-

ent, and subsequent osmotic lysis of the host cell (Lamkanfi, 2011),

it is likely that GSDMDNterm either promotes the formation of this

pore or itself has pore-forming activity (Broz, 2015). Here, we inves-

tigate the functional role of GSDMDNterm in live cells and in vitro.

We demonstrate that after cleavage by caspase-1, GSDMDNterm

targets cellular membranes and that it induces the formation of a

large permeability pore in the plasma membrane. In vitro experi-

ments with purified recombinant GSDMD show that GSDMDNterm

forms large pores in liposomes. We visualize these with cryo-

electron and atomic force microscopy. Overall, these results close

the gaps in the pyroptotic signaling pathway by providing the proof

that GSDMD is the final and direct executor of pyroptotic cell death.

Results

The N-terminal GSDMD fragment induces the formation of a
large plasma membrane pore

Pyroptotic cell death involves the formation of a plasma membrane

pore, cell swelling, and rupture of the plasma membrane. To investi-

gate whether GSDMD, a recently identified mediator of pyroptosis,

mediates pore formation directly, we developed a doxycycline-

inducible system to express the N-terminal fragment (GSDMDNterm)

of mouse GSDMD in HEK293T cells. Doxycycline treatment caused

cell death in HEK293T cells harboring the GSDMDNterm-expressing

plasmid, but not in cells harboring a vector control, in a concentra-

tion-dependent manner (Fig 1A). To characterize whether

GSDMDNterm expression induced a lytic type of cell death, character-

istic for pyroptosis, we next measured the amount of LDH (lactate

dehydrogenase) release after doxycycline-induced expression of the

GSDMDNterm (Fig 1B). Increasing levels of GSDMDNterm expression

resulted in increased levels of LDH release, indicating that ectopic

expression of the GSDMDNterm induced death through cell lysis.

Microscopy analysis showed that GSDMDNterm-induced death had the

morphological features of pyroptosis, that is, cell swelling and nuclear

condensation. To estimate the size of the GSDMDNterm-induced

plasma membrane pore, we next employed an osmoprotection assay

based on the addition of polyethylene glycols (PEGs) of increasing

molecular weight. Addition of these high-molecular polymers can

prevent water influx through pores and the resulting swelling and

osmotic lysis, if the molecular diameter of the agent is larger than

the diameter of the pore (Appendix Fig S1A). We induced

GSDMDNterm expression by doxycycline addition in HEK293T cells

in the presence of PEGs and measured LDH release as a readout for

osmotic lysis and propidium iodide (PI) staining as a measure of

plasma membrane pore formation (Fig 1C and D). Only the largest

sized agent, PEG3000, was able to reduce LDH release partially,

while smaller PEGs did not reduce cell lysis. Importantly, PEG3000

did not prevent PI influx, indicating that it does not block the pore

directly, but functions as an osmoprotectant. PEGs in the range of

600–3,000 Da did not induce significant levels of cell death when

added to cells (Appendix Fig S1B), but larger PEGs could not be

used, since they proved to be cytotoxic.

Infection of primary murine bone marrow-derived macrophages

(BMDMs) with Salmonella enterica serovar Typhimurium

(S. typhimurium) activates the NLRC4 inflammasome (Mariathasan

et al, 2004) and results in caspase-1- and GSDMD-dependent pyrop-

tosis and cytokine release (Appendix Fig S1C and D). To estimate

the size of the GSDMD-dependent plasma membrane pore in

BMDMs, we measured cell lysis as a function of time in the presence

of PEGs of increasing size (Fig 1E and F). Consistent with the

osmoprotection experiment done in HEK293T cells, we observed

that only PEG3000 had a small protective effect, while all smaller

PEGs did not prevent pyroptosis. PI influx was not affected by any

of the osmoprotectants. IL-1b release was also partially affected by

PEG treatment (Appendix Fig S1E); consistent with the observation

that pyroptosis is required for efficient release of the mature

cytokine in BMDMs (Shi et al, 2015). Overall, these experiments

suggest that GSDMD-dependent pyroptosis involves the formation

of a plasma membrane pore with an inner diameter of over 3.5 nm,

the estimated molecular size of PEG3000 (Scherrer & Gerhardt,

1971).

The N-terminal GSDMD fragment targets cellular membranes

GSDMDNterm might itself form a pore in the plasma membrane or

alternatively initiate other events that result in pore formation

(Broz, 2015). To define the fate of GSDMDNterm after caspase-1-

dependent cleavage of GSDMD, we followed caspase-1 activation,

GSDMD processing, and cell death over time in immortalized

wild-type macrophages infected with S. typhimurium (Fig 2A,

Appendix Fig S2A). The processed caspase-1 p20 fragment, an indi-

cator of caspase-1 activation, appeared within 20 min after infection

in the supernatant of macrophages. GSDMD processing correlated

with caspase-1 activation and was detectable in the cell lysate as

well as in the cell supernatant. LDH release was also detectable at

the same time points (Fig 1F and Appendix Fig S1C). Based on

these data, we decided to determine the subcellular localization of

full-length GSDMD and GSDMDNterm in either uninfected cells or in

cells infected with S. typhimurium for 10 and 20 min. Cells were

harvested at each of these time points and subjected to subcellular

fractionation as outlined (Fig 2B). GSDMD full length was exclu-

sively found in the cytosolic fraction (S150) in uninfected cells

(Fig 2C and Appendix Fig S2B), in line with the notion that it is a

soluble, cytosolic protein. After infection, full-length GSDMD, but

very little GSDMDNterm was detected in the S150 fraction. Instead,

the majority of GSDMDNterm was found in the P150 fraction and in

the P10 fraction, correlating with the presence of the plasma

membrane marker Na+K+ ATPase. The Na+K+ ATPase was also

strongly present in the P10, presumably since it is secreted via the

ER/Golgi pathway. The mitochondrial marker VDAC, a porin of

the outer mitochondrial membrane, did not correlate with the

GSDMDNterm and was mainly found in the P0.7 and P10 fractions,

but not in the P150 fraction. Overall, these results suggest that the

GSDMDNterm targets membranes after caspase-1-mediated cleavage.

To characterize the interaction, we isolated plasma membrane frac-

tions of BMDMs after S. typhimurium infection and subjected them

to different treatments (Fig 2D). Conditions known to release

membrane-associated proteins or destabilize protein–protein
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interactions (Gatfield & Pieters, 2000), such as high salt (1 M NaCl)

and sodium carbonate (pH 11) did not solubilize GSDMDNterm.

Extraction of the plasma membrane with 0.02% digitonin, a

cholesterol-sequestering detergent, did not solubilize GSDMDNterm

either. Only the disruption of the membrane with low concentra-

tions of the detergent SDS (0.1%) was able to fully solubilize

GSDMDNterm. Consistently, extraction of BMDMs membranes with

1% Triton was also able to partly solubilize GSDMDNterm

A B

C D

E F

Figure 1. GSDMDNterm induces the formation of a large plasma membrane pore.

A Cell viability as assessed by GFP expression in HEK293T cells transfected with the pRetroX TetOne3G-eGFP plasmid only (vector) or pRetroX TetOne3G-eGFP
harboring the N-terminal fragment of GSDMD. Cells were treated with the indicated concentrations of doxycycline 24 h post-transfection, and the percentage of
GFP-positive cells was determined 16 h later by flow cytometry.

B LDH release from HEK293T cells transfected with the pRetroX TetOne3G-eGFP plasmid only (vector) or pRetroX TetOne3G-eGFP harboring the N-terminal fragment
of GSDMD. At 24 h post-transfection, cells were treated with the indicated concentrations of doxycycline for 8 h and the percentage of LDH release was
determined. Graphs show mean and s.d. of quadruplicate wells.

C, D PI staining of and LDH release from HEK293T cells transfected with pRetroX TetOne3G-eGFP harboring the N-terminal fragment of GSDMD in the presence of
osmoprotectants. At 24 h post-transfection, PEGs of the indicated molecular weights were added to a final concentration of 30 mM, cells were treated with
250 ng ml!1 doxycycline for 8 h, and the level of PI staining (C) or LDH release (D) was determined.

E, F PI staining of and LDH release from LPS-primed primary BMDMs infected with log-phase S. typhimurium for the indicated time points in the presence of PEGs of
the indicated molecular weight (numbers on the x-axis, 30 mM final concentration).

Data information: Graphs show mean and s.d. of quadruplicate wells (B–F) or the mean and s.d. of duplicate wells (A). *P < 0.05 as determined by Student’s t-test. Data
are representative of at least three independent experiments.
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(Appendix Fig S2C). Thus, GSDMDNterm integrates into cellular

membranes in a cholesterol-independent manner, and this integra-

tion is associated with formation of a pore and cell lysis.

The N-terminal fragment of GSDMD associates to
liposomes in vitro

These findings encouraged us to attempt the reconstitution of a

possible pore-forming function of GSDMDNterm in vitro. We estab-

lished recombinant expression for full-length human GSDMD in

E. coli BL21(DE3) expression cells. The protein expressed well with

yields of 1.5 mg l!1 cell culture. Notably, following the same proto-

col, GSDMDNterm did not express in E. coli BL21(DE3) cells to

detectable levels by SDS–PAGE, in agreement with the hypothesis

that the protein might have a toxic effect on the host cells. Full-

length GSDMD was isolated and purified to homogeneity

(Appendix Fig S3A). It elutes as a monodisperse, homogeneous

elution peak from size exclusion chromatography, at the position of

the expected monomeric species. Thermal denaturation showed a

melting point of 43°C, indicating that the protein is folded and can

be thermally denatured. Upon incubation with different human

caspases, we confirmed that recombinant GSDMD is cleaved by

caspase-1, but not by the apoptotic caspase-3 or caspase-8 (Shi et al,

2015). Recombinant GSDMD is thus a functional substrate of its

native enzyme. Then, we characterized the time dependence of

GSDMD cleavage (Fig 3A). About 5 nM of caspase-1 cleaves more

than 50% of 2 lM of GSDMD in 40 min. GSDMD cleavage by

caspase-1 results in a 30-kDa N-terminal (GSDMDNterm) and a

22-kDa C-terminal (GSDMDCterm) fragment. In aqueous solution in

the absence of a lipidic phase, GSDMDNterm is not soluble and forms

aggregates, as demonstrated in a cross-linking experiment (Fig 3B).

After cleavage, the N-terminus is highly cross-linked by DSS (disuc-

cinimidyl suberate), while the 22-kDa GSDMDCterm remains soluble.

To determine whether the poorly soluble GSDMDNterm associates

with lipids, GSDMD was incubated in the presence or absence of

active caspase-1 with unilamellar liposomes made of either 1,2-

dimyristoyl-sn-glycero-3-phosphocholine (DMPC) or from E. coli

polar lipid extract. Ultracentrifugation allowed for separation of the

A C

B D

Figure 2. GSDMDNterm localizes to cellular membranes after inflammasome activation.

A Immunoblot analysis of cleaved GSDMD in culture supernatants and full-length GSDMD, cleaved GSDMD and a-tubulin in the cell lysates of immortalized LPS-
primed WT macrophages left uninfected (NS) or infected for 10–40 min with log-phase S. typhimurium (MOI = 50).

B Schematic representation of the subcellular fractionation shown in (C).
C Fractionation and immunoblot analysis for GSDMD, Na+K+ ATPase, VDAC (voltage-dependent anion channel), HDAC1 (histone deacetylase 1), and GAPDH

(glycerinaldehyd-3-phosphate dehydrogenase) of WT macrophages infected for 10 and 20 min with log-phase S. typhimurium (MOI = 50). Fractionation was carried
out as described in the Materials and Methods section, and equivalent amount of protein was loaded per lane.

D Extraction of cleaved GSDMD from isolated membranes of WT macrophages infected for 10 min with log-phase S. typhimurium (MOI = 50). Extraction was carried in
variable conditions as described in the Materials and Methods section.

Source data are available online for this figure.
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liposomes from the soluble fraction. Whereas full-length GSDMD

did not associate with either the DMPC or the E. coli polar extract

liposomes, the GSDMDNterm fully associated with either of the two

membrane mimetics. GSDMDCterm did not associate with the lipo-

somes (Fig 3C). Therefore, the soluble GSDMDCterm domain is

acting in full-length GSDMD not only as an inhibitor of GSDMDNterm

but also as a solubility tag for the intrinsically insoluble and lipo-

philic GSDMDNterm, preventing it from aggregation and membrane

association. Once cleaved, GSDMDNterm associates strongly to

available membranes. DMPC liposomes are made from a chemically

pure compound, showing that membrane association by

GSDMDNterm does not require any specific receptors in the

membrane.

The N-terminal fragment of GSDMD forms pores in liposomes

Next, we asked whether liposome-associated GSDMDNterm forms

transmembrane pores. Liposomes filled with a self-quenching

concentration of the fluorophore 6-carboxyfluorescein were incubated

with recombinant full-length GSDMD in the presence or absence of

active caspase-1 (Fig 4). Release of the fluorophore from the lipo-

some interior results in a strong reduction in the concentration-

dependent self-quenching effect and consequently in an increase of

the overall fluorescence signal, as demonstrated by chemical

rupture of the liposomes with the detergent Triton X in a control

experiment (Appendix Fig S5). Neither caspase-1 nor full-length

GSDMD alone was able to release dye from the liposomes, but in

the presence of both GSDMD and caspase-1, dye release was

observed, indicating the formation of permeability pores with open

diameters of at least the molecular size of 6-carboxyfluorescein

(!1 nm). The dye release reaction from liposomes includes at least

three kinetic steps: the first step is the proteolytic cleavage of

GSDMD by caspase-1, the second step is the membrane associa-

tion, and the third step is pore formation of GSDMDNterm. Whereas

the first step follows classical Michaelis–Menten kinetics, the reac-

tion mechanisms of the second and third steps may include addi-

tional oligomerization steps with non-trivial concentration

dependence. In an attempt to visualize the concentration depen-

dence of the overall reaction, we measured the kinetics of dye

release as a function of GSDMD concentration at a constant

caspase-1 concentration of 5 nM (Fig 4A). At a GSDMD concentra-

tion of 520 nM, the dye release is very efficient so that in 20 min,

already more than 90% of the total fluorescence signal is observed.

With decreasing GSDMD concentration, the overall reaction rate

decreases, but the overall dye release nonetheless reaches 100%,

showing that sufficient GSDMD is available to permeate all lipo-

somes. This conclusion breaks down at a GSDMD concentration of

65 nM, where only about 50% of the liposomes are permeated at

late time points.

We then measured the kinetics of dye release as a function of the

caspase-1 concentration in the range 1.2–15 nM, while keeping the

GSDMD concentration constant at 130 nM (Fig 4B). In this experi-

ment, by decreasing the concentration of caspase-1, we expect a

reduction of the availability of cleaved GSDMDNterm by the initial

protease cleavage step, and consequently, we observe a deceleration

of the dye release reaction. The total amount of GSDMD is always

sufficient to permeate all liposomes in the setup, and consequently,

we observe 100% dye release levels in all measurements.

A B C

Figure 3. GSDMDNterm targets liposomes after caspase-1 cleavage.

A Human GSDMD at a concentration of 2 lM was incubated at room temperature with 5 nM caspase-1. The protein was cleaved in a time-dependent manner into two
bands of 31 kDa (GSDMDNterm) and 22 kDa (GSDMDCterm).

B Cross-linking experiment of full-length and cleaved GSDMD. GSDMD at a concentration of 2 lM was incubated at room temperature with 5 nM caspase-1. After
enzymatic cleavage, GSDMDNterm is highly cross-linked by DSS, resulting in the gel-impenetrating species highlighted by the arrow. GSDMDCterm is not cross-linked.

C GSDMD at a concentration of 1 lM was incubated at room temperature with 5 nM caspase-1 and liposomes composed of 4 mM DMPC or polar lipid extract derived
from E. coli. After 2 h, the lipid fraction (L) was separated from the supernatant (S) by ultracentrifugation at 4°C for 1 h at 120,000 g.

Source data are available online for this figure.
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Importantly, GSDMD did not only permeate liposomes made of

bacterial lipid extract (Fig 4A and B), but similarly also liposomes

from a eukaryotic source (Fig 4C). In a next experiment, we

examined the functionality of the I105N mutant of GSDMD. This

mutant had played a key role in the discovery of GSDMD, since it

had previously been identified as a loss-of-function mutant in mouse

models (Kayagaki et al, 2015). We generated the analogous

mutation I104N in GSDMD and expressed and purified the mutant

protein with the same biochemical protocols as the wild-type

protein. GSDMDI104N is cleaved by caspase-1 with kinetics

A B C

D E F

G H I

Figure 4. GSDMDNterm causes liposome permeability by pore formation.

A–I Dye release time courses from liposomes as a percentage of maximal release. (A) Five different reactions, where 5 nM caspase-1 and 400 lM 6-carboxyfluorescein-
loaded liposomes prepared with E. coli polar lipids were incubated with GSDMD concentrations of (nM): 520, 260, 130, 100, 65 (colored dark to light orange). The
time point of 20 min is highlighted by a vertical dashed line. (B) Five different reactions, where 130 nM of GSDMD and 400 lM 6-carboxyfluorescein-loaded
liposomes prepared with E. coli extract polar lipid, were incubated with caspase-1 concentration of (nM): 15, 8, 5, 2.5, 1.2 (colored dark to light blue). The time point
of 20 min is highlighted by a vertical dashed line. (C) Three different reactions, where 5 nM caspase-1 and 400 lM 6-carboxyfluorescein-loaded liposomes prepared
with porcine brain total lipid extract, were incubated with GSDMD concentrations of (nM): 520, 260, 100 (colored dark to light green). (D) Dye release at 20-min
reaction as a function of GSDMD (dark orange) and caspase-1 (dark blue) concentrations. Error bars for three independent experiments are shown. (E) Two different
sets of reactions, where wild-type GSDMD (dark to light orange) and the mutant GSDMDI104N (dark to light blue) were independently incubated at the
concentrations of 260, 130, and 65 nM with 5 nM caspase-1 and 400 lM 6-carboxyfluorescein-loaded liposomes. The time point of 60 min is highlighted by a
vertical dashed line. (F) Dye release at 60 min of reaction as a function of GSDMD wild-type (dark orange) and GSDMDI104N (dark blue) concentration. Error bars for
three independent experiments are shown. (G–I) Dye release from 400 lM liposomes loaded with the 6-carboxyfluorescein derivates FD-20, FD-40, and FD-150,
with variable Stokes diameters, as indicated. 130 nM of GSDMD and 5 nM caspase-1 were incubated with the liposomes. For each experiment, a representative
from three independent experiments is shown. The corresponding raw data are shown in Appendix Figure S5.
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indistinguishable from wild-type GSDMD (Appendix Fig S4A and

B). In the dye release assay, at high protein concentrations,

GSDMDI104N is able to form functional pores with only minor

differences to the wild-type protein. At reduced proteins concentra-

tions, however, it showed reduced activity compared to the

wild-type protein (Fig 4E and F). Consistent with these data and

previously published work (Kayagaki et al, 2015), we found that

GSDMDI104N could also induce cell death of HEK293T cells when

expressed by a doxycycline-inducible promoter, although signifi-

cantly less than the WT protein (Appendix Fig S4D). Similarly,

expression of the I104N mutant of human GSDMD in immortalized

Gsdmd-deficient mouse macrophages partially restored pyroptosis

after Salmonella infection when compared to wild-type human

GSDMD (Appendix Fig S4C). The quantitative differences observed

here may well translate into an effective loss-of-function effect in

whole animals, and our experiments thus confirm the functional

deficiency of the mouse I105N mutant. As an additional control

experiment, we verified that uncleaved GSDMD full length does not

form pores in liposomes (Appendix Fig S5E and F). Next, we

addressed the size of the GSDMD pore in liposomes by using

carbohydrate-conjugated fluorophores as markers. These fluo-

rophores have differently long carbohydrate chains attached, resulting

in different overall Stokes radii. We selected three different fluo-

rophores with Stokes radii of 33, 45, and 85 Å, but all of them were

still released by the GSDMD pore (Fig 4G–I). This suggests that the

pyroptosis pore formed by GSDMDNterm can reach diameters of at

least 15 nm, in full agreement with the cellular experiments.

Visualization of GSDMD pores

We employed two methods to resolve pores of GSDMDNterm in lipo-

somes at nanometer resolution. Cryo-electron micrographs of

untreated liposomes show intact spherical shapes (Appendix

Fig S6A). Also the incubation with full-length GSDMD in the

absence of caspase-1 did not result in visual distortions of the lipo-

somes (Appendix Fig S6B). However, upon addition of caspase-1

and subsequent incubation, large ruptures of the liposome structure

were observed. In these preparations, the liposome surface features

numerous large rings of dense material with inner diameters of

!20 nm (Fig 5A–D and Appendix Fig S6C–E). These rings are

formed by GSDMDNterm and although the liposomes appear

completely covered by the assemblies, from the available contrast of

the micrographs, it remains inconclusive, whether these rings are

lipid-filled protrusions or actual transmembrane pores. The lack of

contrast also did not allow for a clear identification of the different

shapes of GSDMD oligomers. To characterize the assembly of the

transmembrane pores convincingly, we thus imaged GSDMD oligo-

mers and pore formation on liposomes by atomic force microscopy

(AFM). In an initial control experiment, we adsorbed either GSDMD

alone, or caspase-1 alone, or GSDMD and caspase-1 together to

freshly cleaved mica, which we used as sample support in our AFM

studies (Appendix Fig S7A–D). GSDMD and caspase-1 readily

adsorbed to the negatively charged hydrophilic mica surface as

monomers or small oligomers, but did not assemble into arcs or

rings. After this, we incubated liposomes composed of E. coli polar

lipids with GSDMD and caspase-1 for 90 min at 37°C and adsorbed

the sample onto freshly cleaved mica. The AFM topographs

recorded in buffer solution showed that upon adsorption to mica,

the liposomes opened as single-layered membrane patches

(Appendix Fig S7E). At higher resolution, the topographs showed

GSDMD bound to the lipid membranes and forming arc-, slit- and

ring-shaped oligomers (Fig 6A–E and Appendix Fig S7F). The height

profile around the arc-, slit- and ring-like oligomers indicates that

they protruded 4.3 " 0.3 nm (average " s.d.; n = 218) from the

lipid surface and that each of them could form pores through

the lipid membrane (Fig 6F and G). Occasionally, arcs and slits

combined into ring-shaped structures, which were not yet perfectly

circular and only partially associated with the formation of

membrane pores. Several pore-forming toxins (PFTs) have shown

the ability to bind to lipid membranes as oligomers forming arcs or

slits that can dynamically rearrange on the membrane surface to

form larger pores (Leung et al, 2014; Sonnen et al, 2014; Mulvihill

et al, 2015; Podobnik et al, 2015). In agreement with this observa-

tion, GSDMD arcs and slits were found that presumably fused into

perfect ring-shaped GSDMDNterm oligomers of variable diameters,

with an average value of 21 nm (Fig 6F–H). These AFM topographs

thus clearly show a structural variability of the GSDMDNterm

assembly, which is, however, determined to eventually lead to the

assembly of ring-like structures. These ring-like structures corre-

spond to the pyroptotic membrane pores.

A B C D

Figure 5. Visualization of GSDMDNterm pores in liposomes by cryo-electron microscopy.

A–C Cryo-electron micrographs of GSDMDNterm pores in E. coli polar lipid liposomes. The micrographs were acquired at protein/lipid molar ratios of 1/1,000, 1/500, and
1/100, respectively. Black arrows indicate ring-shaped structures corresponding to oligomeric GSDMDNterm pore forms. Scale bars = 80 nm.

D Proteoliposome with protein/lipid molar ratio of 1/100 at higher magnification. Black arrows indicate ring-shaped structures corresponding to oligomeric
GSDMDNterm pore forms. Scale bar = 80 nm.
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Discussion

Pyroptotic death is a defining feature of canonical and non-

canonical inflammasome engagement and the final step associated

with the activation of human and mouse caspase-1, but also mouse

caspase-11 and human caspase-4/-5. Although the morphological

features of pyroptotic cell death indicated the formation of a plasma

membrane pore and subsequent lysis of the cell (Lamkanfi, 2011),

the molecules involved in pyroptosis induction had remained

elusive. The recent identification of GSDMD as an essential mediator

of pyroptosis significantly expanded our understanding of pyroptotic

cell death (He et al, 2015; Kayagaki et al, 2015; Shi et al, 2015), but

A

F G H

B C

D E

Figure 6. Characterization of GSDMDNterm pores by atomic force microscopy.

A AFM topograph of GSDMDNterm bound to lipid membranes of E. coli polar lipids. Overview topograph showing arc-, slit-, and ring-like GSDMD oligomers. Scale bar
corresponds to 100 nm.

B–E High-resolution AFM topographs and height profiles of GSDMDNterm oligomers (red curves). Height profiles were measured along the red lines in the topographs.
Dashed zero lines (0 nm) indicate the surface of the lipid membrane; heights of < !4 nm indicate that the oligomers formed transmembrane pores. Topographs
were taken in buffer solution (150 NaCl, 20 mM Hepes, pH 7.8) at room temperature. The experiment was reproduced at least three times using independent
liposome and GSDMD preparations. Scale bars of topographs correspond to 50 nm and of height profiles 10 nm. The full color range of the AFM topographs
corresponds to a vertical scale (height) of 20 nm.

F–H Analysis of GSDMDNterm oligomers bound to lipid membranes of E. coli polar lipids. (F) GSDMDNterm oligomers assembled into arcs, slits, and rings leading to
transmembrane (TM) pores or not transmembrane aggregate (n = 218). (G) Height of GSDMDNterm oligomers protruding from the lipid membrane. Bars represent
mean, and error bars represent s.e.m. (n = 218). (H) Distribution of the diameters of rings formed by GSDMDNterm oligomers. The average distribution was
21.2 " 5.6 nm (n = 164; average " s.d.), and the bin size was 3 nm.
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whether after cleavage by caspases GSDMD executes pyroptosis

directly, or by initiating other signaling events remained unclear. In

this work, we have shown that the N-terminal fragment of GSDMD,

GSDMDNterm, can form pores with average diameters of 21 nm in

artificial liposomes, as well as large pores in the plasma membrane

of cells (Figs 5 and 6). GSDMD oligomers were found to form

pre-pore states consisting of arcs, slits, and rings. Each of these

oligomeric states had a certain probability to also show a pore state,

among which the GSDMD rings with their variable diameter

formed the largest transmembrane pores. The variable pore size

suggests that GSDMD possesses an intrinsic high structural vari-

ability and that GSDMD arcs and slits represent intermediates that

presumably may fuse toward the ring-shaped structures, similar to

observations for several other pore-forming toxins (PFTs) that

dynamically rearrange on the membrane surface (Leung et al,

2014; Sonnen et al, 2014; Mulvihill et al, 2015; Podobnik et al,

2015). Importantly, our in vitro assays show that the formation of

the GSDMD pore does not require other proteins as co-factors or

membrane receptors, demonstrating that GSDMDNterm is the sole

and final executor of pyroptotic cell death (Fig 7). While this

manuscript was in revision, other reports have been published that

confirm our findings that the N-terminal fragment of GSDMD

causes pyroptosis through the formation of a plasma membrane

pore and that demonstrate that the N-terminal domains of other

gasdermin family members share this pore-forming activity

(Aglietti et al, 2016; Ding et al, 2016).

The placement and function of GSDMD in the canonical and

non-canonical inflammasome pathway strongly resembles the

placement and function of Bax (Bcl-2-associated X protein) in the

apoptotic cell death pathways (Youle & Strasser, 2008). Bax is the

final executor of apoptosis and forms a large pore in the mitochon-

drial outer membrane. Interestingly, whereas both proteins form

large permeability pores in their respective target membranes, their

mechanism of activation is entirely different. Whereas GSDMD is

activated by proteolytic cleavage, Bax is activated by interactions

within the Bcl-2 family of proteins (Gavathiotis et al, 2008; Czabotar

et al, 2013). A strong difference can also be expected for the atomic

structure of the two proteins. Bax features a bundle of nine a-helices
(Suzuki et al, 2000), thereby burying the two presumed pore-forming

helices in its central core. The prediction of secondary structure

elements shows that GSDMDNterm consists mainly of b-strand
secondary structure, whereas the soluble GSDMDCterm consists of

a-helical secondary structure (Appendix Fig S8). Thus, while Bax

resembles the bacterial pore-forming colicins, structural studies of the

membrane-inserted form of GSDMD will be of highest interest.

Another functionally related pathway is necroptotic cell death,

which is for instance initiated by TNF (tumor necrosis factor)-a or

the engagement of Toll-like receptor (TLRs) in absence of caspase-8

activity (Pasparakis & Vandenabeele, 2015). Necroptosis involves

the formation of the necrosome, a complex consisting of RIP (recep-

tor serine–threonine–protein kinase)1, RIP3 and MLKL (mixed

lineage kinase domain-like) and similarly to pyroptosis it is charac-

terized by cell lysis (Pasparakis & Vandenabeele, 2015). Recent

work has demonstrated that recruitment of MLKL to RIP3 and MLKL

phosphorylation results in the conformational change that leads to

the exposure of its four-helix bundle domain (FHBD) and oligomer-

ization of MLKL (Murphy et al, 2013). Binding of the FHBD to

negatively charged phosphatidylinositol phosphates has been

proposed to recruit MLKL to the plasma membrane allowing it to

directly permeabilize the membrane by forming a pore (Dondelinger

et al, 2014; Su et al, 2014; Wang et al, 2014). Alternatively, it has

been also proposed that plasma membrane-bound MLKL recruits Ca2+

or Na+ ion channels to permeabilize the membrane (Cai et al, 2014;

Chen et al, 2014). Thus, although the steps leading up to necroptosis

are markedly different from pyroptosis, the execution of both types of

lytic cell death involves the formation of plasma membrane pores.

The fact that GSDMD targets membranes after cleavage by

caspases and forms permeability pores also sheds some light on the

function of the regulatory C-terminal domain. Cleavage of GSDMD

by inflammatory caspases results in the release of the GSDMD

C-terminal fragment (Kayagaki et al, 2015; Shi et al, 2015), but

overexpression of GSDMDCterm, which was found to bind

GSDMDNterm, results in the inhibition of cell death (Shi et al, 2015).

This gave rise to a model in which cleavage releases an intramolecu-

lar autoinhibition exerted by GSDMDCterm on the GSDMDNterm, thus

preventing GSDMDNterm to unleash its cytotoxic activity. Interest-

ingly, we have observed that GSDMDCterm is a soluble protein, while

GSDMDNterm is insoluble and aggregates, when GSDMD is cleaved

in the absence of a target membrane (Fig 3). This result supports a

slightly different model in which GSDMDCterm does not only act as

an inhibitory domain, but simultaneously also as a solubility tag for

the N-terminal domain, maybe by shielding certain hydrophobic or

amphipathic segments required for membrane insertion. Based on

these functions, the alternative names pore-forming domain (PFD)

and solubilizing inhibitory domain (SID) appear well suited for the

GSDMDNterm and GSDMDCterm, respectively.

Figure 7. Model for GSDMD-mediated pyroptotic cell death.
Canonical inflammasomes act as sensors for a variety of pathogens and cellular
insults. Assembly of these types of inflammasomes involves multimerization of
the receptor (purple), which initiates filament formation of the adaptor protein
ASC (green). ASC filaments act as activation platforms for caspase-1 (blue). In the
noncanonical pathway, LPS is directly bound by caspase-11 (yellow), resulting in
its activation. Caspase-1 processes interleukin IL-1b (red). Both caspase-1 and
caspase-11 process GSDMD (orange), which results in release of the GSDMDNterm

fragment. GSDMDNterm forms a large pore in the plasma membrane. Pore
formation results in rapid loss of membrane integrity, the dissipation of the
electrochemical gradient, and ultimately in cell death.
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The identification of GSDMD as an essential mediator of pyropto-

sis has shed light on the possible functions of other gasdermin

family members in programmed cell death. All gasdermins

(GSDMA, GSDMB, GSDMC, and GSDMD in humans; GSDMA1-3,

GSDMC1-4, and GSDMD in mice) are composed of a distinct

N-terminal and C-terminal domain (Tanaka et al, 2013), a feature

shared by the extended gasdermin family members DFNA5 and

DFNB59 (deafness, autosomal-dominant 5/autosomal-recessive 59).

Several lines of evidence suggest that the N-terminal domain of

other gasdermin family members is intrinsically cytotoxic (Saeki

et al, 2007; Op de Beeck et al, 2011; Shi et al, 2015). Given the func-

tional and sequence similarity between gasdermin N-terminal

domains, it is not surprising that all gasdermins induce membrane

permeability pores and subsequent cell death (Ding et al, 2016).

Structural studies of GSDMD and other gasdermin family members

in their full-length and membrane inserted forms as well as the

stoichiometry of these pores will thus remain of high interest.

Furthermore, it remains to be shown whether several gasdermins

might cooperate in pore formation, given that caspase-1-dependent

cell death does not solely rely on GSDMD (Kayagaki et al, 2015).

Finally, to fully understand this emerging group of cell death effec-

tors, it will be necessary to define how other gasdermin family

members are activated and to identify the physiological context in

which they induce cell death.

Materials and Methods

Cell culture and reagents

HEK293T were maintained in DMEM (Sigma), 10% FCS (Amimed),

1% penicillin/streptomycin (Amimed) and split, when they reached

90% confluency. Immortalized macrophages were obtained from R.

Vance (UC Berkeley) and cultured in DMEM, 10% FCS, 1%

PenStrep, 10 mM HEPES (Amimed), 1% non-essential amino acids

(NEAA, Amimed). Polyethylenimine was from Polysciences Inc,

LDH detection kit from Takara, IL-1b ELISA from eBiosciences, near

IR live/dead marker from Thermo Scientific, propidium iodide from

Santa Cruz Biotechnology, PEGs of different sizes from Merck.

pRetroX TetONE3G-Puro was obtained from Clontech. The puro-

mycin resistance cassette was replaced by an EGFP by standard

cloning procedures yielding pRetroX TetONE-eGFP. GSDMDNterm

was amplified from murine cDNA and cloned into pRetroX

TetONE-eGFP by standard cloning procedures. Anti-GSDMD and

anti-GAPDH antibodies were from SCBT (both used at 1:250), anti-

caspase-1 p20 from Adipogen (used at 1:4,000), anti-alpha tubulin

from Abcam (used at 1:2,500), anti-VDAC, anti-HDAC1, and anti-

Na+/K+ ATPase antibodies were from Cell Signaling Technologies

(all at 1:1,000). HEK293T cells were seeded in 96-well plates (30,000

cells per well) 1 day prior to transfection. Cells were subsequently

transfected with 300 ng of plasmid DNA and 3× (wt/vol) linear PEI

(polyethylenimine). Twenty-four post-transfection cells were treated

as indicated in the respective figures.

Generation of stable cell lines

For complementation of GsdmdKO cell lines (Dick et al, 2016),

human Gsdmd was amplified from HeLa cell cDNA (Clontech) and

cloned into pLJM1 (addgene #19319) where the puromycin resis-

tance cassette was replaced with a hygromycin resistance cassette.

The I104N mutant was generated using the Q5 site-directed mutage-

nesis kit (NEB). To produce lentiviral particles, 1 × 106 HEK239T

cells were transfected with the 2 lg lentiviral plasmid, 2 lg psPax2,

and 0.4 lg VSV-G for 6 hrs. Medium was exchanged, and lentiviral

particles were collected 24 h later. Gsdmd-deficient immortalized

macrophages were spin-infected with these particles, and trans-

duced cells were selected with Hygromycin (500 lg/ml, invivogen)

for 7 days. Selected cells were used for experiments.

Macrophage infection

Immortalized macrophages were seeded the day before the experi-

ment (30,000 cells per well of a 96-well plate, 1.5 × 106 cells per

well of a 6-well plate). S. typhimurium (SL1344) was grown

overnight in Luria broth (LB) medium. On the day of experiment,

bacteria were subcultured 1:40 in LB and grown for 4 h to logarith-

mic phase to induce SPI-1 expression. Cells were washed once with

PBS and infected at an MOI of 50 with S. typhimurium diluted in

OptiMEM. LDH and IL-1b release was determined as described in

the respective manufacturer’s instructions. Cell lysates and super-

natants were prepared for Western blot and analyzed by SDS–PAGE
as described previously (Broz et al, 2012).

Subcellular fractionation and membrane extraction

About 1.5 × 107 million immortalized macrophages were seeded in

10-cm tissue culture-treated dishes the day before the experiment.

The next day, cells were left either uninfected or infected with log-

phase S. Typhimurium at a MOI of 50 for 10 and 20 min at 37°C. Cells
were washed three times with homogenization buffer (10 mM Tris,

10 mM acetic acid, 1 mM EDTA, 7.5 mM MgCl2, 250 mM sucrose),

scraped, and homogenized using a syringe equipped with a 25G

needle (30 strokes) (Total lysate). Samples were centrifuged for

700 g for 5 min; supernatants were transferred to a new tube and

centrifuged the same way again. Combined pellets yielded the P0.7

fraction, while the remaining supernatant yielded the S0.7 fraction.

Pellets were washed twice with homogenization buffer and lysed in

RIPA buffer. Supernatants (S0.7) were centrifuged 10,000 g for

15 min; supernatant was transferred to new tube and centrifuged the

same way again. Pellets (P10) were combined, washed twice with

homogenization buffer, and resuspended in SOL buffer (50 mM

Tris–HCl pH 6.8, 1 mM EDTA, 1% Triton X-100). Supernatants (S10)

were centrifuged at 150,000 g for 30 min; supernatant was trans-

ferred to a new tube and centrifuged the same way again. Pellets

were combined, washed again twice, and resuspended in SOL buffer

(P150). The supernatants were analyzed as S150. Protein concentra-

tion of every sample was determined by BCA, and equal amounts

were analyzed by SDS–PAGE. For extraction of membrane fractions,

cells were infected for 15 min with log-phase S. typhimurium,

homogenized as described above, and membrane preparation and

extraction were performed as described in Gatfield and Pieters (2000).

Cloning, expression, and purification of GSDMD and caspases

cDNA coding for the full-length human GSDMD was cloned with an

N-terminal His6-SUMO-tag into a pET28a vector under control of a
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T7 promoter. Single amino acid point mutation I104N was generated

by QuickChange site-directed mutagenesis kit (Stratagene). All plas-

mids were verified by DNA sequencing. The protein construct was

transformed in BL21 (DE3) E. coli strains, and the protein was

expressed by growing the cultures at 37°C to an OD600 of 0.7 and by

inducing with 0.5 mM IPTG overnight at 18°C. The cells were

harvested by centrifugation and the pellet was resuspended in

20 mM Tris buffer pH 7.5, 50 mM NaCl, 5 mM imidazole, 20 mM

MgCl2, 10 mM KCl, 0.5 mM TCEP, 0.1 mM protease inhibitor, and

DNase I. The resuspended cells were disrupted by high-pressure

microfluidization and centrifuged at 30,000 g at 4°C for 45 min.

The supernatant was incubated for 2 h at room temperature with

pre-equilibrated Ni-NTA affinity resin (Thermo Scientific) and then

passed through a column for gravity flow purification. The column

was washed with 20 column volumes of resuspension buffer

containing 15 mM imidazole, and the fusion protein was eluted

with 3 column volumes of the same buffer with 250 mM imidazole.

SUMO-tag cleavage was achieved by addition of ULP1 protease to

the solution and subsequent dialysis overnight at 4°C against 20 mM

Tris buffer pH 7.5, 50 mM NaCl, 0.5 mM TCEP. GSDMD was eluted

from a second round of purification through pre-equilibrated

Ni-NTA affinity resin. The protein was further purified by Hi-trapQ

ion-exchange and a Superdex 75 gel filtration column (GE Health-

care) pre-equilibrated with 20 mM Tris buffer pH 7.5, 50 mM NaCl,

0.5 mM TCEP. Purified GSDMD was frozen in small aliquots in

liquid N2. Human caspase-1, caspase-3, and caspase-8 were cloned

into pET22 expression vectors, expressed as inclusion bodies in

E. coli, and refolded as previously described (Ramage et al, 1995).

Briefly, inclusion bodies were solubilized in 8M urea, and protein

was refolded by rapid dilution; during which the enzymes auto-

activated. A gel filtration column was run to purify the final product,

and the concentration of active enzyme determined by active site

titration.

Liposome preparation

The polar lipid extract derived from E. coli, total lipid extract

derived from porcine brain, and DMPC were purchased from Avanti

Polar Lipids, Inc. (Alabaster AL, USA). Chloroform lipid solutions at

a concentration of 25 mg ml!1 were gently dried in a glass tube into

a thin film under nitrogen flow and placed under vacuum overnight

to further evaporate any residual solvent. The lipid layers were that

rehydrated in 1 ml of 50 mM HEPES buffer, 150 mM NaCl, pH 7.5

under continuous shaking at 50°C for 2 h. The lipid dispersions

were subjected to 10 freeze–thaw cycles, and the resultant lipo-

somes were extruded 20 times through 100-nm polycarbonate

membranes to form large unilamellar vesicles (LUV). The mean

size diameter of the liposomes was verified by dynamic light scatter-

ing (DLS). To prepare dye-filled LUVs, the dry lipid film was

hydrated with 0.5 ml of 50 mM HEPES buffer, 50 mM NaCl,

70 mM 6-carboxyfluorescein, 5 mM TCEP, pH 7.5) or by adding

100 mg ml!1 of fluorescein isothiocyanate dextran FD-20, FD-40,

and FD-150. For the 6-carboxyfluorescein containing liposome, the

removal of extra-vesicular dye was achieved by a purification step

through a PD-10 column (GE Healthcare) pre-equilibrated with

50 mM HEPES buffer, 150 mM NaCl, 5 mM TCEP pH 7.5. The

FD-20, FD-40, and FD-150 dye-filled liposomes were washed twice by

ultracentrifugation at 4°C for 20 min at 100,000 g and then

resuspended in 0.5 ml of the same isotonic solution. All liposomes

were stored at 4°C and used within 24 h.

Liposome leakage assay

Membrane leakage experiments were performed using 6-carboxy-

fluorescein, FD-20, FD-40, and FD-150-filled liposomes composed of

polar lipid extract derived from E. coli and total lipid extract derived

from porcine brain. The samples were initially prepared by diluting

40 mM total lipid concentration in 100 ll solution of 50 mM HEPES

buffer, 150 mM NaCl, 5 mM TCEP, pH 7.5 supplemented with dif-

ferent aliquots of a 2.6 lM GSDMD stock solution. The NaCl

concentration in the reaction buffer outside the LUV was optimized

to preserve caspase-1 activity and to minimize the dye release due

to the osmotic pressure exerted by the dye on the membrane

bilayer. To initiate the cleavage of GSDMD and the consequent pore

formation reaction, different amounts of caspase-1 from a 12 lM
stock solution were added to 100 ll of premixed LUV–GSDMD solu-

tion. The membrane leakage was detected by measuring the time-

course increase in fluorescence resulting from the dye dilution and

subsequent dequenching upon membrane pore formation. The

experiments were carried out in a Corning 384-well non-binding

surface plate, and the fluorescence was continuously recorded for

2 h at 10-s intervals using a Biotek Synergy 2 plate reader with

excitation and emission wavelengths at 492 and 520 nm,

respectively. At each time point, the percentage of dye release was

calculated as:

Dye release ¼ ðI ! I0Þ=ðImax ! I0Þ

where I is the emission intensity of the sample, I0 is the emission

intensity from an experiment with the liposome solution only (neg-

ative control), and Imax is the emission intensity from an experiment

with added Triton X-100 to the liposome solution (positive control).

Gel-shift assays

Recombinant GSDMD was incubated with different caspases for the

indicated time period in a reaction vessel in caspase activity buffer

of 100 mM Hepes, pH 7.4, 0.5 mM EDTA, 50 mM NaCl, 0.1%

CHAPS, 0.005% Novexin, and 5 mM TCEP. Final concentrations

were 5 nM enzyme, 2 lM GSDMD. Reactions were quenched with

6xSDS loading buffer and analyzed by SDS–PAGE. For cross-linking
experiments, 2 mM DSS (ThermoFisher) were added to the reaction,

and protein was cross-linked for 30 min before quenching the

reaction.

Thermofluor assay

To monitor GSDMD thermal stability, the protein was incubated

with the fluorescent dye Sypro orange and the thermal shift assay

was conducted in the CFX96 Real Time Detection System (Bio-

Rad, Hercules, CA). Solutions of 2 ll of 2 lM GSDMD, 8 ll of

5× Sypro orange, 10 ll solution of screened condition were loaded

to a 96-well plate. The plate was heated from 10 to 90°C with a

heating rate of 0.5°C min!1. The fluorescence intensity was

measured with excitation and emission wave lengths of 490 and

530 nm, respectively.
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Cryo-electron microscopy (cryo-EM)

Cryo-EM was used to visualize GSDMD-mediated pore on liposome

surfaces. The samples were prepared by 2-h incubation of freshly

prepared liposome (2 mM lipids) with 2.6 lM of GSDMD in the pres-

ence and the absence of catalytic amounts of caspase-1. All samples

were adsorbed for 10 s on glow-discharged thin carbon film-coated

300-mesh lacey EM grids, blotted for 2 s, and plunge frozen in

liquid ethane using a FEI Vitrobot MK4 (Vitrobot, Maastricht Instru-

ments). Cryo-EM micrographs were acquired with a Philips

CM200FEG transmission electron microscope operated at 200 kV

and a nominal magnification of 66,000×. Images were recorded with

a TVIPS F416 CMOS camera.

Liposome Preparation for atomic force microscopy (AFM)

Unilamellar liposomes were prepared at room temperature (!23°C)
by hydration of lipid films and extrusion through polycarbonate

filters with 0.1-lm pore diameter (Nucleopore Polycarbonate,

Whatman) according to the method described by Avanti Polar

Lipids (www.avantilipids.com). The E. coli polar lipids and the

extruding equipment used for liposome preparation were purchased

from Avanti Polar Lipids. The liposomes were stored at "80°C in

buffer solution (150 mM NaCl, 20 mM Hepes, pH 7.25). After incu-

bation with 1 lM mM GSDMD and 0.2 lM caspase-1 for 90 min at

37°C in buffer solution (50 mM NaCl, 100 mM Hepes, 5 mM TCEP,

pH 7.4), the liposomes were adsorbed onto freshly cleaved mica in

buffer solution (50 mM NaCl, 20 mM Hepes, pH 7.4) (Muller et al,

1997). After an adsorption time of 30 min, the sample was washed

several times with the AFM imaging buffer (150 mM NaCl, 20 mM

Hepes, pH 7.8) to remove weakly adsorbed protein. Buffer solutions

were freshly made using nanopure water (18.2 MΩ cm"1) and pro-

analysis (> 98.5%) purity grade reagents from Sigma-Aldrich and

Merck. Each experimental condition characterized by AFM was

reproduced at least three times. Liposomes made from E. coli polar

lipids incubated in buffer solution but in the absence of GSDMD

showed no arc-, slit- or ring-like structures when imaged by AFM

(Mulvihill et al, 2015).

AFM

Force–distance curve-based AFM (FD-based AFM) (Dufrene et al,

2013) was performed using a Nanoscope Multimode 8 (Bruker,

Santa Barbara, USA) operated in the PeakForce Tapping mode. The

AFM was equipped with a 120-lm piezoelectric scanner and fluid

cell. AFM cantilevers used (BioLever mini BL-AC40, Olympus

Corporation, Tokyo, Japan) had a nominal spring constant of

0.1 N m"1, a resonance frequency of !110 kHz in liquid and sharp-

ened silicon tip with a nominal radius of 8–10 nm. The FD-based

AFM topographs were recorded in AFM imaging buffer (150 mM

NaCl, 20 mM Hepes, pH 7.8) and at room temperature as described

(Pfreundschuh et al, 2014). The maximum force applied to image

the samples was 70 pN, and the oscillation frequency and oscilla-

tion amplitude of the cantilever were set to 2 kHz and 40 nm,

respectively. The AFM was placed inside a home-built temperature

controlled acoustic isolation box. For data analysis, we took unpro-

cessed AFM topographs. Diameters of ring-like GSDMD oligomers

were measured from the highest protruding rim. Heights of GSDMD

arcs, slits, and rings were measured from their highest protruding

feature relative to the surface of the lipid membrane. GSDMD oligo-

mers were classified to having formed transmembrane pores if the

inside of the pore was at least 3.5 nm deeper compared to the

surface of the surrounding lipid membrane.

Expanded View for this article is available online.
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Appendix Figure S1. GSDMD is essential for caspase-1-mediated cell death and cytokine 

release. 

A. Schematic representation of the principle of an osmoprotection assay. B. Cell death as 
measured by LDH release from HEK 293T treated for 8 h with PEGs of increasing molecular 
weight. C-D. LDH and IL-1β release from LPS-primed immortalized wild-type and Gsdmd-deficient 
macrophages infected for 10–40 minutes with log phase S. typhimurium (MOI=50). E. IL-1β 
release from LPS-primed primary BMDMs shown in Fig. 1E–F. Graphs show mean and s.d. of 
quadruplicate wells and data are representative of at least three independent experiments. 
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Appendix Figure S2. Membrane targeting of endogenous GSDMD 

A. Immunoblot analysis of cleaved Gasdermin-D (GSDMD) in culture supernatants and full length 

GSDMD, cleaved GSDMD and α-tubulin in the cell lysates of immortalized LPS-primed WT and 

Gsdmd-deficient macrophages left uninfected (NS) or infected for 10–40 minutes with log phase S. 

typhimurium (MOI=50). B. Fractionation and immunoblot analysis for Gasdermin-D, Na+K+ 
ATPase, VDAC (Voltage-dependent anion channel), HDAC1 (Histone deacetylase 1) and GAPDH 
(Glycerinaldehyd-3-phosphat-Dehydrogenase) of WT macrophages infected for 10 minutes with log 
phase S. typhimurium (MOI=50). Fractionation was carried out as described in the Material and 
Methods section, but in contrast to Figure 2 the total fraction from equivalent numbers of cells 
(2.8x106 cells/lane) instead of equivalent amount of protein was loaded. C. Extraction of full-length 
GSDMD and GSDMDNterm from isolated membranes of WT macrophages infected for 10 minutes 
with log phase S. typhimurium (MOI=50). Data are representative of 2 (A), 1 (B) and 1 (C) 
independent experiments. 
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Appendix Figure S3. Purified full-length GSDMD is stable and monomeric in solution  

A. Gel filtration profile of purified full-length GSDMD. The chromatogram was recorded using 20 
mM Tris buffer, pH 7.5, 50 mM NaCl, 0.5 mM TCEP on a Superdex S75 size exclusion column. 
The void volume and the molecular weights of a standard calibration curve are indicated. B. SDS-
PAGE analysis of GSDMD after size exclusion purification. C. Thermofluor-assay to assess the 
stability of GSDMD at the conditions used for the in vitro experiments. D. SDS-PAGE of 2 µM 

GSDMD incubated at room temperature with 5 nM of either caspase-1, caspase-3 or caspase-8. 
Only upon addition of caspase-1, GSDMD was cleaved in into two bands of roughly 30 and 22 kDa. 
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Appendix Figure S4. Cleavage and cell death activity of GSDMDI104N  

A. Cleavage of 2 µM human wild-type GSDMD (left) or GSDMDI104N (right) incubated with 5 nM 

caspase-1 at room temperature. B. Cleavage kinetics of GSDMD wild type (orange) and 
GSDMDI104N (blue), as obtained from quantification of the SDS-PAGE band intensities in panel A 
with the software ImageJ. C. LDH release from immortalized wildtype macrophages or GsdmdKO 

macrophages, either untransduced or transduced with the indicated constructs in pLJM1-Hygro 7 
days post transduction. Transduced cells were selected by Hygromycin treatment. Cells were 
infected with S. typhimurium for 40 minutes. D. HEK 293T cells were seeded as described in 
Figure 1 and transfected with pRetroX tetONE 3G containing the murine GSDMDNterm or the 
GSDMDI104N of the protein under a doxycycline inducible promotor. Cells were treated for 8 h (right 
panel) or 16 h (left panel) with the indicated concentrations of doxycycline. Cell death was analyzed 

by LDH release. Bars indicate average +/- s.d. of quadruplicate wells. Results are representative of 
4 (C) and 2 (D) independent experiments. 
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Appendix Figure S5. Experimental raw data of liposome dye release experiments 

A–I. Fluorescence intensity time course of dye-loaded liposomes. A–E. Triplicate measurements of 

the experiments described in Figure 4 A–E. The experimental conditions and color code are 

identical to panels Figure 4 A–E. F. Four different reactions where 400 µM 6-carboxifluorescein-

loaded liposomes were incubated with GSDMD concentrations of (nM): 2000, 1000, 512, 216 (dark 

to light orange). G–I. Triplicate measurements of the experiments described in Figure 4 G–I. For A–

D and G–I, each panel shows the emission intensity for the following control experiments: 

liposomes (magenta), for liposomes + GSDMD (green) and for liposomes + caspase-1 (brown), as 

well as the maximum emission intensity for each assay, recorded by adding Triton X-100 to the 

liposome solution (black). 
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Appendix Figure S6. Time course visualization of GSDMDNterm pores by cryo-EM.  

A. Cryo-EM micrograph of liposomes from E. coli polar extract lipids. Scale bar, 80 nm. B. Cryo-EM 

micrograph of 260 µM liposome solution incubated with 2.6 µM of GSDMD in the absence of 

caspase-1. Scale bar, 80 nm. C–E. Cryo-EM micrographs acquired at time points 0 min (C), 30 min 

(D) and 60 min (E), after incubation of 260 µM liposome solution + 2.6 µM of GSDMD with 48 nM of 

caspase-1. Scale bars, 80 nm. F. Average liposome diameter as determined by time-resolved 

dynamic light scattering (DLS) measurements at the sample conditions of the cryo-EM experiments 

(blue) and of the liposome leakage assay (red). Grey bars highlight the 30 and 60 min time points. 
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Appendix Figure S7. Control experiments showing that full-length GSDMD adsorbed to 

mica does not assemble into defined oligomeric structures 
A. AFM topograph of freshly cleaved mica after incubation of 0.3 μM GSDMD, 0.2 μM caspase-1, 
or 1 μM GSDMD and 0.2 μM caspase-1 for 90 minutes at 37 °C in buffer solution (50 mM NaCl, 
100 mM Hepes, 5 mM TCEP, pH 7.4) the samples were adsorbed onto freshly cleaved mica for 30 
minutes and then the mica was rinsed with imaging buffer (150 mM NaCl, 20 mM Hepes, pH 7.8) 
solution to remove weakly attached molecules. B. AFM topograph showing GSDMD adsorbed onto 
the mica surface as presumably monomers or small oligomers. C. AFM topograph showing 
caspase-1 adsorbed onto the mica surface as presumably monomers or small oligomers. D. AFM 
topograph showing GSDMD and caspase-1 adsorbed onto the mica surface as presumably 

monomers or small oligomers. E. Overview AFM topograph of liposome made from E. coli polar 
lipids extract after being incubated with GSDMD and caspase-1 for 90 min at 37°C. The liposome 
upon adsorption to the mica support opened showing single membrane patches. F. At higher 
resolution of these membrane patches the AFM topographs show the arc-, slit- and ring-shaped 
GSDMD oligomers at detail. AFM topographs were taken in buffer solution at room temperature. 
The full-range color scales of the AFM topographs correspond to a height of 10 nm (A–D) and 22 
nm (E–F). Scale bars, 100 nm. 
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Appendix Figure S8. Secondary structure prediction of human GSDMD.  

The prediction was made by Jpred (Drozdetskiy et al., 2015). Below the amino acid sequence of 

human GSDMD, the predicted secondary structure elements are indicated (α-helix: blue; β-strand: 

yellow) and the confidence of the prediction (9 = high confidence; 0 = low confidence). The 

caspase-1-cleavage site between D275 and G276 by is indicated as a red dashed line. 
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