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Abstract

The feedbacks between ice sheets and the rest of the climate system are a major

source of uncertainty in constraining future sea level change and perhaps aspects of

future climate change. In the past, there is strong evidence that large and at times

relatively abrupt changes in sea level and climate occurred. The past therefore offers

a testable window that may help build confidence in projecting future changes.

Climate models are used to study the evolution of ice and climate during glacial

intervals. However, these models are either computationally expensive to run for

glacial-scale periods, or are too simplified and miss key feedbacks between ice and the

climate. To confidently model changes in the past, ensembles of transient model run

on order 10 ky or longer are required. Therefore, a fast coupled ice-climate model

with relevant feedbacks is required.

Beyond last glacial maximum and especially beyond the range of accurate 14C

dating (about 40-50 ka), constraints on past ice sheet evolution become sparse. The

last glacial inception (herein including post inception peak retreat, thus covering the

range of about 120 ka to 105 ka) is a poorly understood interval that includes both

rapid ice sheet growth and subsequent decay. It thereby offers a challenging test for

fully coupled ice and climate models.

This thesis documents 3 specific contributions. 1) The fast fully coupled ice-

climate model LCice 1.0 is documented. 2) Results from an ensemble of coupled

transient simulations of the last glacial inception are presented. The ensemble pro-

vides a potential phase-space of ice and climate evolution during the last glacial

inception. 3) Finally, multiple sensitivity experiments isolate the impacts of the two
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largest northern hemisphere ice sheets on climate and each other.
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Chapter 1

Introduction

Climate change and associated sea level rise are fundamental issues for global society,

and climate models have emerged as a key tool in understanding and constraining

potential climate change. With the accelerating warming we are facing, confidence

in projections of future climate and sea level requires understanding the feedbacks

between ice sheet and the climate. However, as detailed below, the tools for developing

such understanding are to date limited.

Earth System Model (ESM) are the primary tools for understanding and project-

ing possible future climate change. Full complexity ESMs have high computational

costs which tend to limit ESM model usage to sub-millennial scale transient runs.

This computational cost is a major limitation for coupled ice and climate contexts

given that the response time of ice sheets to changes in climate is multi-timescale. The

ice sheet build-up timescale is O(1 kyr) to O(10 kyr) while fast ice streams can have

active time scales as low as O(1 yr)). Feedbacks between ice and climate implies that

models and observations covering this whole range of time scales is required to build
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coupled ice/climate system understanding and confidence in model predictions for fu-

ture climate and sea level change. Confidence in ESM accuracy for modelling future

climate change and especially changes in variability and possible “tipping points” is

further limited given that these models are generally tuned to present-day climate.

The paleo record offers a test of ESMs under different mean states from inter-

glacials warmer than present to the Last Glacial Maximum (LGM), ∼20 ka, when

sea level on average was between 120 and 130 m lower than present due to the con-

version of water to terrestrial ice. Paleoclimate also provides data to study large and

at times relatively abrupt changes in the climate, such as multiple rapid warmings

recorded in Greenland ice-cores, in the order of tens of years (Dansgaard-Oeschger

event). Such different climate states contribute to our understanding of the climate

system and its behaviour by providing analogues for current change and testable

scenarios for evaluating General Circulation Model (GCM).

During the last 2.5 Myr, inferred ice volume variations from deep sea oxygen

isotope records (Chappell et al., 1996; Shackleton, 1987) indicate that the climate

periodically switched between glacial and interglacial conditions. These oscillations

transitioned from an approximate dominant 41 kyr periodicity (approximately in

phase with obliquity-driven variations in insolation) to more saw-tooth shaped glacial

cycles in the last 1 Myr. The latter are characterized by long (∼ 80-90 kyr) and

non-monotonic periods of ice accumulation that end abruptly with relatively rapid

(∼ 10-20 kyr) deglaciation (figure 1.1). During each glacial interval, new ice sheets

built up over the Northern Hemisphere continents, the Antarctic and Greenland ice

sheets grew, global mean sea level decreased, as did global mean temperature and

precipitation, and sea-ice cover expanded (figure 1.2). There are, however, large
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uncertainties in the inferred response of the climate system to such changes, in part

due to a number of feedbacks between ice and climate system components.

Figure 1.1: Sea level variations in the last 3 Myr (Lisiecki and Raymo, 2005).
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Figure 1.2: Temperature estimates of the last 800 kyr from EPICA Dome C ice core

(Jouzel et al., 2007).

For instance, as ice sheets grow thicker, they can relocate or split the jet-stream

(Bromwich et al., 2004; Benson et al., 1995; Bromwich et al., 2005; Andres and

Tarasov, 2019), change the wave number of stationary Rossby waves, and there-

fore alter storm tracks, temperature, and precipitation. Changes in temperature and

precipitation in return highly influence ice sheet evolution. The scale of such changes

strongly depend on the elevation and location of the ice domes, which are poorly

constrained in proxy records (especially prior to the LGM). Ice sheet growth/decay

affects the oceans as well. Changing terrestrial ice combined with Glacial Isostatic

Adjustment (GIA) can alter terrestrial runoff routing and freshwater flux into the

oceans. The conversion of water to terrestrial ice lowers sea level, which can partially

or completely close some of the key gateways in the ocean, such as the Bering Strait

and large sectors of the Barents and Kara Seas (Groeneveld et al., 2014; Takahashi,
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1998). Both of these effects can result in altering the oceans’ salinity distribution and

circulation. Changes in ocean circulation consequently impact the heat and moisture

transport to higher latitudes, and therefore ice sheets’ growth or retreat. Section 1.4

reviews feedbacks between ice and climate in more detail.

The LGM and the following termination (∼17-7 ka) have been the focus of many

studies (Braconnot et al., 2007a; Otto-Bliesner et al., 2006; Liu et al., 2018; Cleator

et al., 2019) as they include a rapid warming in the climate and consequent ice

sheet melt, with a sea level rise of ∼120 m in 10 kyr (Peltier and Fairbanks, 2006;

Lambeck et al., 2014; Clark and Mix, 2002). The temporal proximity of LGM enables

a large set of well-dated and well-preserved proxy records for constraining the ice

and climate state. However, the full glacial state of LGM is very far from present-

day and future, and thus provides a climate state of questionable value for global

warming contexts. Initializing ESMs for LGM climate modelling is also non-trivial

given limited constraints on the LGM ocean state along with uncertainties in ice sheet

configuration.

The last interglacial offers potentially the best paleo analogue for ongoing climate

change. However, model initialization is even more of a challenge given the rapid and

otherwise poorly constrained penultimate deglaciation that led to the interglacial.

On the other hand, the Last Glacial Inception (LGI), ∼120-110 ka, avoids much

of the uncertainties associated with model initialization, as there was no ice sheet

over North America and Eurasia near the end of the last interglacial (Eemian), and

Greenland and Antarctic ice sheets sizes were relatively similar to their present-day

values (Helsen et al., 2013). Similarities in ice configuration and sea level between

the end of the Eemian and present-day offers the latter’s ice and ocean state as a
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proximal initialization option for simulating LGI. Furthermore, despite the common

perception that ice sheet growth is much slower than ice sheet retreat, the rate of past

ice growth is at times comparable to rates of ice sheet retreat (e.g. Marine Isotope

Stage (MIS) 7b at ∼230 ka and LGI) (Chappell et al., 1996; Waelbroeck et al., 2002;

Siddall et al., 2003). During LGI, multiple marine terraces from around the world

identified a fast sea level lowering of ∼ 60 m from 120 ka to 110 ka (Waelbroeck

et al., 2002), which is almost 50% of the full-glacial sea level lowering at the LGM.

This rapid change in sea level was then followed by an increase in sea level due to ice

sheet retreat for the next 10 kyr. Therefore, LGI is a period of rapid ice and climate

change, with a relatively more constrained initial condition. Combined, this offers

an exquisite test for ESM sensitivity to orbital and greenhouse gas forcing and the

capture of relevant ice and climate feedbacks that goes well beyond what is available

with the current mean climate state.

However, due to the subsequent disturbance of the surface by the expanding ice

sheets and being outside of the 14C dating interval, proxy records of LGI ice sheet

extent are scarce and poorly dated (Andrews and Barry, 1978; Stokes et al., 2012). As

such, relatively little is known about the evolution of individual ice sheets during the

LGI. This uncertainty percolates into the associated changes in the climate system

both due to similar limitations in proxy records and the uncertainty in the required

ice sheet boundary conditions for running climate models over this interval.
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1.1 Modelling of the LGI

Prior to this work, modelling of the LGI was largely limited to: simulating perennial

snow cover in high latitudes of the Northern Hemisphere in climate models without

dynamic ice (e.g. Dong and Valdes, 1995; Vettoretti and Peltier, 2003, 2004), forcing

climate models with uncertain prescribed ice sheet configurations (Pollard, 2010), or

using highly simplified climate models coupled to ice sheet models that lacked key

ice and climate feedbacks (e.g. Tarasov and Peltier, 1997b; Wang and Mysak, 2002;

Kageyama et al., 2004; Abe-Ouchi et al., 2013).

These models have generally failed to simultaneously simulate both the inferred

amount and rate of LGI sea level decrease and subsequent increase. This may be

due to the complete lack of coupled dynamic ice sheets and/or the absence of key

feedbacks between ice sheets and the rest of the climate system. Although climate

models may be tuned to simulate the rapid sea level lowering, that tuning is then often

inconsistent with the rapid retreat after 110 ka. Depending on the model resolution,

the simplicity of the representation of the processes, and the feedbacks included in

these models, different types of regional deficiencies can arise as well. For instance,

the coupled ice - climate model of Calov et al. (2005) simulated an erroneous ice sheet

over eastern Siberia and Alaska, and failed to capture ice retreat after the first glacial

peak. Using a simpler 2D ice sheet model coupled to 1D energy balance climate

model, Wang and Mysak (2002) also simulated extensive ice over Alaska during the

early phases of the inception, which is not supported by proxy data (Hidy et al., 2013).

Furthermore, they did not extend their simulation to test post-inception retreat and

therefore the ability to grow ice might have been purely due to a model cold bias.
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The only successful simulation of LGI prior to this study in terms of capturing

both the fast ice sheet build-up and the following retreat (Ganopolski et al., 2010)

also suffers from extensive glaciation of Alaska. Their coupled ice sheet (SICOPO-

LIS) - coarse resolution climate model (CLIMBER) was limited to an energy balance

atmospheric component that relied heavily on a dust forcing chronology and ad hoc

parameterization of dust impact on planetary and snow albedo. They also applied a

temperature correction field over North America to aid in resolving the zonal temper-

ature gradient, which was crucial for their modelled initiation of last glacial inception.

Their model lacks some possibly key ice and climate feedbacks (such as the rerout-

ing of ice sheet meltwater runoff into the ocean and the dependence of sub-ice shelf

melt on modelled ocean temperature) and it is not clear whether their results would

continue to fit global sea level variations as effectively if these feedbacks were included.

The difficulties that models have in simulating the growth and retreat of ice during

the LGI suggests problems with net model sensitivity to orbital and/or greenhouse

gas forcings. Therefore, the LGI interval offers a potentially strong test for climate

model sensitivity to orbital and Greenhouse Gas (GHG) variations that might help

constrain the wide spread of current GCM predictions for 2100 and beyond.

The extent that missing or too poorly represented ice-climate couplings and feed-

backs versus other problems (such as limited model resolution and inappropriate

model tuning) are responsible for erroneous sensitivity of models and the failure in

capturing LGI is to date unclear. To parse this, it is first useful to review the most

important missing or simplified ice-climate couplings/feedbacks in current models.

Atmosphere
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The most challenging aspect of coupling ice sheet models to atmospheric mod-

els is that the spatial and time scales are very different. Within this coupled

climate context, atmospheric models tend to operate at spatial resolutions of

approximately 2o to 10o, whereas ice sheet models currently operate at grid

resolutions of approximately 10 to 25km (approximately 0.1o to 0.25o). The

climate model-computed surface temperature and orographically forced precip-

itation will therefore tend to be inconsistent with the O(10) to O(100) finer grid

resolution of the ice sheet model. This discrepancy will be strongest in regions

of high topographic variance and steep surface gradients, precisely the regions

most sensitive to errors in precipitation and surface temperature (such as high

elevation ice nucleation sites and ice sheet margins).

One commonly-used strategy to deal with this discrepancy for surface tem-

peratures is to adjust the values passed from the atmosphere model at the

atmospheric surface heights to the ice sheet model surface heights via a given

vertical temperature gradient (“lapse rate”). The lapse rate most commonly

used is a constant, often the mean free tropospheric moist adiabatic lapse rate

(Gregory et al., 2012; Gardner et al., 2009), which is problematic for at least

two reasons: the actual temperature gradient with height along a mountain’s

surface is not the same as a vertical temperature gradient measured in the free

air, and vertical temperature gradients vary spatially and temporally (Marshall

et al., 2007; Gardner et al., 2009).

Orographically-forced precipitation is even more of a challenge to down-scale

from low-resolution model output. Paleo ice sheet models have tended to rely
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on bilinear interpolation with imposed vertical precipitation gradients that run

counter to that expected and observed on windward slopes.

The choice of how to spatially aggregate the topographic features of ice sheet

heights from the ice sheet model’s high-resolution grid to the atmospheric

model’s low-resolution grid is also non-trivial. Choices must be made about

what attributes of the ice sheet surface are most important to retain: for ex-

ample, should height be preserved at the expense of total topographic volume

(say above sea level), or visa versa?

Timescales of processes in the atmosphere operate on the order of hours to years,

whereas timescales for ice sheets operate primarily on the orders of decades to

millennia and beyond (with sensitivities to shorter timescales for processes such

as surface melt, ice stream surges, and ice calving). It is prohibitively compu-

tationally expensive for modelling groups to run ice sheet models coupled to

current state-of-the-art climate models (at conventional resolutions of approxi-

mately 1o) for multiple millennia. Therefore, due to the separation in timescales

of atmospheric and glacial processes, modellers have historically chosen one of

two options. If their focus is on the climate, they prescribe ice sheet conditions

to be constant and non-interactive (aka a white rock) and perform climate

model simulations at conventional resolutions (Pollard, 2010; Ivanovic et al.,

2016). Alternatively, groups most interested in modelling ice sheet changes

employ highly simplified atmospheric forcing for their ice sheet models. This

simplified atmospheric forcing has tended to vary between using ice core records

to interpolate temperature and precipitation between present-day climatologies
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and a full glacial state as represented by snapshot GCM modelling (e.g. Tarasov

and Peltier, 2004) and the use of energy balance climate models that thereby

lack atmospheric dynamics (Tarasov and Peltier, 1997b; Huybers and Tziper-

man, 2008). These approaches neglect feedbacks between the ice sheets and

atmosphere at their worst and simplify the responses of one component to a

degree that it is no longer realistic at their best.

Ocean

Oceans and ice sheets have fewer means of interacting than the atmosphere and

ice sheets do. They only come in direct contact at the margins of ice sheets

and along the bottom surface of ice shelves. However, runoff and calving from

ice sheets alters the distribution of salinity in the ocean (and thus its density

and all associated processes), and the surface conditions of the oceans affect the

temperature and humidity of air interacting with ice sheets. All of the issues

of spatial and temporal scales mentioned in the previous section apply here as

well. Nevertheless, there are additional simplifications to note here that are

particular to ocean-ice sheet interactions.

It has until recently been common for ice shelves to not be modelled at all for

paleo contexts. Once ice flowing towards its grounding line meets a thickness

criteria, it is often parameterized to calve immediately (e.g. Roche et al. (2014)).

For ice sheet models that explicitly incorporate ice shelves, the relation of sub-

shelf temperature and circulation (controls on sub-shelf melt) to that of the

proximal ocean model (coarser resolution) grid cell is poorly constrained (sub

ice shelf marine circulation has to date not been resolved in ocean models used

11



for paleo contexts).

Due to relatively small-scale but dynamically-important features in the oceans

such as boundary currents, the distribution of meltwater runoff from ice sheets

(and thus its effect on large-scale circulation patterns) depends on where and

at what depth it is injected to the ocean. While ice sheet melt is commonly

determined on the high-resolution ice sheet model grid, its runoff may not be,

especially if the ice sheet does not terminate at the ocean. Thus, the location

that the freshwater is being injected into the ocean may not be realistically

represented.

Vegetation

Records of large vegetation changes in northern Canada and Europe at the end

of Eemian suggest that including missing feedbacks related to vegetation in

GCMs might improve model ability to capture glacial inceptions (Cane et al.,

2006). Initial investigations into the role that albedo changes due to changing

vegetation cover play in the LGI indicate that including dynamic vegetation

in models can help maintain snow cover through a full seasonal cycle (Pollard

and Thompson, 1997; Gallimore and Kutzbach, 1996; De Noblet et al., 1996)

and thereby facilitate terrestrial ice growth. In a similar study, Meissner et al.

(2003) showed that land-related feedbacks can double the atmospheric cooling

during glacial inception as well as the reduction of the meridional overturning in

the North Atlantic. Therefore omitting the vegetation component in modelling

the transient climate of the LGI may have significant impacts on the results.

Spatial Downscaling
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As noted above, GCMs generally employ coarse resolutions relative to that of

ice sheet models. Earth system Model of Intermediate Complexity (EMIC) tend

to use even lower resolutions (e.g. for the LOVECLIM atmospheric component:

∼5.6°at equator; and for its ocean component: 3°× 3°(Goosse et al., 2010a)).

This difference in spatial resolution requires careful consideration when coupling

ice sheet and climate models with regards to the passing of fluxes between the

models.

The model that I will be presenting herein, LCice, downscales temperature

from the coarse LOVECLIM grid to that of the high resolution Glacial Systems

Model (GSM) using the spatially and temporally variable vertical temperature

lapse-rate and ice sheet elevation, rather than typical use of time independent

scalar value (usually 6.5°C/km) (Alex S. Gardner et al., 2009; Colleoni et al.,

2014). For precipitation, I use a novel scheme (“advective precipitation”) to

downscale precipitation that corrects for the high resolution orographic forcing

of precipitation on the GSM grid compared to the order 10 times poorer topo-

graphic resolution of LOVECLIM. Both the downscaling methods are described

in more detail in Chapter 2.

Temporal Downscaling

Depending on the processes and nature of the system considered, each compo-

nent of a climate model integrates forward in time with a different time step.

Coupling these components may require time averaging of a field from one com-

ponent before passing it to another component. As shown in Chapter 2 of this

thesis and Gregory et al. (2012), using different coupling time-steps can yield
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different results.

From a modelling viewpoint, some of the most common approximations that may

significantly limit model ability to accurately capture glacial inception/deglaciation

rates and patterns are:

• the exclusion of ice-sheet dynamics (no coupled model) (Beghin et al., 2013;

Liakka, 2011)

• ignoring land surface dynamics (vegetation, soil moisture) (Meissner et al., 2003)

• the choice of vertical lapse-rate (Charbit et al., 2007)

• initial conditions (model spinup length, initial ice sheet extent and thickness)

(van Lent, 2013)

• the exclusion of dust feedbacks (Harrison et al., 2001)

• simplistic (or non-existent) treatment of ice calving and sub ice shelf melt that,

for instance, often ignores dependence on temperature and ocean circulation.

• the exclusion or simplification of sea ice representations (Stephens and Keeling,

2000; Shine and Henderson-Sellers, 1985; Gildor and Tziperman, 2003)

• simplistic ocean models (Hewitt et al., 2003)

Despite studies showing the importance of including individual ice/climate feed-

backs/couplings in climate models, there has been to date no study to include all of

these in one model. This is in part due to the computational cost of the inclusion of

all processes and feedbacks between different components of the climate system. For
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instance, running the state-of-the-art Community Earth System Model (CESM) with

all components enabled for 10 kyr year of simulation takes more than a year using

O(500 cores). Using such a model to simulate tens of thousands of years is not yet

practical.

The need to simulate multi-millennial timescales within a reasonable time resulted

in the development of EMICs. The faster runtime (more than 1 kyr/day in the

case of LOVECLIM) of EMICs is achieved by running in lower temporal and spatial

resolution, and using simpler representations of dynamical processes. Fast EMICs

enable the inclusion of slowly varying components of the Earth system, such as ice

sheet and carbon cycle feedbacks.

Prior to this work, there was no coupled ice sheet - climate model that captured

the key dynamics in both the ice and climate and associated feedbacks, and ran fast

enough for transient glacial scale simulations. Therefore I developed a coupled model

(LCice) by coupling the climate model LOVECLIM, to the Glacial Systems Model

(GSM). This coupling includes almost all of the main feedbacks between ice sheets and

climate, and is also fast enough to simulate the LGI (∼ 120-100 ka) in a reasonable

time (∼3 weeks) using only a single CPU core.

1.2 LCice; a fully coupled ice-climate model

While developing LCice, I aimed to include almost all of the key feedbacks between

ice sheets and the atmosphere and oceans, including those that have previously been

absent in coupled models: dynamic meltwater runoff flux and routing, sub-shelf melt

dependence on modelled ocean temperature, dynamic adjustment of Bering Strait
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throughflow, ice sheet grid scale orographic forcing of precipitation, and dynamic ver-

tical temperature lapse-rate. Figure 2.1 in Chapter 2 illustrates the coupling scheme

and associated text provides details about LCice components and coupling.

LCice 1.0 is the only fully coupled ice sheet (GSM) - climate (LOVECLIM 1.3)

model to date to capture the sea level changes of the LGI with only greenhouse

gas and orbital forcing and with no temperature and precipitation bias correction

(Bahadory and Tarasov, 2018). For the initial selection of a climate model component,

I original tried to set up and run several EMICs, including MITgcm, UVic, etc. I

assigned one week to the attempted porting of each model. Most of these models

failed to be successfully ported, due to compilation errors, instability and multiple

crashes, inconsistency in functioning with different versions of libraries, etc. Planet

Simulator (PlaSim) and LOVECLIM are the only models with atmospheric, ocean,

sea-ice, and vegetation components that I could port within only one week of effort.

LOVECLIM has the advantage of dynamic sea ice (PlaSim only has thermodynamic

sea ice) and faster speeds with much reduced computation resource requirements

(LOVECLIM only runs on a single core). It was therefore selected for coupling to the

GSM. However, it is worth noting that the LCice coupler is very flexible and will at

some point also be used for coupling the GSM to an upgraded version of PlaSim.

Below, the main characteristics of the two models (LOVECLIM and GSM) used

in LCice are reviewed.
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1.2.1 LOVECLIM

LOch–Vecode-Ecbilt-CLio-agIsm Model (LOVECLIM) is a three-dimensional EMIC

(Claussen et al., 2002), which includes atmospheric, oceanic, and vegetation compo-

nents. The atmosphere and ocean models in LOVECLIM have different grid resolu-

tions (details in sections 1.2.1.1 and 1.2.1.2), with a spatial resolution coarser than

that of state-of-the-art GCMs. The details for each component of LOVECLIM are

provided below.

1.2.1.1 The atmospheric model (ECBilt)

The atmospheric component of LOVECLIM (ECBilt) is a quasi-geostrophic model

with T21 horizontal resolution (∼ 5.6o to ∼ 8o in latitude and longitude) and three

vertical levels for the dynamics at 800 hPa, 500 hPa and 200 hPa (Goosse et al.,

2010a). Temperature is calculated at surface, 650 hPa, and 350 hPa levels. Due to

the quasi-geostrophic approximation, ECBilt’s simulation of the Tropics is poor. The

coarse resolution of the atmospheric model flattens the topographical elevations, espe-

cially in regions with steep slopes, therefore affecting the temperature, precipitation,

and precipitation type. With our temperature and precipitation downscaling schemes

in LCice, I tried to partially compensate for this discrepancy. The humidity in the

atmosphere is represented in ECBilt as the total precipitable water content between

the surface and 500 hPa. Precipitation occurs when the total precipitable water in

the layer is above the relevant threshold, or water is transported by atmospheric flow

above the 500 hPa level. As shown in Chapter 2, this is one of the key parameters in

controlling the evolution of ice sheets, as ice sheets highly sensitive to precipitation
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amounts.

The cloud cover in ECBilt for radiative contexts is prescribed. To account for

possible changes in the distribution of cloud during glacial periods, I incorporated a

simple cloud parameterization in LCice 1.0 as a function of humidity. The impact of

including this parameterization is shown in figure 2.9 of Chapter 2. LOVECLIM’s soil

model is also part of the atmospheric model. It is a single-layer land-surface model

on the same grid as the atmospheric model.

1.2.1.2 The ocean model (CLIO)

CLIO is a primitive equations ocean model with a free surface, 20 vertical levels and a

horizontal resolution of 3°. It includes approximations such as the Boussinesq approx-

imation, the thin shell approximation, and the hydrostatic approximation (Goosse

et al., 2000), and includes parameterization of vertical mixing and downsloping cur-

rents along the continental slope, and the Gent-McWilliams scheme for eddy-induced

advection (Goosse et al., 2010a; Gent and Mcwilliams, 1990). The sea ice component

is a dynamic-thermodynamic model with fractional sea ice coverage in a grid cell

(Hibler, 1979), though limited to only one ice thickness category per each cell.

1.2.1.3 The vegetation model (VECODE)

The model for the terrestrial biosphere Vegetation Continuous Description model

(VECODE) (Brovkin et al., 2002; Cramer et al., 2001) is a coarse-resolution vegeta-

tion model suitable for long-term simulations. VECODE consists of three sub-models:

1) a model of vegetation structure that calculates plant functional type fractions in

equilibrium with climate 2) a biogeochemical model that estimates net primary pro-
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ductivity and its allocation, and carbon pool dynamics 3) a vegetation dynamics

model. For any given climate, there is a stable composition of plant functional types

corresponding to the climate. If climate changes, the vegetation model simulates

the transition from the equilibrium for the previous climate to a new equilibrium.

The vegetation model does not directly interact with the ice sheet model; however,

the vegetation cover affects modelled atmospheric temperature (through its albedo)

and precipitation. These are both primary controls on the ice sheets’ surface mass

balance.

1.2.1.4 Internal LOVECLIM coupling of components

The dynamical equations of the atmospheric and ocean models are discretized on

different grids. Therefore an interpolation of climatic fields is required during the

exchange between the two models. CLIO provides ECBilt with the sea surface tem-

perature, the sea ice temperature, the fraction of sea ice in each ocean grid cell and

the sea ice and snow thickness. ECBilt passes CLIO the wind stresses over the ocean

and sea ice, the shortwave and net heat fluxes over both sea ice- and ocean-covered

fractions of each grid cell, and the solid and liquid precipitation (including runoff,

evaporation and sublimation).

No flux correction on wind stress or heat fluxes is applied between ECBilt and

CLIO. However, as precipitation rates in the Atlantic and the Arctic are significantly

overestimated in ECBilt, they are reduced by 8.5% and 25%, respectively, before

being transmitted to CLIO in order to avoid excessive ocean drift (Goosse et al.,

2010a). In order to conserve mass, the excess water is dumped into the North Pacific

where ECBilt underestimates precipitation.
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1.2.1.5 Model performance

As LOVECLIM is a model of intermediate complexity, it cannot be expected to

reproduce all observations to the same degree as a GCM. Some of the biases in the

model are directly linked to the model formulation, and reducing their amplitudes

can only be achieved by modifying fundamental model assumptions, which would be

at the expense of some of the main advantages of LOVECLIM.

Comparing the simulated mean climate over the last decades to observations,

LOVECLIM reproduces the main characteristics of the observed surface temperature

distribution reasonably well (see table 2.3 in Chapter 2 for instance). As shown by

Goosse et al. (2010a), the simulated mean annual zero degree isotherm by LOVE-

CLIM averaged over the 1980-2000 period is close to that observed in present-day in

both hemispheres, with a more northern position on continents than over the oceans

in the Northern Hemisphere. Though not as appropriate as the JJA (June July Au-

gust mean) isotherm for this context, this offers some confidence that temperatures

controlling the ice margin location are at least approximately captured for present

day by the model. LOVECLIM also captures the temperature gradient between the

cold western and warm eastern Atlantic at mid and high latitudes, as seen in present-

day observations. Goosse et al. (2010a) found that the model overestimates tropical

temperatures, especially over the continents and the Eastern Pacific, resulting in

an underestimation of the temperature gradient between the Eastern and Western

Pacific. The zonal mean precipitation has the right magnitude in nearly all the lati-

tude bands for present-day, although it is too symmetrical between the northern and

southern hemispheres likely due to its quasi-geostrophic atmospheric approximation.
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The simulation of sea ice extent is reasonably accurate in the Pacific Ocean, both

during summer and winter. In the North Atlantic Ocean however, the simulated

sea ice margin is too far north in Baffin Bay and the Labrador region in winter. In

summer the sea ice extent is too large. In the Southern Ocean the sea ice extent is

also slightly overestimated year-round.

1.2.2 GSM

The GSM (Glacial Systems Model) is a three-dimensional thermomechanically cou-

pled ice sheet model, that includes basal dynamics, visco-elastic bedrock response

(Tarasov and Peltier, 1997a), a permafrost-resolving bed thermal model (Tarasov

and Peltier, 2007), positive degree day surface mass balance (Tarasov and Peltier,

2002), sub-grid ice flow and surface mass balance for grid cells with incomplete ice

cover (Le Morzadec et al., 2015), ice calving, a temperature-dependent sub-shelf melt

scheme, a first-order approximation to geoidal deflection, and fast surface drainage

and lake solver (Tarasov and Peltier, 2006). The latter is used in the ice to ocean

coupling. It has a horizontal grid resolution of 0.5°longitude by 0.25°latitude.

1.3 Climate sensitivity

A key goal of this project is to analyze the response of ice and climate to mutual

feedbacks, especially those due to the climate-mediated impact of each major northern

hemispheric ice sheet upon the other. The influence of the North America (NA) ice

sheet on the Eurasia (EA) ice sheet evolution is of particular interest. Differences in

the size and extent of the NA ice sheet during different glacial intervals have been
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invoked to explain large differences in EA stadial ice extent and location (Beghin

et al., 2013; Colleoni et al., 2016; Liakka et al., 2016; Ullman et al., 2014; Kageyama

and Valdes, 2000). For instance, during the penultimate glacial maximum (∼ 140 ka)

the EA ice sheet is inferred to have been larger compared to that of the LGM, while

the North American ice sheet is believed to be have been somewhat smaller than its

LGM size (Colleoni et al., 2016). As well, during the last glacial cycle, there is an

inferred westward migration of the EA ice sheet center of mass between successive

stadials (Svendsen et al., 2004).

Given the uncertainties in the response of ice and climate to past changes, one may

be led to the following question: could small perturbations in the earth/climate/ice

system result in a very different pattern of subsequent ice and climate

evolution? Answering this question requires determining the climate response to

perturbations in the system, such as changes in the evolution pattern of ice and the

climate due to slight variations in snow and ice albedo, the configuration of each ice

sheet, or the atmosphere and ocean state at the end of Eemian. For this purpose,

an ensemble of simulations, each with slightly different initial conditions and model

parameters is required. Such an ensemble permits exploration of the sensitivity of ice

sheets and the climate evolution to changes in the state of the climate, and the results

can be used to determine if the spatiotemporal pattern of the LGI is a single attractor

in the phase space of possible inceptions, i.e. could the LGI happen in more than one

way? The ensemble approach also directly addresses the parametric uncertainty of

the model. Table 2.2 of Chapter 2 summarizes the impact of the ensemble parametric

uncertainty on North American and Eurasian temperature and precipitation. These

ensemble results offer the paleoclimate community with a (albeit crude) probability
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distribution of ice and climate evolution through LGI.

An ensemble of transient simulations for the LGI interval using a fully coupled ice-

climate model with all the key ice-climate feedbacks has never been produced before.

This is likely due to the lack of a fast and fully coupled model prior to introducing

LCice 1.0, and also the high computational expense of doing a long and large ensemble.

The development of LCice and the access to large computational resources allowed me

to, for the first time, establish an ensemble of fully coupled ice/climate simulations

for the LGI interval, and probe the relevant role of key ice/climate feedbacks.

1.4 Climate drivers and feedbacks during glacial

intervals

As the Earth orbits around the Sun, the solar forcing at the top of the atmosphere

slowly changes due to variation of three orbital parameters of the Earth’s motion

about the sun: (1) the eccentricity (i.e. of the Earth’s orbit around the Sun), with

periodicities of approximately 100 and 400 kyr, (2) the obliquity (i.e. the Earth’s

axial tilt with respect to the Earth’s orbital plane around the Sun), with a period of

41 kyr, and (3) precession of the perihelion (i.e. seasonal timing of when the Earth is

closest to the Sun), with an average period of approximately 23 kyr (Berger, 2014).

The inferred sea level record over the last 800 kyr has a dominant spectral power at

100 kyr (ie the eccentricity), with weaker signals at 41 kyr and 23 kyr (Ruddiman,

2003). However, the high latitude summer insolation signal has its strongest spectral

peak at 23 kyr (and adjacent 21 and 19 kyr) followed by 41 kyr with no significant
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power at 100 kyr. Therefore it is recognized that insolation variations alone cannot

explain the magnitude of the climatic response, particularly the 100 kyr cycle of ice

volume that has dominated the sea level signal since 800 ka (Maslin and Ridgwell,

2005). Since orbital changes alone do not appear to explain the 100 kyr timescales of

glacial cycles, contributions from other processes are required, such as the amplifying

effects of greenhouse gases and other climate feedbacks (e.g. Gallée et al., 1992;

Tarasov and Peltier, 1997b; Ruddiman, 2003). In part due to the lack of capable

fully coupled ice-climate models prior to this work, the role of ice climate feedbacks

is poorly understood.

1.4.1 Feedbacks in the atmosphere

As the summer insolation decreases, more snow can survive to the next winter. Per-

sistent survival of snow to the next winter is a necessary and sufficient condition for

onset of local glaciation. Subsequent feedbacks can in turn accentuate snowfall and

therefore ice accumulation. Specifically the resultant increase in snow extent raises

the surface albedo, which acts as a positive feedback in promoting more cooling over

the region, and thereby enhancing the expansion of snow and ice. As an ice sheet

thickens, its surface altitude increases, which in turn decreases surface temperature.

On regional scales, the presence of an ice sheet can cool the air moving over it and

thus cool the surrounding ice-free areas. The resultant temperature gradient along

with direct orographic forcing alters wind directions, the distribution of precipitation

amount and type, and cloudiness.

On hemispheric scales, the changing land topography resulting from ice sheet
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growth and retreat can modify large-scale atmospheric circulation characteristics such

as changing the jet-stream path (Beghin et al., 2013) and displacing the ITCZ (Denton

et al., 2010). These changes can lead to a redistribution of heat and moisture in the

Northern Hemisphere and changes to the exchange of heat between hemispheres.

To better capture these feedbacks, LCice 1.0 upscales the NA and EA ice sheets

from the ice model to the climate model after each coupling step, so the atmosphere

can react to the changes in elevation and ice mask. A new precipitation downscaling

method is used to account for orographic forcing on the high resolution GSM grid,

which as shown in Chapter 2 and 4, strongly impacts ice sheet evolution. A simple

radiative cloud parameterization scheme is also included to account for cloud distri-

bution variation as a function of air column humidity. Chapter 2 details the coupling,

upscaling and downscaling methods, and cloud parameterization used in LCice 1.0.

1.4.2 Feedbacks in the ocean

On average, the surface ocean transports heat poleward (although less than the at-

mosphere above mid-latitudes). Warm circulating ocean water under ice shelves can

result in significant sub-shelf melt (e.g. 1454± 174 gigatonnes per year in Antarctic

at present-day, more than the estimated calving flux (1321± 144 gigatonnes per year)

(Depoorter et al., 2013)), drive grounding line retreat, and thereby increase net ice

sheet mass loss. Therefore in LCice, a sub-shelf melt scheme dependent on upstream

ocean temperature profiles is included (details in Chapter 2).

Meltwater discharge from ice sheets into the oceans (Roche et al., 2010; Ganopolski

et al., 2010) can affect the thermohaline circulation. During ice sheets growth, the
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runoff from the land to the ocean declines due to water being stored as ice over land.

Reduction in the freshwater flux to the ocean changes the regional ocean salinity, and

hence potentially the ocean circulation. Also less water returned to the ocean means

a negative mass balance for the oceans, and therefore a lower sea level. The change in

sea level can alter the throughflow of some of the key gateways (such as Bering Strait,

and Canadian Archipelago) with resultant impacts on ocean circulation. For instance,

multiple studies have shown that Bering Strait closure can result in strengthening of

the AMOC, and pre-condition the ocean state for an abrupt change in the AMOC

(e.g. Shaffer and Bendtsen, 1994; Hu et al., 2010, 2012).

LCice dynamically and self-consistently computes both runoff and the change in

Bering Strait relative sea level during transient simulations. Sensitivity experiments

using LCice 1.0 confirm a strong response of ice and climate to changes in meltwa-

ter runoff and Bering Strait throughflow (Chapter 4). Changing sea level can also

change the land-sea mask, and expose continental shelves, which when combined with

windier conditions during glacial intervals, results in a dustier atmosphere. Increases

in atmospheric dust concentration and the consequent increased rate of dust deposi-

tion on ice sheets reduces the surface albedo and thereby enhances ice surface melt.

However, the current version of LCice (v1.0) does not include land-sea mask changes

(beyond Bering Strait) nor a dust process representation.

1.4.3 Feedbacks involving sea ice

The presence and evolution of sea ice affects the surface albedo (Liu et al., 2009). By

largely insulating the ocean from the atmosphere, it also affects air-sea heat fluxes,
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CO2 fluxes, and evaporation (Cohen et al., 2013). As such, sea ice can have a major

impact on downstream air temperature and precipitation rates. The growth and

retreat of sea ice is therefore expected to influence downstream ice sheet evolution.

On the other hand, the cooling and change in wind direction and speed induced by

ice sheets can impact downstream sea ice extent. This latter coupling is examined in

Chapter 3.

Sea ice formation involves brine rejection which increases the local ocean surface

density (Shin et al., 2003). It therefore also plays a critical role in deep water forma-

tion, which in turn potentially influences global scale ocean circulation. Due to the

importance of sea-ice feedbacks on ice and climate evolution, a key design criterion

for LCice was a climate model with dynamic/thermodynamic sea-ice.

1.4.4 Feedbacks involving vegetation

Changes in vegetation cover can strongly impact seasonal albedo and humidity, and

thereby alter regional temperature and precipitation. The climate model used in

LCice therefore has a dynamic vegetation model (VECODE) to account for changes

in vegetation type, extent, and albedo. More details about VECODE are provided in

section 1.2.1.3.

A key feedback vegetation feedback not included in LCice is that involved in the

carbon cycle. LCice does account for the radiative forcing of changing atmospheric

concentration of CO2 and methane as derived from ice core records.
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1.5 Summary

The last million years, with various different ice and climate configurations, provides

testable scenarios for models to investigate the sensitivity of the climate system on

glacial time scales and under different mean states. Among different past intervals,

the LGI is a good candidate for this purpose, as 1) it represents an interval of large ice

growth for ∼10 kyr, followed by a relatively rapid ice retreat, 2) The LGI has been a

challenge for climate models to capture, which makes it a good test case to investigate

the extent to which the absence of ice dynamics and/or relevant ice-climate feedbacks

in these models is responsible for this difficulty, and 3) the similarities in the global ice

distribution between the end of the last interglacial and present-day makes it a more

proximal analogue for present-day climate change contexts compared to full glacial

conditions (e.g. LGM). The LGI also reduces uncertainties in initial conditions for

models compared to that of LGM.

Confident examination of ice/climate model climate sensitivity on glacial time

scales requires an ensemble of simulations. This necessitates a fast, computationally

cheap, and fully coupled ice-climate model, able to capture the sea level variations

during the LGI as inferred from proxy records. Prior to this work, there was no such

model. That is the motivation behind the development of LCice 1.0 and this project.

The fully coupled LCice 1.0 can simulate the growth and retreat of ice during the LGI,

and is fast enough for O(10 kyr) to O(100 kyr) ensemble simulations on commodity

computer clusters.

With the ability to model the coupled ice and climate evolution of LGI in approx-

imate accord with sea level proxy-based reconstructions, I can then address three
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major questions. First, what is the likely pattern of LGI ice sheet evolution over

this interval? This is intertwined with the related question of the stability of LGI

under small perturbations in the system. More simply, did the LGI have to happen

the way it did? Finally, the difficulty that past models have faced replicating LGI

sea level changes (directly or indirectly by computing surface mass balance without a

glaciological ice sheet model) raises a process question: What are the key feedbacks

and their relative roles in driving both the relatively rapid growth of terrestrial ice

and its subsequent retreat?
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1.6 Thesis overview

This thesis is written in manuscript format. Therefore, each chapter includes a more

focused literature review in its introduction.

Chapter 2 describes the LCice 1.0 model that I constructed from coupling the

freely available LOVECLIM earth system model of intermediate complexity and the

glacial systems model (GSM). LCice addresses the need for a fast coupled ice sheet

system and climate model that includes almost all the key feedbacks between ice and

climate along with explicit atmospheric, ocean, sea ice, and vegetation (albeit highly

simplified) dynamics.

Chapter 2 also describes the selection of ensemble model parameters and sen-

sitivity tests performed on these ensemble parameters for the last glacial inception

interval. The sensitivity of the modelled last glacial inception with respect to each

of the key ice and climate feedbacks is also analyzed in this chapter. Finally, the

chapter presents the selection process for a set of 500 ensemble parameter vectors to

approximately “bracket reality” that will feed into the subsequent chapters herein.

This process also documents the extent to which this “reality bracketing” is achieved.

Chapter 2 was published in the open access journal Geoscientific Model Devel-

opment in September 2018. According the the journal article web page, as of Oct

13/19, the paper has been viewed 1262 times (including 380 downloads), and has

two citations in refereed publications. The LCice 1.0 coupler has been made publicly

available on an open access server. A revised GSM for use with or without the LCice

coupler will be made freely available to the community after ongoing upgrades and

model documentation are completed within the next year and a half.
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In chapter 3, an ensemble with the afore-mentioned 500 “reality bracketing” pa-

rameter vectors is used to simulate the LGI interval with LCice 1.0. 55 ensemble

members are subsequently selected based on their performance in capturing the proxy

inferred mean sea level history of LGI. This ensemble sub-set is used to examine the

possible spatio-temporal patterns of northern hemispheric ice sheet growth and re-

treat during the LGI as well as associated climate evolution.

This article will be submitted to the open access journal of Climate of the Past

prior to my defence. Upon acceptance, a high variance subset of these 55 transient

runs will be publicly archived on an open access server for the paleoclimate, paleo sea

level, and glacial geology communities.

Chapter 4 examines the main feedbacks of the North American and Eurasian

ice sheets that operate via the climate system during the last glacial inception. It

is focussed on the ice to climate to ice feedbacks that control ice sheet evolution.

To partially address parametric uncertainty, this analysis is via a small ensemble

approach with a high variance 11 member subset of the 55 parameter vectors from

chapter 3

A revision of this chapter will also be submitted to Climate of the Past prior to

my defence. The revision will address a few retrospective weaknesses which I was

not able to address in time for thesis submission that was under a strict deadline

from both student visa and academic contexts. These weaknesses are described in

the thesis summary chapter 5.

An overall summary of the thesis, some retrospective evaluation/learnings, and

suggestions for future work are presented in Chapter 5.
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Chapter 2

LCice 1.0: A generalized Ice Sheet

Systems Model coupler for

LOVECLIM version 1.3:

description, sensitivities, and

validation with the Glacial Systems

Model (GSM version D2017.aug17)

Abstract

I have coupled an Earth System Model of Intermediate Complexity (LOVE-

CLIM) to the Glacial Systems Model (GSM) using the LCice 1.0 coupler. The

coupling scheme is flexible enough to enable asynchronous coupling between
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any glacial cycle ice sheet model and (with some code work) any Earth system

Model of Intermediate Complexity (EMIC). This coupling includes a number

of interactions between ice sheets and climate that are often neglected: dy-

namic meltwater runoff routing, novel downscaling for precipitation that cor-

rects orographic forcing to the higher resolution ice sheet grid (“advective pre-

cipitation”), dynamic vertical temperature gradient, and ocean temperatures

for sub-shelf melt. The sensitivity of the coupled model with respect to the

selected parameterizations and coupling schemes is investigated. Each new

coupling feature is shown to have a significant impact on ice sheet evolution.

An ensemble of runs is used to explore the behaviour of the coupled model

over a set of 2000 parameter vectors using Present day (PD) initial and bound-

ary conditions. The ensemble of coupled model runs is compared against PD

reanalysis data for atmosphere (2 meter temperature, precipitation, jet-stream

and Rossby number of jet), ocean (sea ice and Atlantic Meridional Overturning

Circulation (AMOC)), and Northern Hemisphere ice sheet thickness and ex-

tent. The parameter vectors are then narrowed by rejecting model runs (1700

CE to present) with regional land ice volume changes beyond an acceptance

range. The selected sub-set forms the basis for ongoing work to explore the

spatial-temporal phase space of the last two glacial cycles.

2.1 Introduction

Transitions between glacial and interglacial states have been a periodic feature of

the Earth’s climate for the last few million years. The driver of these transitions

is understood to be orbital forcing (Berger, 2014; Birch et al., 2016; Birch et al.,
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2017; Hahn et al., 2015; Rind et al., 1989), with an important role for CO2 variations

(Elison Timm et al., 2015; Ganopolski et al., 2016). Nevertheless, the role that

climate feedbacks play in amplifying or inhibiting the responses to these forcings is

not clear. Given available proxy data, how well do I know the progression of these

glacial cycles? Is there more than one way each transition could have occurred? How

sensitive were these glacial cycles to small perturbations in the external forcings (e.g.

volcanic eruptions)? In order to address these questions, I need to understand the

relative importance of different feedbacks between ice sheets and other aspects of the

climate system. I can build such understanding by probing this phase space with

physically-based models that include the pertinent feedbacks on glacial timescales.

Temperature and net precipitation (the solid/liquid fraction thereof) encompass

the main atmospheric impacts on ice sheets. Marginal ice sheet surface mass-balance

is very sensitive to the vertical temperature gradient. As indicated by the observations

presented by Gardner et al. (2009), the vertical surface temperature gradient (“slope

lapse rate”) can be significantly different from the free-air temperature lapse-rate over

the Greenland ice sheet. Furthermore, neither of these vertical temperature gradients

are apriori appropriate for downscaling near surface temperatures to a higher hori-

zontal resolution grid. The actual vertical gradient required is that due to changing

the surface topography in the climate model. However, most coupled model stud-

ies use a fixed vertical temperature gradient set to an approximate mean free-air

lapse-rate (usually between 5 to 7 °C/km) to downscale surface temperatures from

coarse climate model grids (Glover, 1999; Flowers and Clarke, 2002; Thomas et al.,

2003; Arnold et al., 2006; Bassford et al., 2006b,a; De Woul et al., 2006; Raper and

Braithwaite, 2006). An approach somewhat more self-consistent with the atmospheric
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component of the climate model is provided by Roche et al. (2014). Their coupler

extracts the vertical “along-slope surface temperature gradient” from the atmospheric

model and uses it to downscale temperatures to the ice sheet model. They find this

dynamic approach has significant impacts, especially over mountainous regions and

Greenland.

Coarse grid climate models used in long-time integrations can not resolve surface

slopes on the generally much higher resolution ice sheet grids to which they are

coupled. Given the strong impact of orographic forcing on precipitation, this can

potentially introduce large errors in surface mass balance, especially near ice sheet

margins and over rough topography. Standard bi-linear interpolation schemes for

downscaling precipitation to the ice sheet grid in turn preserve these errors.

Ice sheets directly affect the atmosphere via changing land surface type (affecting

albedo, surface roughness, and moisture fluxes) and changing topography. Upscaling

of topography from the relatively high resolution grids of ice sheet models to the

course resolution atmospheric grids (especially for fast glacial cycle context models)

has a range of options between conserving peak heights and mean heights. There

is no clear criteria for a “best” choice and the sensitivity to this choice is generally

unclear.

Ice-sheets primarily affect oceans directly through meltwater runoff, and changing

ocean bathymetry and landmask (especially gateways). The effect of ice sheet runoff

on the ocean, especially the AMOC, has been the focus of many studies (Timmer-

mann et al., 2003; Rahmstorf et al., 2005; Stouffer et al., 2006; Krebs and Timmer-

mann, 2007; Hu et al., 2008; Otto-Bliesner and Brady, 2010; Kageyama et al., 2013a;

Xun et al., 2013; Roberts et al., 2014). Their findings show the modelled AMOC
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is a function of the models and coupling procedures used, in addition to the initial

and boundary conditions of the experiments. These experiments generally include

prescribed freshwater discharge fluxes into the ocean, in part to isolate AMOC sen-

sitivity to freshwater forcing. The feedback of the resulting climate response on ice

sheet discharge is therefore absent.

The strongest direct impact of the oceans on ice sheets is submarine melt of tide-

water glaciers and sub-ice shelf melt. However, for continental scale coupled models,

sub-shelf melt is either completely ignored (Ridley et al., 2005), or parameterized in

a highly simplified way (e.g. Roche et al., 2014).

In this study, my objective is to develop a coupled ice sheet - climate model

which encompasses most relevant feedbacks/interactions between the cryosphere and

the atmosphere and ocean for continental glacial cycle scale contexts. Through a

selection of ensemble parameters, I am also working towards bracketing the strength

of these feedbacks across model ensembles. I also examined sensitivity to coupling

time-step by setting up three similar simulations with different coupling time-steps

(100, 20, and 10 years). Features of note in the coupling I describe herein include:

1. Dynamic vertical 2 meter temperature gradient to improve the temperature

downscaling from the atmosphere model to the ice sheet model.

2. An advective precipitation downscaling scheme which accounts for wind velocity

and topographic slopes.

3. Dynamic meltwater routing.

4. An efficient scheme to extract approximate lat/long gridded ocean tempera-
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ture fields from LOVECLIM ocean temperature profiles for sub ice shelf melt

computation

Table 2.1 compares the interactions between ice sheets and climate models only

infrequently included in previous coupled modelling studies to this one. There are

two main interactions yet to be implemented. First, the dust cycle and its impact

on atmospheric radiative balance and ice surface albedo (and therefore surface mass

balance) awaits future work. Second, the LOVECLIM ocean component does not

handle changing bathymetry and landmask over a transient run. It does have a pa-

rameterized Bering Strait throughflow which permits shutdown of throughflow when

local water depth approaches zero.
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Climate models used for glacial cycle contexts need to be fast enough to simulate

tens of thousands of years in a reasonable time interval, while sufficiently complex to

include all important climate dynamics. I tested every freely available fast model that

included ocean, atmosphere and dynamical sea ice components, and found a number

of published models to be numerically unstable or otherwise unable to run or port.

The only stable model with all these components was LOVECLIM. The other models

tested and associated porting failures are:

SPEEDO : compilation error using PGI and Intel compilers.

FOAM (v. 1.5) : no dynamic sea ice model; compilation error using PGI and Intel

compilers.

OSUVic (v. 2.8) : compilation error.

CSIRO-Mk3L (v. 1.2) : compilation error using PGI, Intel, and GCC compilers;

problem accessing fftw library.

The paper is structured as follows. I first introduce the models in section 2.2.

Next, I describe the coupling schemes between the ice sheet model and the atmo-

sphere and the ocean models in section 2.3. In this section, I use the last glacial

inception timeframe (120 - 110 ka) to show that inclusion of each process coupling

scheme can have significant impact on the evolution of major NH ice sheets. In sec-

tion 2.4, I introduce my chosen set of ensemble parameters for the coupled model. In

order to justify this choice of ensemble parameters, I examine the sensitivity of the

coupled model to changes in each parameter for PD climate. Then I sieve the ensem-

ble parameter set using my coupled model with historical/PD initial and boundary
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conditions via a comparison against observational/reanalysis data.

2.2 Models

2.2.1 LOVECLIM

LOVECLIM (version 1.3) is a coupled Earth Systems Model of Intermediate Com-

plexity (EMIC), which consists of atmosphere (ECBilt), ocean with dynamic sea ice

(CLIO) and vegetation (VECODE) modules. It is fast enough to simulate the last

glacial inception (120 ka to 100 ka) in less than 3 weeks using a single computer core.

Therefore, it has been used to simulate a wide range of different climates from the last

glacial maximum (Roche et al., 2007) through the Holocene (Renssen et al., 2009)

and the last millennium (Goosse et al., 2005) to the future (Goosse et al., 2007).

Atmosphere The atmospheric component (Opsteegh et al., 1998, ECBilt,) is a spec-

tral global quasi-geostrophic model, with T21 truncation, three vertical layers

at 800, 500 and 200 hPa, and a time-step of 4 hours. The quasi-geostrophic

structure of the model limits its ability to simulate equatorial variability and

hence atmospheric interactions between the tropics and higher latitudes. To

partially compensate, it has additional ageostrophic terms to improve the rep-

resentation of Hadley cell dynamics (Opsteegh et al., 1998). Precipitation is

computed from the precipitable water of the first layer according to a precipita-

tion threshold for relative humidity (default 85%). The model contains simple

schemes for short and long wave radiation, with radiative cloud cover prescribed

by default (Haarsma et al., 1996).
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Ocean The oceanic component (CLIO: Coupled Large-scale Ice Ocean) is a 3D prim-

itive equation model with Boussinesq and hydrostatic approximations. The

model is discretized horizontally on a 3°×3°Arakawa B-grid, with 20 vertical

levels on a z-coordinate. This coarse resolution enables CLIO to run fast enough

for glacial cycle simulations. A free surface and a parameterization of down-

sloping currents (Campin and Goosse, 1999) enables CLIO to receive freshwater

fluxes and capture some of their impacts on dense water flows off continental

shelves. Goosse et al. (2001) describe the model in detail. A major limitation of

this model (and challenge for many GCMs) for paleoclimate studies is that the

bathymetry and land mask can’t be changed during a transient run (specifically,

there is no available nor described implementation that can do so).

Sea ice The sea ice component of CLIO is an updated version of the Fichefet and

Maqueda (1997) dynamic-thermodynamic sea ice model. A visco-plastic rhe-

ology (Hibler, 1979) is used for horizontal stress-balance. The thermodynamic

component of the sea ice model considers sub-grid sea ice and snow cover thick-

ness distribution, and ice and snow sensible and latent heat storage.

Vegetation VECODE is a dynamic terrestrial vegetation model with simplified ter-

restrial carbon cycle (Brovkin et al., 2002). The model simulates the dynamics

of two plant functional types (trees and grasses), in addition to deserts, and

evolves their grid-cell fractions. These fractions are determined by the contem-

poraneous climate state and terrestrial carbon pool. More details about the

model can be found in Brovkin et al. (1997) and Brovkin et al. (2002).

LOVECLIM has been tested for both interglacial and glacial contexts. Nikolova
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et al. (2013) found that the large-scale changes in climate simulated by LOVECLIM

for the last interglacial were in approximate agreement with that indicated by avail-

able proxies (differences in the ± 2.5°C range for summer, and -5 to 0°C in winter).

These changes were also similar to that from a full-complexity atmosphere-ocean

general circulation model (CCSM3). However due to stronger polar amplification in

LOVECLIM, smaller sea ice extent and higher surface temperatures are simulated in

LOVECLIM compared to CCSM3 for the interglacial.

During the Last Glacial Maximum, LOVECLIM overestimates both the minimum

and maximum southern hemisphere sea ice cover compared to paleo-proxy data, while

CCSM only overestimates the minimum sea ice extent (Roche et al., 2012). Roche

et al. (2007) also found a reasonable agreement between the atmospheric and oceanic

estimates of LOVECLIM and proxy data during the LGM (e.g. disappearance of

much of PD Siberian boreal forest, seasonal sea-ice extent, sea surface temperature).

However, the Atlantic deep ocean circulation is stronger in their simulation, which

opposes the general inference of weaker AMOC during the LGM.

2.2.2 GSM

The GSM is built around a thermo-mechanically coupled ice sheet model. It in-

cludes a 4 km deep permafrost-resolving bed thermal model (Tarasov and Peltier,

2007), fast surface drainage and lake solver (Tarasov and Peltier, 2006), visco-elastic

bedrock deformation (Tarasov and Peltier, 1997a), Positive Degree Day surface mass

balance with temperature dependent degree-day coefficients derived from energy bal-

ance modelling results (Tarasov and Peltier, 2002), sub-grid ice flow and surface mass
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balance for grid cells with incomplete ice cover (Morzadec and Tarasov, 2017), and

various ice calving schemes for both marine and pro-glacial lake contexts (Tarasov

et al., 2012). For the results herein, ice shelves are treated using a crude shallow ice

approximation with fast sliding. The GSM is run at 0.5°longitude by 0.25°latitude

grid resolution.

The GSM has three new features that have not been previously documented.

First, ice calving has been upgraded to the more physically based scheme of DeConto

and Pollard (2016). However, my implementation imposes the additional condition

that the ice cliff failure mechanism is only imposed at ice marginal grid cells. Second,

a temperature-dependent sub-shelf melt scheme that also depends on adjacent sub-

glacial meltwater discharge from the grounded ice sheet has been added. The melt

is proportional to the water temperature to the power 1.6 and to proximal sub-

glacial meltwater discharge following the Greenland fjord modelling results of Xu et al.

(2013). I also impose a quadratic dependence on ice thickness to concentrate sub-shelf

melt near deep grounding lines in accord with the results of process modelling (e.g.

Jacobs et al., 1992). Finally, a first order approximation to geoidal deflection is now

included. Details of these schemes will be in an upcoming submission fully describing

the revised GSM.

2.2.3 Model initialization

For the results herein, PD and glacial inception model runs are initiated with PD ice

sheet thickness. The initial bed-thermal temperature field is set to the PD resultant

field from a mix of best-fit past calibrated and ongoing calibration model runs (i.e.
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without LOVECLIM as in Tarasov et al. (2012) for North America).

To initialize the temperature field of existing ice sheets, results from previous

transient runs are usually used in the GSM. However, this doesn’t work for a cold

start from PD fields, as the PD ice thickness fields won’t line up fully with model re-

sults. As such, the ice temperature field is initially linearly interpolated from surface

temperature to a basal temperature of -3°C. This enforces a frozen base to insure a

smooth spin-up but otherwise provides warm enough ice to generate significant ice

velocities. Ice velocity fields are then computed. The ice thermodynamics is subse-

quently partially spun-up over 5000 years (with fully coupled bed-thermal evolution).

When the results of pre-Eemian Greenland and Antarctic calibrations become avail-

able, this will be used to initialize the respective Eemian ice sheet temperature and

ice thickness fields.

Glacial inception surface topography is also offset from PD by the amount re-

quired to remove PD topographic discrepancies (to observed) from some past best fit

calibration model runs.

As detailed below, the climate model is spun-up over an ensemble parameter

dependent time interval prior to onset of the coupled model run.

2.3 Coupling

The coupler is designed to regrid and exchange data between the ice sheet model

(GSM) and LOVECLIM (ECBilt and CLIO) in both directions with minimal ad-

justment to the model code. Figure 2.1 displays all the fields the coupler transfers

between different component models and the processes involved.
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Figure 2.1: Components of the climate system and interactions between them included

in the coupled model, with the section numbers in which each process is described in

detail. Atmospheric fields passed from ECBilt to the GSM are monthly climatologies.

Due to the computational costs of coupling and trivial variations of ice sheets

over small time-scales, the ice model and the climate model run for a certain number

of years before receiving updated fields from the other model. On the other hand,

using large coupling time-steps can also introduce errors into the results. To test the

effect of the coupling time-step on ice sheet evolution, I used three different coupling

steps (100, 20, and 10 years) to simulate the last glacial inception starting at 120 ka.

With identical boundary and initial conditions for all three simulations, runs with 10

and 20 year coupling steps have less than a maximum of 3% difference in ice volume

(figure 2.2). The 100-year coupling-step run (red line in figure 2.2), however, strongly
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diverges from the other two during the retreat phase. This ice volume divergence is

mostly due to a thinner ice in NA and EA, and a less southern extent of the NA

ice sheet. A weaker response with longer coupling time-steps is expected given the

delay in updating climate and ice boundary conditions for the GSM and LOVECLIM

respectively. Given these results, I choose 20 years as the coupling step for all of my

ensemble simulations (in part given the not insignificant overhead with the coupler

as currently coded/scripted).

Figure 2.2: Total ice volume in sea level equivalent (m) at last glacial inception,

coupled synchronously with 100, 20 and 10 year time-steps.

47



The ice sheet model exchanges data with both the atmosphere and the ocean

models at the end of each coupling step. The fields that are passed are described in

detail below.

2.3.1 Atmosphere to ice

At the end of each coupling time-step, the coupler receives climate fields averaged

over the last 10 years from ECBilt and converts them to monthly-mean values. These

fields include:

• 2 m near surface air temperature and standard deviation

• Vertical 2 m temperature gradient

• Precipitation

• Evaporation

• Latitudinal and longitudinal components of wind and standard deviation of each

LOVECLIM computes both 2 m near surface air temperatures (T2m) and surface

(or skin) temperatures. I note at least one previous study indicates usage of LOVE-

CLIM surface temperature for ice sheet modelling contexts (Roche et al., 2014), which

I find problematic. Surface melt determination using positive degree days requires

the former and rain/snow fraction determination will be more accurately estimated

with the former than the latter. Ice thermodynamics would properly use the latter

but this can be alleviated in part if the ice sheet model limits surface temperatures

to 0°C over ice and snow for the ice thermodynamics.
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Given the simplified boundary layer physics of LOVECLIM, it may be that some

weighted average of its T2m and surface temperature is a more appropriate estimate of

“true” 2 meter temperature. As shown in the supplement, a raw average gives some-

what better overall fits to ERA40 2 m temperatures over Greenland and Antarctica

but worse fits for July over North America and especially Eurasia using the default

LOVECLIM tuning. Given these mixed results (and the possibility that after retun-

ing the average of T2m and surface temperature would give better fits), I provide an

option in the coupler to extract this average temperature from LOVECLIM instead

of T2m.

The large difference in spatial resolution of the two models necessitates horizontal

and vertical downscaling of the climatic fields. The GSM receives climatic fields on

the LOVECLIM grid, and downscales them to its own grid resolution using bi-linear

interpolation.

The downscaled standard deviation of temperature (using 4-hourly ECBilt data

for each month averaged over the last 10 years of each coupling time-step) is used

to compute monthly Positive Degree Days, with the usual assumption of a Gaussian

distribution around the monthly mean. This is opposed to the traditional practice of

assuming a constant value, usually between 5°C and 7°C.

2.3.1.1 Vertical temperature gradient

Large grid resolution differences between ECBilt and the GSM result in surface eleva-

tion differences between the two models, especially in places with steep topography.

The altitude dependence of temperature in such regions can drastically affect the type

of precipitation and surface mass balance of the ice sheet. Therefore, in addition to
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horizontally downscaling the temperature from LOVECLIM to the GSM, a vertical

correction of temperature is required.

By monitoring 25 sites spread over a 15,650 km2 area and with an altitude range

of 130 to 2010 m on the Prince of Wales Icefield for two years, Marshall et al. (2007)

found a mean daily vertical surface temperature gradient of -4.1 °C/km, with an

average summer gradient of -4.3 °C/km. These values are less than the standard

mean free-air temperature lapse-rate that is often used for extrapolations of sea level

temperature to higher altitudes (-6.5 °C/km) (e.g. Glover, 1999; Arnold et al., 2006;

Raper and Braithwaite, 2006). Marshall et al. (2007) also found a vertical surface

temperature gradient of -6 to -7 °C/km on steep regions in summer, and around -2

°C/km in regions where northerly anticyclonic flow is more common. In addition,

Gardner et al. (2009) found significant spatio-temporal variations in vertical temper-

ature gradients across four glaciers in the Canadian high Arctic.

The GSM uses the near-surface vertical T2m gradient calculated by the coupler at

the end of each time-step to downscale the temperature field over its high resolution

grid. In each LOVECLIM grid cell, the coupler first determines the highest and

lowest elevations from the GSM topography constrained by the cell’s boundary. Next,

the T2m for these two elevations is calculated using the inherited scheme from the

LOVECLIM atmospheric model (Roche et al., 2014, as detailed in). The resulting

temperatures and elevation difference between the two points is then used to calculate

the temperature lapse-rate in that LOVECLIM grid cell.

Figure 2.3.a and 2.3.b show the present-day vertical T2m lapse-rate calculated by

the coupler for summer and winter. The derived lapse-rate has strong spatial and

temporal variation over NA and Greenland. The impact of this variation is shown
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in figure 2.3.c. Starting from the same 110 ka configuration, the difference in ice

thickness after 2 kyr between a dynamic temperature lapse-rate run and a control

run (default LOVECLIM parameters) with 6.5 °C/km lapse rate can reach over 1

km.

Figure 2.3: Vertical temperature lapse-rate calculated by the coupler at present day

over North America in a. February, and b. July. c. shows the ice thickness difference

between dynamic and constant 6.5 °C/km lapse rate (control) runs after running for

2 kyr, starting from the same 110 ka configuration. Black contours show the ice

thickness in the control run. Thick black and green contours show the ice margin in

the control and dynamic lapse-rate run, respectively.

Evaluating the appropriateness of my vertical temperature downscaling approach

is difficult, especially when considering glacial/interglacial changes. Using a global cli-

mate model (CCSM3), Erokhina et al. (2017) found significantly larger surface slope

lapse-rate values over the Greenland ice sheet during LGM compared to pre-industrial
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values (February mean increase of about 3.7 °C/km and about 0.9 °C/km for July).

In contrast, my T2m mean LGM lapse-rate over Greenland is 0.8°C/km stronger for

February and 0.2°C/km weaker for July compared to that of PD. However, neither

lapse rate is apriori an accurate choice for vertical downscaling. A need remains for

a multi-resolution modelling study to compare a “true” downscaling vertical temper-

ature gradient with the various possible lapse-rates that can be derived from a single

resolution model.

2.3.1.2 Advective precipitation downscaling

LOVECLIM calculates evaporation, rain, and snow for each grid cell based on its

coarse resolution surface topography and temperature fields. These fields require

downscaling to the higher resolution GSM grid. A common approach is to linearly

interpolate both precipitation and evaporation fields onto the high resolution ice sheet

model grid, calculate the net precipitation amount, and finally determine the amount

of rain and snow for each grid cell using the downscaled temperature. However, linear

interpolation does not correct the damped orographic forcing due to a coarse resolu-

tion climate model grid. Here, I apply a new approach to precipitation downscaling

that also accounts for orographic forcing at the ice sheet grid resolution.

The scheme assumes that orographic precipitation effects for upslope winds will

be proportional to the vertical velocity induced by the surface slope and therefore to

the dot product of the horizontal wind velocity and surface slope (SGSM and SATM)

with the latter given by:

SGSM(~u(x, y,month, k)) = ~u · ∇h, SATM(~u(x, y,month, k)) = ~u · ∇hATM (2.1)
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The k in the above equations indexes a representative range of wind vectors (~u(x, y,month, k))

for each month. To simplify the coupling and still capture wind variation, I use

monthly climatologies of mean wind velocity and its standard deviation in the deter-

mination of SGSM and SATM . I compute the advective precipitation correction factor

(fkp) using in turn the S’s as a function of mean, and mean ± one standard devia-

tion and then sum over these factors with appropriate weights (W (k)) for a Gaussian

distribution. This correction is based either on the ratio of the S terms for SATM > 0

(ie upslope winds) or else their difference (to transition into precipitation-shadowing).

In detail, with the inclusion of a regularization term (µ, that governs the transition

to precipitation-shadowing) and bounds (fpmin and fpmax), this takes the form:

k = 1, 3

SATM(x, y,month, k) > 0 : fkp(x, y,month, k) = MIN
[
MAX

(
SGSM+µ
SATM+µ

, fpmin

)
, fpmax

]
×

W (k)

SATM(x, y,month, k) ≤ 0 : fkp(x, y,month, k) = MIN
[
MAX

(
SGSM−SATM+µ

µ
, fpmin

)
, fpmax

]
×

W (k)

The loop is carried out for each point on the GSM grid. The net correction for each

corresponding point on the lower resolution atmospheric grid is then accumulated to

generate a rescaling coefficient that is mapped back to each fp(x, y,month) on the

GSM grid to ensure mass conservation. The scheme is currently implemented with

µ = 0.005 and fpmin = 0.2 and fpmax = 5.0.

The new advective precipitation downscaling results in increased ice sheet volume

and southern extent for the North American ice sheet during the inception phase.

This increase is largest for the southeastern sector of the ice sheet (figure 2.4). Ice

thickness also decreases in some regions due to precipitation-shadowing.
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Figure 2.4: Impact of advective precipitation downscaling inclusion in the coupled

model; North American ice thickness difference at 110 ka between simulations with

and without the advective precipitation method. Contours show the ice thickness in

the control run. Thick black and green contours show the ice margin in the control and

advective precipitation run, respectively. LOVECLIM parameters are set to default

values.

2.3.1.3 No bias correction

Studies of Goosse et al. (2007); Mairesse et al. (2013); Renssen et al. (2009); Wid-

mann et al. (2010); Roche et al. (2007); van Meerbeeck et al. (2009); Otto-Bliesner

and Brady (2010) demonstrate LOVECLIM’s overall ability to simulate last millen-

nium, Holocene, and the Last Glacial Maximum (LGM) climates in agreement with

observed and proxy records. However, the model still suffers from a high temperature

bias at low latitudes, a too-symmetric distribution of precipitation between the two

hemispheres, an overestimation of precipitation and vegetation cover in the subtrop-

ics, weak atmospheric circulation, and an overestimation of the ocean heat uptake

over the last decades (Goosse et al., 2010a).
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The extent to which these biases are due to the tuning of LOVECLIM parameters

and missing couplings with the rest of the Earth/climate system is unclear. I therefore

do not apply a bias correction to atmospheric fields and instead examine the extent

to which an ensemble parameter sweep can reduce the bias. As detailed below,

a reduction in PD regional temperature and precipitation bias occurs for various

members of my perturbed parameter ensemble.

The control run (with all LOVECLIM parameters set to their default values,

and other coupling parameters as described in the caption of Table 2) shows the

highest temperature bias in the “Southern NA” region (∼ 5°C), with slightly colder

temperatures in the “North NA” (∼ 1°C). The temperature bias over EA is less

significant, and is also less latitude dependent (both “Northern EA” and “Southern

EA” biased by < 2°C). A reduction in regional temperature and precipitation bias is

observed in various members of my later introduced ensemble of simulations for PD.

The regional temperature and precipitation bias relative to observed (Table 2.3) over

NA and EA can reach zero for some ensemble members for both summer and winter.

Although there is no individual run with zero bias in all the regions, a number of

selected runs show reduced temperature biases (between -1°C and 1°C) in all the four

regions compared to that of the control run.

2.3.2 Ocean to ice: sub-shelf melt

Sub ice shelf melt is a challenge for paleo coupled ice sheet climate modelling given

the dependence on unresolved basin-scale circulation. As a first order approximation,

I assume that upstream ocean temperature at the same depth corresponds to the local
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sub-shelf temperature. To facilitate fast and simplified coupling, given the complexity

of ocean grids in most ocean general circulation models, we only extract upstream

ocean temperature vertical profiles from LOVECLIM at the end of each coupling

time-step for a number of chosen index sites as indicated in figure 2.5 and use these

for downstream marine sectors.

Figure 2.5: The upstream ocean temperature profile sites and corresponding down-

stream sectors assigned to these profiles for ocean-ice coupling in a. North America

and Greenland, and b. Eurasia.

I selected these sites (7 over NA+Greenland and 4 over EA) by examining PD

ocean temperature climatologies from CLIO (at various depths) while taking into ac-

count ocean currents. My site selection was predicated on the constant bathymetry

and land mask of CLIO and would need updating for a model with dynamic land-

mask/bathymetry. The downstream masks for the profile sites extend onto land where

applicable when grounding line retreat beyond the fixed ocean mask of CLIO (ie onto

the land mask) is possible.
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To test the impact of this regional disaggregation of ocean temperatures, I gen-

erated three test cases: ocean temperature forcing set to PD value, to -2°C, and set

to the contemporaneous average across the above index sites. Starting from a 110 ka

restart, all three options have local ice thickness differences greater than 1 km after

2 kyr compared to that with the standard coupling (2.6).

Figure 2.6: Ice thickness difference at 110 ka from the control run (dynamic ocean

temperature) for: a. PD ocean temperature run, b. fixed ocean temperature at

-2°C run, and c. temperature averaged over ocean layers run. Contours show the ice

thickness in the control run. Thick black and green contours show the ice margin in

the control and the other run, respectively.

2.3.3 Ice to atmosphere

Changes in both the topography and the ice-mask can affect the global circulation

patterns by influencing the stationary waves and the jet-stream. At the end of each

coupling time-step, the coupler receives the updated topography and ice thickness
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fields from the GSM. The topography field is upscaled to the ECBilt grid and then

used for the next LOVECLIM run step. Given the large difference in grid resolution,

the choice of upscaling scheme is not a priori clear. I have therefore implemented

three different schemes to upscale the topography from the GSM high resolution grid

to the ECBilt low resolution grid.

2.3.3.1 Topography upscaling and ice-mask

Simple average method In this method, the coupler simply calculates a weight for

each high-resolution grid cell based on the fraction of the cell located inside the

coarse grid cell. These weights are then used to calculate the average altitude

of each ECBilt cell from the GSM orography.

Envelope method In the envelope method, a weighted standard deviation of the

altitude of all the GSM cells inside the ECBilt cell is added to the simple average

altitude from the previous method. The envelope method works reasonably well

to preserve the overall topographic peaks, but it can introduce a phase shift in

the terrain field, broaden ridges, and raise the height of even relatively broad

valleys.

Hi,j = Hi,j + ω × σi,j

Here, Hi,j is the model terrain height, ω is a predefined weighting factor (in my

experiments 0.5), and σi,j is the standard deviation at the model grid point.

Silhouette method The silhouette method combines the simple average altitude

with a silhouette height. The silhouette height is defined as follows:

Hs = ω1Hmax + (1− ω1)× (Hsx+Hsy)

2
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where Hmax is the maximum height of all GSM grid cells inside the ECBilt cell,

Hsx and Hsy are the average peak heights obtained in each row and column of

nested cells, and ω1 is the predefined weight. The silhouette height is then used

to calculate the ECBilt cell altitude using:

H = ω2Hs + (1− ω2)×Hmean

Different combinations of weighting factors ω1 and ω2 will draw the gridded

terrain analysis toward preserving the peaks (ω2 = 1) or preserving the mean

topographic height (ω2 = 0), which allows a greater degree of freedom to deter-

mine the model terrain analysis.

2.3.3.2 Ice-mask

Another important consideration in the ice sheet - atmospheric coupling is the varia-

tion in ice extent, which changes the albedo calculated by ECBilt and, hence, affects

the temperature field over the region and globally. I used the ice thickness field gen-

erated by the GSM to create the ice-mask needed by ECBilt. To do so, the high

resolution ice thickness field is first regridded to the ECBilt coarse resolution grid by

using one of the methods mentioned above. Any cell in the resulting grid with more

than 30% ice coverage is then assumed to be ice covered.

My choice of a 30% threshold (as opposed to say 50%) was motivated by the

following logic. For any atmospheric grid cell covering an ice margin segment, the

temperature passed to the GSM should most importantly reflect ice covered boundary

conditions local to the ablations zone of the ice sheet. Allowance for subgrid advection

of warmer air masses from adjacent ice-free land somewhat tempers this logic. Given
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potentially significant impacts on critical ablation temperatures and therefore ice-

sheet mass-balance, this ice-fraction threshold deserves a sensitivity analysis (in future

work).

2.3.4 Ice to ocean

2.3.4.1 Topographically-self-consistent and mass conserving freshwater

discharge

The melting of continental ice sheets provides a freshwater source to the ocean that

affects global sea level and the AMOC. Dynamical ocean models indicate that the

strength of the AMOC in the North Atlantic Ocean is sensitive to the freshwater

budget at the sites of formation of North Atlantic Deep Water (Rahmstorf, 1995).

As the GSM self-consistently computes surface drainage (while conserving mass)

for the evolving topography while LOVECLIM surface drainage is hard-coded for

PD topography, precipitation within LOVECLIM is masked out where covered by

the GSM grid. The coupler then distributes GSM freshwater ocean discharge to

corresponding LOVECLIM ocean discharge grid cells. Where the GSM grid edge is

terrestrial, the GSM discharge is added to the corresponding LOVECLIM grid cell

for internal runoff routing. As topographic gradient changes from Glacial Isostatic

Adjustment (GIA) are small outside of the GSM grid, this scheme should give results

close to what would be achieved with a drainage solver using a topography globally

subject to GIA.

I describe the runoff routing in the coupler and the connection between the GSM

and LOVECLIM drainage basins in more detail in the supplement.
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Figure 2.7a provides an example of how the inclusion of meltwater runoff in the

coupled model improves ice sheet growth at glacial inception. Although the impact

is small at the first stages of ice formation due to small ice volumes with negligible

runoff rate changes, ice in the simulation including runoff grows faster as it gains more

volume. The difference reaches its maximum at 110 ka, with about 50% more ice in

the run with dynamic drainage routing, including much thicker and more extensive

ice over North America (figure 2.7b). Compared to the control run (no dynamic

drainage routing), the AMOC strength drops by 15%, and the sea ice extent shows

an increase of 5% in winter and ∼15% in summer (not shown). The combination of

these AMOC and sea ice changes yields a cooler summer in the run with dynamic

drainage routing, and hence less ice sheet melt.

2.3.4.2 Bering Strait

The Bering Strait is a narrow strait with a present depth of approximately 50 m

between Siberia and Alaska, through which relatively fresh North Pacific water is

transported to the Arctic. From there, the North Pacific water is transported to the

Greenland Sea and North Atlantic. This less-saline water affects the upper ocean

stratification and thus the strength of deep ocean convection and the AMOC, which

in return, has impacts on the global climate (Shaffer and Bendtsen, 1994; De Boer

and Nof, 2004; Hu et al., 2008).

Due to the ice sheet growth and associated sea level lowering, the Bering Strait

was often closed during glacial cycles, limiting the freshwater flow from the Pacific

Ocean to the Arctic. LOVECLIM does not explicitly compute the direct connection

between the Pacific and the Arctic through the Bering Strait, so the transport is
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Figure 2.7: Impact of meltwater runoff inclusion in the coupled model; a. Total

ice volume evolution at glacial inception with (green) and without (red) dynamic

meltwater routing, and b. North American ice thickness difference at 110 ka with and

without dynamic runoff routing. Contours show the ice thickness in the simulation

without dynamic runoff routing. Thick black and green contours show the ice margin

in the control and dynamic runoff routing run, respectively.

parameterized by a linear function of the cross-strait sea level difference in accordance

with geostrophic control theory (Goosse et al., 1997). The coupler interpolates the

Bering Strait scaling at each coupling step between the PD value (0.3, 50 meter depth)

and a closed strait (0.0, 0 meter depth) using the relative sea level at the Bering Strait

as computed by the GSM. Given the shallowness of the strait, the accuracy of the

GSM in representing sea level changes (given its viscoelastic bedrock response and

first order Geoidal correction) has a potentially important role here.
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2.4 Ensemble parameter sensitivity analysis

Ensemble parameters were initially chosen by judgement of their control of a physical

aspect of ice sheet - climate interaction (e.g. albedo) or by their potential impact on

the coupling between the ice sheet and the climate (e.g. upscaling method) (Table

2.2). This choice was then validated by the following sensitivity analysis.
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As the context of the model development is glacial inception and deglaciation, I am

interested in the ensemble performance for climate metrics which control the growth

and decay of the NH ice sheets during these two stages. Therefore I use summer 2

meter temperature and winter precipitation over land. To enable comparison against

observations, my sensitivity analysis is based on transient runs over the historical

interval (up to 1980 CE).

Since glacial inception and deglaciation are triggered at different latitudes in NA

and EA, I have divided each continent into diagnostic north and south zones (called

“NorthNA”, “SouthNA”, “NorthEA”, and “SouthEA”). The sensitivity of the cou-

pled model is tracked for each individual zone. The “NorthNA” and “SouthNA” zones

cover latitude ranges of 65-75°N and 40-60°N over NA, respectively. “NorthEA” and

“SouthEA” are defined over 70-80°N and 55-70°N latitude bands, respectively. The

regional boundaries are illustrated in figure 2.8.

Figure 2.8: Selected north and south zones over North America and Eurasia for

present day sensitivity analysis.
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The third column in Table 2.2 shows the sensitivity of T2m and precipitation in

the coupled model to changes in each parameter through its range for four different

latitudinal bands over NA and EA averaged over the 1950-1980 interval. For eas-

ier comparison, all figures use the same temperature and precipitation scales. The

sensitivity to each parameter for the four regions is different for temperature and

precipitation. For instance, switching between PD radiative cloud forcing and cloud

parameterization strongly affects both temperature and precipitation over all regions,

while changing the snow albedo has its strongest impact on EA temperatures and pre-

cipitation (Table 2.2). Each of the ensemble parameters has an impact of at least

4°C on temperature and/or 1 cm/month on precipitation over the given parameter

ranges. I take this as justification for their continued use as ensemble parameters.

In the following subsections, I further describe the parameters used in the ensemble

simulation. Later, I will show the chosen set of ensemble parameters is adequate for

bracketing the relevant (temperature and precipitation) fields of the climate system.

2.4.1 Snow and ice albedo

Changes in the snow and ice area and type have an amplifying effect on climate

by modifying the surface albedo. During summer, the balance between absorbed

and reflected solar energy at the ice sheet surface is the dominant factor controlling

surface melt variability in the ablation zone (van den Broeke et al., 2008). The

parameterization of the surface albedo in LOVECLIM takes into account the state of

the surface (frozen or melting) and the thickness of the snow and ice covers (Goosse

et al., 2010a). I include all types of snow and ice albedo (ie snow, melting snow, and
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bare ice) in my ensemble parameter set.

The “Snow Albedo”, “Bare Ice Albedo”, and “Melting Ice Albedo” rows in Table

2.2 show the range of albedo values for each type and their climate sensitivity. Increas-

ing snow albedo results in a reduction of winter precipitation over all four regions with

an extended effect over summer temperatures, as expected. However, the same feed-

back is not as straightforward for bare ice albedo and melting ice albedo. Although

the increase in bare ice albedo shows an expected cooling effect over all regions with a

smaller influence on precipitation, an increase in melting ice albedo causes all regions

to get warmer between 4 and 6°C and increases the winter precipitation.

2.4.2 Climate initialization/spin-up

Before starting a coupled transient climate simulation, it is necessary to allow the

atmosphere and ocean to adjust to the initial boundary conditions and external forc-

ings. Model spin-up, and therefore the initial state of the climate system, can be

a major source of uncertainty in climate modelling especially given the millennial

timescale of deep ocean circulation.

The general approach to spin-up the ocean is to run the ocean to an equilibrium

state under fixed external forcings (e.g. Manabe et al., 1991; Johns et al., 1997).

However, as the climate system is unlikely to ever be in equilibrium, this choice lacks

justification. I include two parameters to control the initial state of the system:

LOVECLIM spin-up start year, and LOVECLIM spin-up length. All spin-ups are

performed using transient orbital and CO2 forcings ranging from 3000 to 5000 years

but without the GSM coupling. The combination of these two spin-up control pa-
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rameters results in slightly different coupled transient start times, each with different

initial ocean and atmosphere states. For the runs herein, I constrain the spin-up

to end between 1400 and 1600 CE. Increasing the spin-up length has a cooling and

drying effect in the coupled model with PD boundary and initial conditions, while

starting the transient coupled run from earlier years results in slightly warmer and

wetter conditions (Table 2.2).

2.4.3 Upscaling

The three different upscaling methods described in section 2.3.3.1 are evenly dis-

tributed between ensemble members as shown in Table 2.2. By switching between

three methods, I calculate the highest temperature and precipitation changes over

four regions and plotted in the last column of Table 2.2. The highest temperature

sensitivity to the upscaling method is recorded in NorthNA followed by the NorthEA

zones, and the highest precipitation sensitivity is seen in the SouthEA zone.

2.4.4 Precipitation threshold

ECBilt accounts for humidity, and thus precipitable water, only between the surface

and the 500 hPa layer. Above 500 hPa, the atmosphere is assumed to be dry, so

all the water transported by atmospheric flows into this region precipitates. Below

the 500 hPa layer, ECBilt precipitates all the excess water above a fixed threshold

(default 0.83) multiplied by the vertically integrated saturation specific humidity

(Goosse et al., 2010a). This parameter has the largest relative impact for NorthEA

temperature (4°C over the parameter range equivalent to 60% of mean).
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2.4.5 Cloud radiation parameterization

The representation of clouds is one of the largest sources of uncertainty in models.

They play an important role in regulating the surface energy balance of ice sheets,

with competing warming and cooling effects at the surface through changes to short-

and long-wave radiative fluxes. The effect of ice sheets on cloud formation is also

significant. The growth of ice sheets results in tropospheric cooling and a reduction

in humidity. This colder and drier troposphere displaces the upper tropospheric

stratiform clouds downward, and reduces the low level stratiform cloud cover around

the ice sheets (Hewitt and Mitchell, 1997).

The total downward and upward long-wave radiative scheme in ECBilt is a func-

tion of the vertical profile of the temperature, the concentration of various GHGs,

and the humidity, and is computed for both clear-sky and cloudy conditions. The

radiation computed for each grid cell is then the weighted average of these two con-

ditions based on the cloud coverage. The default ECBilt configuration prescribes

radiative cloud coverage to the PD ISCCP D2 data-set (Rossow, 1996). The total

downward and upward shortwave radiative fluxes depend on the transmissivity of the

atmosphere, which also relies on the prescribed cloud cover (Goosse et al., 2010a).

Given the importance of cloud radiative feedbacks on ice sheet evolution, the use of

a prescribed PD cloud cover for paleoclimate modelling lacks justification. Therefore,

we have added a simple cloud parameterization scheme similar to the precipitation

parameterization scheme as described in section 2.4.4. The only difference here is

the humidity threshold for cloud formation, which is assumed to be 10% less than

the precipitation threshold, allowing cloud cover without precipitation. Including the
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dynamic cloud cover radiation feedback in the coupled model slightly decreases the

total ice volume at glacial inception (figure 2.9) through reduced humidity during

glacial conditions reducing the cloud cover.

Figure 2.9: Total ice volume at the last glacial inception with the cloud parameteri-

zation (green) and with the PD cloud cover forcing (red).

As evident in the “Temperature and Precipitation Sensitivity” column in Table

2.2, regional temperature and precipitation is sensitive to each of my ensemble param-

eters in the coupled model. However, due to the non-linearity of the climate system,

the combined effect can be significantly different. In the next section, I explore the

coupled model response to all these parameters in an ensemble of simulations.
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2.5 Present day ensemble results

The fast runtime of the coupled model permitted an initial ensemble of 2000 PD

simulations using the fully-coupled GSM-LOVECLIM and varying the model param-

eters described above. I chose the PD interval to permit comparison of the coupled

model output against observational data and to select a better fit sub-ensemble for

transient paleo runs. All simulations are spun-up using transient forcings (orbital

(Berger, 1978) and GHG Law Dome (for recent CO2 data) and Dome C (Etheridge

et al., 1998; Monnin et al., 2001) (for pre-industrial to 5 ka)) for 3000 to 5000 years

without the GSM coupled, followed by a transient coupled run ending at year 1980.

The ensemble parameter values were generated via a Latin-Hypercube scheme with

increased weighting near LOVECLIM default values.

Given a priority to “bracket reality” and limitations of the component models,

I chose to not use climate characteristics for the sub-ensemble filter. My focus on

coupled ice and climate and my choice to avoid bias corrections led to a trial criteria

based on ice volume changes (between 1700 and 1980 CE). Therefore I used the PD

simulated NH ice sheet growth to sieve out parameter vectors with major surface

mass-balance biases. I first considered a less than 0.1 m SLE change in ice volume

requirement for each of the 3 northern ice sheet regions. But this already fell below

my target size of 500 simulations with NA being the problematic region (figure 2.10).

So we changed the criterion to be the 500 runs with the least amount of ice volume

change over each ice sheet. The sub-ensemble NA simulations have ice volume less

than 0.15 m SLE and ice volume changes for the other two ice sheets well below

0.1 m SLE (figure 2.10). Crucial to our “reality bracketing”, there are about 80
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sub-ensemble members with ice loss over the given time interval.

Figure 2.10: The distribution of ice volume change over NA, EA, and Gr, between

1700 and 1980 CE in 2000 ensemble runs. Green bars represent the selected 500

ensemble members, and red bars represent the rest.

From here on, I focus on the 500 member sub-ensemble results. Figure 2.11 shows

the Greenland region ensemble mean thickness and standard deviation at PD. The

largest ice thickness changes occur at the southern margins of the Greenland ice sheet.

Eastern NA ice expansion is concentrated in the high Arctic (Ellesmere Island and

adjacent) where PD ice caps exist.

2.5.1 2 meter temperature and precipitation

The ensemble distribution of the annual mean global T2m anomaly with respect to

observations shows that the majority of the ensemble members fall within ± 3°C

from observation (grey bars in figure 2.12). However, as ice sheet build up is a

function of both temperature and precipitation, most of the warm biased simulations

fail to maintain ice-free conditions over NA and EA during PD due to a high winter
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Figure 2.11: Greenland ice thickness ensemble a. mean, and b. standard deviation

at PD.

precipitation bias (Table 2.3).

Figure 2.12: The distribution of global annual mean 2 meter temperature difference

between ensemble members and observations averaged from 1950 to 1980 CE. Grey

and green bars represent the 2000 ensemble members and the top-performing 500

ensemble members respectively.
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Table 2.3: The sieved sub-ensemble and observed mean summer and winter 2 meter

temperature and precipitation averaged over four latitudinal bands for the 1950-1980

CE interval.

Summer Winter

Zone

T2m Precipitation T2m Precipitation

(°C) (mm/month) (°C) (mm/month)

NorthNA
Model Ens. 6.3±2.3 54.3±14.3 -25.2±3.9 20.0±5.4

Observation 4.7 30.6 -27.9 10.5

SouthNA
Model Ens. 18.0±2.1 85.2±19.7 -7.7±2.1 56.4±5.3

Observation 15.0 68.5 -9.7 49.4

NorthEA
Model Ens. 5.6±2.3 33.4±5.6 -8.3±5.5 16.7±6.9

Observation 3.3 27.2 -14.0 8.9

SouthEA
Model Ens. 14.9±1.8 60.7±10.4 -3.2±2.0 55.1±10.4

Observation 12.9 59.7 -5.6 43.5

My four latitudinal bands defined in Section 2.4 (Table 2.3) provide more rele-

vant temperature metrics for NH ice sheet contexts. All four regions have higher

ensemble mean seasonal T2m and precipitation compared to observations. However,

the observations are covered well within two standard deviations for all regions and

temperature is covered within one standard deviation for most regions.

The seasonal cycle provides a partial test of a model’s response to orbital forcing

on Milankovitch scales. The ensemble mean seasonal cycle (difference between mean

summer and mean winter) is within one standard deviation of the reanalysis data for

all regions and for both temperature and precipitation (Table 2.3). Furthermore, aside
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from NorthEA, the diagnostic regions have a mean difference between summer and

winter ensemble temperatures within a degree C of that of the reanalysis climatology.

2.5.2 Northern hemisphere jet-stream

Jet-stream latitude and oscillations have a strong control over storm-tracks and the

boundary between polar and subtropical air masses. They are therefore critical factors

in controlling where and when an ice sheet margin advances or retreats. Due to the

low vertical resolution of ECBilt, I compare the ensemble zonal mean of the 200 hPa

zonal wind (as opposed to the more usual 300 hPa diagnostic level) with observations

in winter and summer over NA and EA (figure 2.13a). The ensemble shows good

agreement in capturing the maximum zonal velocity, but there is a 10 to 15 degree

shift northward in the latitude of the jet in both seasons. This is likely due to the

reduced temperature gradient between low and high latitude.

I also compare the 30-80°N meridionally averaged meridional wind at 200 hPa

of the ensemble mean and the observations to diagnose the Rossby waves. In the

summer, the longitudes of the troughs and ridges from the Pacific Ocean to the At-

lantic Ocean largely match the reanalysis output within ensemble range (red line in

figure 2.13b) with the largest discrepancies over the Eurasian region. During the

winter, although the general pattern of the jet-stream oscillations still agrees between

the model and the observations (troughs over Eurasia and North America), the mis-

match between ensemble members and observations becomes more significant given

the higher Rossby wave number of the model ensemble.
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Figure 2.13: a. Zonal average of the zonal component of the 200 hPa wind velocity,

and b. meridionally average of the meridional component of the 200 hPa wind velocity

over the NH. Filled areas show the model ensemble mean and the two standard

deviation range. Dashed lines represent observational data. Blue is for winter and

red for summer.

2.5.3 Sea ice

High latitude sea ice acts as an insulator for both heat and moisture between the

atmosphere and ocean, the two controlling factors for terrestrial ice sheet surface

mass-balance. I use the area and minimum latitude extent of the NH sea ice as rele-

vant diagnostics. The general warm bias of the ensemble is reflected in the reduced ice

area of the ensemble for both seasons, barely capturing the observed area within the

one standard deviation range of the ensemble (figure 2.14). Both March (maximum)

and September (minimum) NH sea ice areas show gradual decreases in the ensemble

mean as the greenhouse gas concentration increases in the model.
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My filter condition for my sub-ensemble still permits a wide response of modelled

components. For instance, averaging from 1950 to 1980 CE, the Pacific Ocean sea ice

shows higher sensitivity to ensemble parameters during its maximum seasonal extent

than the Atlantic. The sea ice minimum latitude in the Pacific ranges from 60°N to

45°N (not shown), in comparison to the observed value of 60°N (Walsh et al., 2015).

Figure 2.14: Maximum (March: blue) and minimum (September: red) sea ice area

ensemble mean ± one standard deviation. The vertical lines represent observational

1981-2010 March and September mean sea ice area within one standard deviation

(Walsh et al., 2015).

2.5.4 AMOC

The AMOC transports large amounts of heat and salinity between high and low

latitudes. Both paleoclimate proxy records (McManus et al., 2004) and climate model
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simulations (Liu et al., 2009) show that the AMOC experiences significant changes

over a glacial cycle.

My “bounding reality” criteria is not met for at least two AMOC features of the

sub-ensemble. The PD ensemble mean AMOC strength is weaker than the reanalysis

data from European Center of Medium-Range Weather Forecasts (Balmaseda et al.,

2008). The temporal mean of the reanalysis data is only captured by the maximum

ensemble range (figure 2.15a). The ensemble mean shows a slight increase in AMOC

strength from 1965 to 1980 CE, which is not seen in ORA-S3. As well, the temporal

variability of the CLIO AMOC lacks the strong amplitude of the low frequency com-

ponent of observations (as displayed by the maximum and minimum (time averaged)

AMOC strength runs in figure 2.15a).

The maximum AMOC stream-function strength is seen around 50°N at 1 km

depth. The ensemble variance is also highest in the same region, in addition to

0°latitude at the same depth (figure 2.15b).

2.6 Conclusions

I have coupled an Earth System Model of Intermediate Complexity (LOVECLIM)

with a 3D thermomechanical coupled ice sheet systems model (GSM) using LCice 1.0.

The coupling efficiently captures most of the relevant feedbacks/interactions between

the ice sheet and the atmosphere and ocean models. My coupled model includes a

parameterized sub-shelf melt using upstream ocean vertical temperature profiles, a

simple cloud parameterization scheme to improve the radiative forcing representation

in the atmosphere model, a dynamical vertical temperature gradient, and a dynamic
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Figure 2.15: a. Maximum AMOC strength at 26°N between 1966 and 1980 CE.

Black solid line: ensemble mean; dark blue area: ensemble mean ± one standard

deviation; light blue area is bounded by the simulations with the maximum and

minimum AMOC strength (time averaged); dashed line: ORA-S3 (Balmaseda et al.,

2008). b, AMOC stream-function mean (filled colors) and ensemble standard devia-

tion (contour lines).

meltwater runoff routing. I also introduce a new precipitation downscaling scheme

that accounts for the change in surface slopes between the coarse resolution climate

model grid and the higher resolution ice sheet model grid. Each of the above features

has significant impact on modelled ice thickness (shown directly or via changes in

temperature and/or precipitation).

I have presented a set of ensemble parameters to generate an ensemble of runs

that “bracket reality” and have shown that each ensemble parameter has a signifi-

cant impact on modelled PD regional temperatures and/or precipitation. The new

coupled model was subject to a Latin hypercube parameter sweep of 2000 ensemble
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simulations for PD boundary and initial conditions. I extracted a sub-ensemble of

500 model runs according to modelled PD NH ice volume changes. The mean of

the sub-ensemble is warm and wet-biased for the NH ice sheet region. However, the

model ensemble still brackets reanalysis precipitation and temperature fields within

two (ensemble) standard deviations for all regions and within one standard deviation

for half of the regions for the case of temperature.

The ensemble’s performance at capturing the seasonal cycle is much better. The

ensemble mean difference between summer and winter for all four regions is well within

one standard deviation of reanalysis values for both temperature and precipitation

(and within one degree C for three of the four regions). This provides some confidence

that the model responds adequately to orbital forcing (at least for components that

operate on sub-annual time-scales).

The “reality bracketing” criterion is not met for certain features of atmospheric

circulation (especially winter-time Rossby wave number) and AMOC strength and

variance. Another key limitation of LOVECLIM is the inability to change bathymetry

and landmask (aside from the parameterized Bering Strait throughflow). The pale-

oclimate and ice sheet modelling communities would be well served by a modern

successor to LOVECLIM for large ensemble glacial cycle time scale contexts that

permitted transient changes to bathymetry and landmask.

The coupled model runs at about 1 kyr/day on one core and therefore enables

large ensembles of full glacial cycle integrations. As a step towards this, my sub-

set of 500 ensemble members is being used for inception and deglaciation ensemble

experiments with the coupled model.
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Chapter 3

The phase space of last glacial

inception from coupled ice and

climate modelling

Abstract

I present an ensemble of Last Glacial Inception (LGI) simulations for the

Northern Hemisphere that largely captures inferred ice volume changes within

proxy uncertainties. This ensemble was performed with LCice 1.0, a coupled

ice sheet and climate model, varying parameters of both climate and ice sheet

components, as well as the coupling between them. The spatio-temporal pat-

tern of ice growth and subsequent retreat in both North America (NA) and

Eurasia (EA) has some sensitivity to parameter changes, especially with re-

spect to rates of ice growth and retreat. I find that the inception of ice over NA

and EA is initially best characterized by the nucleation of ice at high latitude

and high elevation sites, followed by subsequent spreading and merger. The
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conversion of snow fields over central northern Canada plays an important role

in the merging of eastern and western ice regions in NA.

The inception ice volume peak lags the summer 60°N insolation minimum,

but by ∼2 kyr less than proxy reconstructions. There is little evidence that

the growth of ice over NA affects its development over EA, although ice vol-

umes consistently peak earlier over EA than NA. The inception peak in North

America is characterized by a merged Laurentide and Cordilleran ice sheet,

with Davis Strait covered in ice in ∼80% of simulations. Ice also connects

Greenland and Iceland in all runs by 114 ka.

The Eurasian ice sheet at its peak varies across ensemble runs between a

continuous ice sheet to multiple smaller ice caps. In both continents, the colder

high latitudes grow ice through the entire simulation, while lower latitudes lose

ice after ∼110 ka. We find temperature decreases over the initial phases of the

inception lead to the expansion of NA ice sheet area, and that subsequent pre-

cipitation increases contribute to its thickening. EA ice sheet area also expands

with decreasing temperatures, but sea ice limits any increases in precipitation,

leading to an earlier retreat away from the EA maximum ice sheet volume.

3.1 Introduction

Reconstructions of sea level change from corals and oxygen isotope records (e.g. Wael-

broeck et al., 2002; Siddall et al., 2003) along with some limited inferences from glacial

geology (Clark et al., 1993a) indicate that between about 120 and 115 ka, large ice

sheets formed rapidly in the Northern Hemisphere (NH) (Clark et al., 1993b). By 110

ka, mean sea level is inferred to have been approximately 45-65 m lower than present
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(Lambeck and Chappell, 2001; Waelbroeck et al., 2002; Lisiecki and Raymo, 2005)

or about half of that inferred for LGM. Contrary to the common perception that ice

sheet growth is a much slower process than ice sheet retreat, this large last glacial

inception (LGI) growth in ice volume occurred over approximately the same duration

(∼10 kyr) as the last deglaciation. This rapid ice sheet growth was subsequently

followed by ice retreat for the next 10 kyr (Bard et al., 1990; Chappell et al., 1996;

Gallup et al., 2002).

Two complementary paradigms have arisen to explain the rapidity of the LGI

ice growth over North America: widespread thickening of snowfields (Calov et al.,

2005) and spreading from high elevation nucleation sites (Weertman, 1964). However,

the pattern of reconstructed LGI ice growth and decay is too poorly constrained to

differentiate between them. The terrestrial record was largely destroyed by subsequent

ice advance and retreat, and any proxy materials that may have survived are scattered

and have large uncertainties (Lambeck and Chappell, 2001). A previous attempt to

simulate the inferred sea level drop during LGI supported the widespread snowfield

thickening paradigm (Calov et al., 2005). The model used in that study employed

very low resolution (51°longitude by 10°latitude for atmosphere, approximately 100

km for the ice sheet model) and lacked atmospheric dynamics. Only 3 transient

simulations were presented. Given the uncertainties in the proxy data and models, a

much larger ensemble of simulations that captures these uncertainties is required to

assess how representative this result is of the actual growth of ice sheets during the

LGI.

Ideally, model studies of LGI would employ sophisticated Earth System Models

(ESMs) at high resolution bidirectionally coupled to ice sheet models to produce
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ensembles of transient experiments that span the uncertainties of the relevant data

and processes, but this is computationally too expensive. Instead, model studies of

LGI tend to make one of two simplifications. First, general circulation model- (GCM)

based studies treat the climate in a sophisticated way, but rely on a small number of

snapshot experiments without interactive ice sheets. Ice sheet boundary conditions

are prescribed which can lead to a modelled climate that is inconsistent with the

prescribed ice extent (Pollard and PMIP-participating groups, 2000). Furthermore,

the reliance of these studies on at most a few model runs severely limits any possible

uncertainty assessment. Second, experiments performed with ice sheet and climate

models coupled together tend to employ EMIC. These model configurations include

interactive ice sheets and can be run with transient boundary conditions. However,

their low climate model resolution means more processes must be highly parametrized,

and simplified representations mean some key feedbacks are not modelled at all.

Due to such simplifications, most LGI model studies have been unable to simul-

taneously simulate the required rapid ice build-up until around 110 ka as well as the

subsequent retreat (e.g. Calov et al., 2009). Prior to the development of the LCice

1.0 (Bahadory and Tarasov, 2018), the one modelling study that did capture both

the growth and retreat phases of LGI did so using an EMIC coupled to an ice sheet

model (Ganopolski et al., 2010). However, its success depended on the use of an ad

hoc dust parameterization scheme and temperature bias correction. LCice 1.0 is so

far the only fully coupled ice sheet-climate model capable of simulating both the rapid

growth and retreat phase of the LGI (Bahadory and Tarasov, 2018) without using

any bias correction and ad hoc dust forcing. It includes the main feedbacks between

the ice sheet and the atmosphere and ocean that have not been resolved in previous
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coupled EMIC/ice sheet modelling studies (Bahadory and Tarasov, 2018). It is also

fast enough to generate ensembles of glacial cycle timescale transient simulations.

Thus, I employ LCice 1.0 in this study to generate an ensemble of transient LGI

simulations to address a series of questions. How did each ice sheet evolve through its

inception phase, and which of the two aforementioned paradigms best describes this

evolution? More fundamentally, is the spatio-temporal pattern of glacial inception

a single attractor in the phase space of possible inceptions, or could small changes

in initial conditions or physics properties (e.g. mean snow albedo) lead to a different

pattern? This question includes an examination of the extent to which the evolution

of ice sheets in Eurasia (EA) and North America (NA) are correlated. Expanding

this phase space analysis to the climate component, I also examine how the climate

conditions (insolation, carbon dioxide, temperature and precipitation) facilitate the

rapidity of ice growth and retreat. Besides providing answers to these first-order

questions about the LGI, the dataset presented here can contribute to greater under-

standing of the dynamics of the LGI by raising more questions about the manner in

which the climate and ice sheets co-evolve under such wide-ranging conditions.

In section 3.2, I first review LCice 1.0 and its components, and the choice of

my parameters for the ensemble study. I subsequently provide the results for my

ensemble, and discuss the phasing of LGI in terms of ice sheet and climate evolution.

3.2 Experimental setup

As detailed in Bahadory and Tarasov (2018), ensemble parameters were chosen to

reflect key uncertainties in LCice. I ran an ensemble of 500 simulations of LGI for the
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North American, Greenland, and Eurasian ice sheets using the coupled model LCice

1.0. These 500 simulations were sieved from a larger ensemble of 2000 simulations

covering the pre-industrial to present day interval. Only 55 out of 500 inception

simulations could approximately replicate the total pattern of sea level lowering due to

ice sheet build up, followed by sea level increase, as suggested by reconstructed proxies

of Waelbroeck et al. (2002); Lisiecki and Raymo (2005). The rejected simulations

generally underestimated total ice volume, though a small number of simulations

captured appropriate growth but with no subsequent retreat phase. For the rest of

this paper, the term “ensemble” refers to this sieved group of 55 simulations.

3.2.1 Ensemble parameters and sensitivity analysis

The ensemble approach samples over the parametric uncertainty of the model. The

ensemble of simulations presented here are based on varying 18 parameters, 5 of

which are found in LOVECLIM, 9 in the GSM, and 4 in the coupler. The LOVE-

CLIM ensemble parameters include snow albedo, bare-ice albedo, melting ice albedo,

the humidity threshold for parametrized precipitation, and the cloud parameteriza-

tion scheme. The GSM ensemble parameters address uncertainties in basal drag, ice

calving, sub-shelf melt, and deep geothermal heat flux. Ensemble parameters related

to the coupling procedure include spinup length and start time, upscaling method,

and the method used to calculate the vertical temperature gradient. Each ensemble

parameter and associated sensitivity analysis for the coupled model is described in

detail in Bahadory and Tarasov (2018).
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3.2.2 Initial conditions

Since the extent of the Greenland ice sheet during the Eemian is not well constrained,

the initial state of the ice sheet at the start of the ensemble simulations is set to

its present-day configuration. Future work will use an initialization from ongoing

Greenland ice sheet model calibration. The initial climatic state is provided by a 3

to 5 kyr LOVECLIM spinup under transient orbital and greenhouse gas forcing, with

the present-day topography given as the boundary condition.

3.2.3 Models

3.2.3.1 LOVECLIM

LOVECLIM is a coupled EMIC, consisting of a quasi-geostrophic atmosphere (EC-

Bilt), a primitive equation ocean with dynamic sea ice (CLIO) and dynamic vegeta-

tion (VECODE). The atmospheric spatial resolution is T21, and the ocean and sea

ice have a resolution of 3°. It is fast enough to simulate LGI (120 ka to 100 ka) in less

than 3 weeks using a single commodity core. It has therefore been used to simulate

a wide range of different climates from the LGM (Roche et al., 2007) through the

Holocene (Renssen et al., 2009) and the last millennium (Goosse et al., 2005) to the

future (Goosse et al., 2007).

Interpretation of model-based results always requires cognizance of model limi-

tations. Aside from the simplified atmospheric dynamics and low grid resolution, a

key limitation of LOVECLIM for my study is the fixed land-ocean mask. With an

inferred LGI maximum sea level drop of approximately 45-65 m, throughflow through

ocean gateways can change significantly (including complete closure of Bering Strait).
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LOVECLIM is unable to handle a changing land mask, except for the Bering Strait,

where throughflow is parametrized as a function of modelled sea level and regional

ice sheet cover. Other potentially important factors which can affect the results in-

clude simplified radiation and hydrology schemes, and missing feedbacks of dust on

radiative forcing.

3.2.3.2 GSM

The glacial systems model (GSM) is built around a thermo-mechanically coupled

ice sheet model. It includes a 4 km deep permafrost-resolving bed thermal model

(Tarasov and Peltier, 2007), fast surface drainage and lake solver (Tarasov and Peltier,

2006), visco-elastic bedrock deformation (Tarasov and Peltier, 1997a), Positive Degree

Day surface mass balance with temperature dependent degree-day coefficients derived

from energy balance modelling results (Tarasov and Peltier, 2002), sub-grid ice flow

and surface mass balance for grid cells with incomplete ice cover (Morzadec and

Tarasov, 2017), and various ice calving schemes for both marine and pro-glacial lake

contexts (Tarasov et al., 2012). For the results herein, ice shelves are treated using

a crude shallow ice approximation with fast sliding. The GSM runs at 0.5°longitude

by 0.25°latitude grid resolution.

3.2.3.3 LCice 1.0 coupler

The LCice coupler is designed to extract, regrid, and exchange the required fields

between atmosphere and ocean components of LOVECLIM and the GSM asyn-

chronously (i.e. LOVECLIM and the GSM are run sequentially with boundary con-

ditions from the other model fixed between data exchanges). The time between data
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exchanges was chosen to be 20 years as the optimal balance in sensitivity tests be-

tween efficiency and proximity to shorter coupling timestep solutions (Bahadory and

Tarasov, 2018).

Fields passed from the ice sheet to the atmosphere include ice mask and surface

elevation, the latter via one of the three included schemes (simple, envelope, and sil-

houette, the choice of which is under ensemble parameter control). The atmosphere

to ice coupling includes the monthly mean and standard deviation temperature and

monthly mean precipitation, evaporation, wind direction and magnitude, and vertical

temperature lapse-rate. LCice 1.0 uses an innovative scheme to downscale precipi-

tation to the ice model grid that accounts for orographic forcing on the GSM grid

resolution topography. Temperature downscaling uses the dynamical (evolving) ver-

tical surface temperature gradient field of LOVECLIM. The coupler also includes a

simple radiative cloud parameterization to compensate for the present-day prescribed

radiative cloud cover of LOVECLIM.

In ice sheet-ocean interactions, the GSM determines the runoff routing, and passes

freshwater fluxes to the ocean model, while the ocean model provides the GSM with

vertical temperature profiles, required to calculate sub-shelf melt. Details of each

component of the coupling and their influence are described in Bahadory and Tarasov

(2018).

Given model limitations, there is no one best run in the ensemble. Instead, dif-

ferent runs have different features, each of which will likely have different patterns

of misfits against inferred proxy records. In the following results, I crudely interpret

feature frequency in the ensemble to be a partial metric of feature likelihood, though

this is far from a rigorous probabilistic analysis.
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3.3 Results

The LCice 1.0 ensemble reproduces the reconstructed pattern of rapid ice sheet vol-

ume growth and retreat during the LGI in 55 of the 500 runs. The total Northern

Hemisphere ice volume averaged over the ensemble of 55 runs is plotted in figure 3.1.

No single ensemble parameter is found to explain the difference between runs that

achieve this pattern and those that do not, so it appears this response is a result of

non-linear interactions between multiple parameters.

The maximum ice volume achieved by the LCice 1.0 ensemble during inception

is lower than that inferred by Lisiecki and Raymo (2005), but within the collective

uncertainty of the two reconstructions presented here (Waelbroeck et al., 2002; Lisiecki

and Raymo, 2005). This under-estimation is likely due in part to the absence of any

contribution from the Antarctic ice sheet (and perhaps Patagonian and Tibetan ice

caps). Relatedly, the under-estimated maximum ice sheet volume is also consistent

with the fact that the simulated ice sheet volumes never reach the peak rate of ice

growth indicated by sea level estimates of either reconstruction, and they start to

retreat approximately 2 kyr earlier than in the reconstructions. This represents a

shorter phase lag between the timing of the sea level minimum and the 60°N summer

insolation curve (orange line in figure 3.1) in the simulations compared to the two

reconstructions. It is especially striking that the Lisiecki and Raymo (2005) stadial

peak occurs almost exactly halfway between the 60°N JJA (mean June July August)

orbital minimum at 114.5 ka and the subsequent maximum at 104 ka. Figure 3.1 also

includes a sea level reconstruction from the Red Sea (Siddall et al., 2006) which was

not used in the filtering process. This reconstruction suggests an even faster decrease
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in pre-stadial sea level compared to that of the other two records. Furthermore the

timing of the sea level minimum and subsequent sea level rise is slightly advanced of

the ensemble mean. The differences between the 3 reconstructions illustrates their

collective uncertainty. It is unfortunate that proxy-based sea level reconstructions do

not give explicit temporal uncertainties which would enable better evaluation of the

phase discrepancies between model- and proxy-based inferences.

A second test of the representativeness of these simulations for the LGI is made

between temperature changes from a glaciological inversion of the GRIP ice core

δ18O record (Dansgaard et al., 1993; Tarasov and Peltier, 2003) and annual-mean

temperatures calculated from the model grid cell containing its location. The en-

semble mean 2m temperature anomaly relative to 119 ka follows the general trend

of GRIP reconstructed temperatures in figure 3.2 until ∼ 112 ka. Individual runs

have higher decadal to centennial scale variance than that of GRIP record. However,

the large millennial scale variability of the GRIP record inversion is not captured by

the simulations. The ensemble-mean annual temperatures from the GRIP site subse-

quently diverge from reconstructed temperatures after approximately 111 ka. At this

time, simulated temperatures increase at the GRIP site following insolation changes,

whereas there is no evidence of a similar increase in the GRIP record temperature in-

version. Instead, reconstructed GRIP temperatures exhibit multi-millennial timescale

oscillations around stable, stadial (cold state) temperatures. It is unclear what mech-

anism would sustain stadial temperatures over central Greenland under increasing

insolation, especially since the simulations consistently predict that strong warming

should result. It may be this discrepancy reflects in part a lack of accounting for at

least two standard sources of uncertainty in water isotope to temperature inversions:
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Figure 3.1: The time evolution of total (black), NA (blue), EA (red), and Greenland

(green) ensemble mean ice volumes in m sea level equivalent (SLE) between 119 and

105 ka. The dark areas show one standard deviation away from the mean. The light

areas show the minimum and maximum ice volumes in the ensemble. The purple

area, light purple, and dark purple lines show the respective proxy-based sea level

reconstructions from Lisiecki and Raymo (2005), with 1 sigma, Waelbroeck et al.

(2002), and Siddall et al. (2006). The orange line depicts the timing of insolation

changes at 60°N. The JJA ensemble mean temperatures over 50°N-65°N of NA and

60°N-75°N of EA are shown as thick-dotted blue and red lines, respectively.
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changes in the moisture source region and changes in the seasonal distribution of

precipitation.

3.3.1 Glacial inception phase-space

Now that I have established that LCice 1.0 is able to capture both the ice sheet growth

and retreat phases of the LGI, I explore how consistent the patterns of the ice growth

and retreat are between ensemble members. I start by analyzing the spatial patterns

of EA and NA ice sheets at two diagnostic time intervals: first, the early stage of ice

build up, and second, during the peak of the inception around 112 ka. Next, I explore

the consistency of ice and climate evolution between these two intervals and during

the subsequent retreat phase.

3.3.1.1 Spatial pattern of first appearance of ice

Despite having different start times (due to different calendar start years between 122

ka and 119 ka and spinup lengths varying between 3 to 5 kyr), all simulations start

growing ice in the first 100 years of simulation (figure 3.3.a). Therefore, I analyse the

spatial patterns of the first appearance of ice in the first 1000 years of simulation,

rather than aggregating simulations according to a common calendar year.

In NA, the patterns of initial ice build-up are highly consistent over the Canadian

Archipelago and Ellesmere island, but differences arise in central Canada and the

Rockies during the first 1 kyr of simulation (figure 3.3). Land ice first appears in

NA over the Canadian Archipelago (especially Ellesmere and Devon Islands) in all

runs, while the Rockies and eastern NA are almost ice-free (figure 3.3.a). This is in

agreement with studies that suggest the first ice nucleation in NA occurs over the
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Figure 3.2: Annual mean 2 m temperature anomaly relative to PD for the GRIP

ice-core (green) (Dansgaard et al., 1993; Tarasov and Peltier, 2003), ensemble mean

(thick black), and three individual runs (gray lines). The orange line depicts the

timing of insolation changes at 60°N.
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Canadian Archipelago with further growth, merger, and then expansion to southern

and western regions (Weertman, 1964). This result is also consistent with the ongoing

presence of extensive glaciers and small ice caps in this region.

Within approximately 500 years, ice expands southward over Baffin Island and

westward over the western Canadian Archipelago, and it also begins to nucleate over

central northern Canada and high-elevation regions of the Rockies in some of the

runs. The appearance of ice over central northern Canada supports the widespread

snowfield thickening paradigm by Calov et al. (2005). After 1 kyr, the smaller ice

caps in the Canadian Archipelago start merging, and the eastern margin of Baffin

Island becomes fully ice-covered in all the simulations. In the simulations with most

extensive ice, the Cordilleran ice sheet over the Rockies merges with the Innuitian

ice sheet over the Canadian Archipelago to form a single ice complex. However, in

most runs, central northern Canada, the eastern Rockies and northern Labrador and

Quebec remain ice-free. Thus, the first 1 kyr of my results suggest a combination of

the two paradigms contributing to initial appearance and spreading of ice.

The evolution of EA ice has more cross-ensemble variability compared to that of

NA. It has long been understood that EA ice is more sensitive to orbital forcing and

climate variations (e.g. Tarasov and Peltier, 1997a) due to the smaller size of the EA

ice sheet and related higher margin length to area ratio. In EA, ice growth begins over

Svalbard within the first 100 years of simulation, with the most extensive simulations

also showing ice cover over other islands in the region. Once Svalbard is completely

covered with ice and there is some ice cover on most of the islands in the region,

ice growth shifts southward to the high-elevation regions of mainland Fennoscandia.

(figure 3.3.a and b). By the end of 1000 years of simulation, the higher elevation
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Figure 3.3: Left. NA ice thickness ensemble probability distribution after a 100,

b 200, c 500, and d 1000 years of simulation. Right. EA ice thickness ensemble

probability distribution after e 100, f 200, g 500, and h 1000 years of simulation.

regions of Fennoscandia are ice-covered in the majority of runs, but there is still little

evidence of ice cover over the Barents and Kara Seas, northern Russia, or at latitudes

south of 65°N. Even in the simulations with the most extensive EA ice cover, there

is no single ice sheet present over continental EA by this time.

3.3.1.2 Spatial pattern of the Last Glacial Inception maximum ice

To capture the maximum in ice volume for EA and NA during the LGI, I consider

time slices for 114 ka, 112 ka, 110 ka and 108 ka in figures 3.4 and 3.5. I aggregate

my simulation results according to their boundary condition years rather than their

simulation years.

The NA ice sheet extent prior to and at the peak time is generally consistent

between runs, with ice covering the Rockies and central and northeastern Canada

including Hudson Bay (cf. figure 3.4). The Greenland and Iceland ice sheets are con-
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nected in all runs by 114 ka. Also, Alaska is fully ice-covered in all of the simulations,

while Labrador and eastern NA remains ice-free, likely due to warm model biases in

this region. The main differences between ensemble members occur along northern

Alaskan ice margins (with 40% of ensemble runs covering Bering Strait at 114 ka),

southern Canada, and Baffin Bay, where approximately 80% of simulations create an

ice bridge connecting the Laurentide and Greenland ice sheets across Davis Strait.

This ice bridge generally starts out from a merger of opposing ice shelves. For some

(but not all) ensemble runs, it can also ground right across the Strait and therefore

isolate Baffin Bay from the Labrador Sea.

After the stadial peak in NA ice volume, the main variation between ensemble

members appears in the rate of ice retreat. Initially, while the ice margin rapidly

retreats to higher latitudes along the south-eastern margin in simulations with smaller

ice sheets, simulations with larger ice sheets show little change in ice extent. This

difference in behaviour leads to the largest difference in ice extent over Hudson Bay

at 110 ka, when approximately 20% of the simulations cover the entire area and

30% are ice-free in this region. By 108 ka, the Laurentide and Cordilleran ice sheets

are separated in only 10% of the simulations, fewer than 20% of runs simulate a

connected Greenland-Iceland ice sheet, and the ice bridge across Davis Strait has also

disappeared in more than 90% of runs.

Similar to the early phases of the inception, ice extent over EA is more variable

between ensemble members around the stadial peak time (116 ka to 112 ka) compared

to NA (figure 3.5). At this time, fewer than half of simulations develop a single ice

sheet in the northern mainland of EA, while the rest of the runs display multiple

distinct ice domes over Scandinavia, Svalbard, Novaya Zemlya, and northern Siberia.
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Figure 3.4: NA ice thickness ensemble probability distribution at a 118 ka, b 116 ka,

c 114 ka, d 112 ka, e 110 ka, and f 108 ka. The 118 ka and 116 ka are included to

provide the history before the peak and are not discussed.

Scotland exhibits some ice cover in the majority of runs, but the North Sea remains

ice-free. As with the ice sheets in NA, the larger EA ice sheets retreat after 112

ka more slowly than the smaller ones do, but fewer than 10% of runs have a single

Fennoscandian ice sheet by 108 ka (figure 3.5f).

3.3.2 Temporal pattern of ice evolution across the ensemble

As shown in the previous section, the patterns of ice growth and retreat are not

consistent through the LGI in all regions, especially in EA. The speed with which

regions become ice-covered and ice-free vary between ensembles members for both

the NA and EA. To diagnose the development of these ensemble member differences

in time, I subdivide NA and EA into four sectors each (outlined in figure 3.6) and
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Figure 3.5: EA ice thickness ensemble probability distribution at a 118 ka, b 116 ka,

c 114 ka, d 112 ka, e 110 ka, and f 108 ka. The 118 ka and 116 ka are included to

provide the history before the peak and are not discussed.
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Figure 3.6: a. NA subregions, and b. EA subregions

examine the evolution with time of ice volume in each sector.

The NA sectors include the Canadian Archipelago separated into Ellesmere Island

(NAEl) and Baffin Island (NABf ), Quebec (NAQb), and the Rockies (NARc). The EA

sectors include the north-western Barents Sea and Svalbard (EASv), the Kara Sea

and nearby land (EAKr), and eastern and western Fennoscandia (EAEF and EAWF ).

3.3.2.1 North American ice sheet

In all regions in figure 3.7 except NAEl, ice volume increases to a maximum sometime

between 112 ka and 109 ka and then decreases. In NAEl, the coldest region of NA, ice

volume increases throughout the LGI in most simulations. Generally, the ice sheet

growth phase is more consistent between runs than its retreat phase. In sector NABf

in figure 3.7b, ∼10% of simulations lose between 1 and 1.5 m SLE of ice between

112 and 107 ka and maintain a constant ice volume afterwards. The rest of the runs

show a range of behaviors, from almost no ice loss to 80% loss. In contrast, in NAQb,

the most southern and warmest subregion, the maximum ice volume varies between

almost zero to more than 1 m SLE, and no simulation sustains ice cover until the
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end of the LGI. The NARc region spans the widest range of latitudes, but it also

contains some of the highest-elevation sites of NA. It shows both strong ice growth

and a wide range of ice loss scenarios over the LGI. Notably, ice develops over western

NA (NARc) at the same time as it is growing in the east.

One pattern that emerges most strongly in NAQb is that the runs with larger ice

sheets tend to have delayed peak times. This is consistent with the observation in the

previous section that runs with the largest NA ice sheet extent had a delayed retreat

time relative to the smaller ice sheets.

3.3.2.2 Eurasian ice sheet

In EA, the most northern (and coldest) sector, EASv has steadily increasing ice volume

throughout the LGI. This pattern is similar to that observed for NAEl. Otherwise,

the rest of EA sectors show ice growth and retreat patterns similar to NAQb, where

there is a wide variation in the total ice volume reached and (near-) complete ice loss

by the end of the LGI. These regions also reproduce the tendency for larger ice sheets

to have later peak ice volumes, ranging between 114 and 110 ka.

3.3.3 Relationships between changes in the North American

and Eurasian ice sheets

I have examined the build-up and retreat of ice sheets in NA and EA independently.

Past modelling studies indicate that the presence of NA ice can affect conditions over

EA (Beghin et al., 2013; Colleoni et al., 2016; Liakka et al., 2016; Ullman et al., 2014;

Kageyama and Valdes, 2000) and therefore potentially EA evolution. Thus, I consider
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Figure 3.7: Left. NA ensemble distribution of ice volume during LGI in NAEl,

NABf , NAQb, and NARc. Right. EA ensemble distribution of ice volume during LGI

in EAKr, EASv, EAEF , and EAWF . The vertical orange line shows the timing of the

minimum summer insolation at 60°N.
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next whether there is any evidence for such a relationship acting in this ensemble.

Comparisons of EA maximum ice volume versus NA maximum ice volume in figure

3.8 indicate that there exists no simple relationship between these two fields. Small

NA ice volumes correspond to small EA ice volumes. However, when NA ice volumes

are larger, figure 3.8 suggests a possible bifurcation in the runs. More ensemble runs

would be required to validate this suggestion.

Although there is no clear connection between the volumes of NA and EA ice

sheets, there is a relationship between the timing that the peak ice volume is reached

in these two regions in most ensemble members. In figure 3.9a, the peak ice volume

nearly always occurs earlier in EA than in NA. This result is expected given the

smaller size and related stronger sensitivity of the EA ice sheet to orbital forcing.

The duration of this lead depends strongly on model parameters and ranges between

200 years to 6 kyr. In a small subset of runs, the EA ice volume peaks early (∼115

ka) regardless of the timing of the NA ice volume peak (possible further evidence of

the aforementioned possible bifurcation).

The correlation in the timing that maximum ice volumes are reached in NA and

EA in most runs in figure 3.9a may indicate that these ice sheets are affecting each

other’s growth and retreat, or it may indicate that the parameter choices that lead

to larger ice sheets in one region also encourage growth in the other. One plausible

mechanism whereby the NA ice sheet may affect the development of the EA ice sheet

is through a reduction in hemispheric temperatures. However, there is no evidence of

this, as the timing of maximum EA ice volume (figure 3.9c) has no consistent phase

relationship with the timing of EA minimum temperature. Thus, if there is a means

by which the NA and EA ice sheets are affecting each others’ development, it is not
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Figure 3.8: The maximum volume of the NA and EA ice sheets for individual runs.
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Figure 3.9: a. Timing of the EA ice volume (blue) and area (red) peak with respect

to the NA peak time. b. Ice volume in NA sectors at the time of EA maximum

ice volume. blue: NAEl; red: NABf ; green: NAQb; black: NARc. c. Timing of the

EA minimum temperature and maximum ice sheet volume for individual runs. The

orange curve shows the summer (JJA) insolation at 60°N.

clear from the results here. Additional experiments to isolate the impact of each ice

sheet on the other one are analyzed in Chapter 4.

3.3.4 Climate of the Inception

Having documented the phase space of ice sheet changes and identified the more ro-

bust features in my ensemble of LGI simulations, I now consider relevant controls

from the climate system. To that end, I focus on temperature and precipitation as

the two main controls on ice sheet thickness and extent (at least for terrestrial compo-

nents). These are themselves affected by Northern Hemisphere sea ice (which alters

the exchange of heat and moisture between the atmosphere and ocean), the AMOC

(through changes to oceanic heat transports to high latitudes), and the latitude of

the jet stream (through changes to atmospheric heat transports and the locations of
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storm tracks).

Northern summertime temperature and annual precipitation are ice-sheet relevant

climate characteristics that most directly control ice sheet extent and thickness. For

my ensemble, both temperature and precipitation of NA and EA (figure 3.10) show

abrupt reductions early in the LGI interval initially in phase with the reduction in

insolation at 60°N. In NA, temperature and precipitation reach their respective min-

imum values approximately 2.5 kry and 1.5 kyr earlier than insolation. A weakening

influence of insolation changes at this point is expected. Since the relatively high

albedo ice sheets and sea ice tend to be fairly extensive by this time (figures 3.4, 3.5

and 3.10), insolation will be a smaller contributor to the regional energy balance. But

to actually explain the phasing of the temperature minimum relative to the insolation

minimum, other contributors must be invoked. An increase in the radiative forcing

from the atmospheric concentration of CO2 (purple timeseries in 3.10) after 116.5 ka

and especially a subsequent decrease after 114.5 ka approximately correspond with

the interval of discrepant NA mean summer temperature change (relative to insola-

tion forcing). The possible role of changes in AMOC and sea ice cover are examined

below.

Why NA temperature resumes warming shortly after its minimum at ∼ 117 ka is

not clear. However, it continues to increase throughout the remainder of the period

with a brief hiatus at ∼ 114 ka.

Thus, the early stages of ice growth in NA appear to be dominated by ice sheet

expansion in response to regional cooling, since precipitation is decreasing. In snap-

shots of near-surface temperature and ice sheet elevation from a single simulation in

figure B.5, the ice sheet margins during this time tend to be located between the -2°C
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to 2°C isotherms in most regions except for those with high levels of accumulation

(e.g. the Rockies). NA ice sheet area reaches its maximum between 114 and 113 ka,

when both temperature and precipitation are increasing (see figures 3.9a and 3.10).

However, the NA ice volume continues to grow until approximately 111 ka through

a thickening of the ice sheet (cf. supplemental figure B.5) in response to increasing

precipitation under continuing cold temperatures. Eventually, the NA ice sheet be-

gins to lose mass after further increases in temperature and precipitation. At this

time, the southern margins of the ice sheets tend to fall between the 0°C and 4°C

isotherms, and the ice sheets retreat from the south while remaining otherwise thick.

In this way, the ice sheet growth and retreat phases are asymmetrical.

In EA, temperature and precipitation also show an abrupt but weaker reduction

in the early inception. The ensemble mean EA summer temperature and precipita-

tion minima have a longer duration interval than that of NA. EA temperature and

precipitation gradually increase until ∼111 ka, when the sea ice area starts to decline.

After this time, both temperature and precipitation increases accelerate.

In assessing the contributions of sea ice, the AMOC and the jet stream, summer

sea ice has the strongest correlations with temperature and precipitation changes in

EA. Late winter sea ice shows no consistent pattern of change over this time period

and is not related to ice sheet volumes in either NA or EA (see supplemental figure

B.1). However, its summer extent varies in correspondence with Northern Hemisphere

temperatures: it peaks prior to the minimum in insolation at 60°N, remains extended,

and then decreases. The onset of major sea ice retreat at approximately 111 ka is in

phase with a rapid acceleration of both NA and EA summer warming and annual-

mean precipitation. Deciphering the causal relationships of this phasing requires
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future sensitivity studies. However, at the very least, one can infer that sea ice has a

positive feedback role for both precipitation and temperature at this time.

Neither the AMOC nor the jet stream exhibit any consistent changes that coincide

with temperature and precipitation or ice sheet changes. In 80% of the runs, the

AMOC gradually increases during the glacial inception to a maximum of 22 Sv around

108 ka. After this, it decreases once more to its initial values of 16 to 18Sv. In the

remaining 20% of runs, the AMOC oscillates between two values. Similarly, there are

no evident changes in the latitude of the North Atlantic jet stream in any of the runs.

Previous work indicates that the position of the North Atlantic jet stream depends

on the latitude of the south-eastern margin of the NA ice sheet (Andres and Tarasov,

2019). For the current ensemble, the NA ice sheet remains north of the preferred

latitude for the jet stream at all times, so the ice sheet is unable to directly influence

the jet stream in this way.

3.3.5 Discussion

The first appearance of ice on land in NA is as early as 119 ka over Ellesmere Is-

land. This is consistent between all runs and consistent with present-day ice cover.

From there, it spreads south to Baffin Island and west over the rest of the Canadian

Archipelago. However, within 500 years of simulation, it also begins to nucleate over

central north Canada in some of the simulations. Ice appears on high-elevation re-

gions of the Rockies at this point as well in some of the runs. In the most ice extensive

runs, the Cordilleran and Innuitian ice sheets merge across central northern Canada

to form a single Laurentide ice sheet within 1000 years. Considering the first appear-
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Figure 3.10: The ensemble distribution of Northern Hemisphere late summer sea ice

total area. The black line shows the ensemble mean sea ice area. The blue lines

show the scaled ensemble mean summer temperature anomaly with respect to 119 ka

in NA (thick) and EA (thin). The red lines show the scaled ensemble mean annual

precipitation anomaly with respect to 119 ka in NA (thick) and EA (thin). The orange

line represents the summer insolation at 60°N. The purple line shows the changes

in log(CO2) to approximately capture its effective radiative forcing. Temperature,

precipitation, insolation, and CO2 are plotted solely for the sake of phase comparison,

and therefore their actual values are not indicated.
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ance of ice in the Canadian Archipelago in all runs, and inconsistent nucleation of ice

in central north Canada prior to merger of the Canadian Archipelago ice caps, these

results support a combination of the two hypotheses of glacial inception. Specifically,

inception starts with nucleation in high latitudes and high elevations with subsequent

relatively fast snowfield spreading across northern Canada. By the inception peak, a

single ice sheet covers Canada, parts of the northern United States, and Alaska in all

runs, with ∼80% of runs covering Davis Strait with an ice bridge. After the inception

peak, all NA sub-regions except NAEl lose ice, while ice in NAEl grows with a smaller

rate.

Over EA, there is a much greater contrast than over NA between the runs with

the most and least extensive ice cover. Ice initially forms over Svalbard, Novaya

Zemlya, and Spitsbergen. It then expands to more southern-located islands, followed

by high-elevation sites in northern Fennoscandia and northern Russia. There is no

contiguous Barents/Kara ice sheet, but there is some eastward filling of the northern

Baltic Sea from what is now Sweden. The absence of continental shelf ice expansion

is perhaps due to some combination of higher sea level and uncertainties in the GSM

marine ice treatment (e.g. with respect to grounding line advance). Similar to NAEl,

ice in EASv continues to grow through the inception interval. The pattern of ice

evolution in lower latitudes becomes more variable across the ensemble by the start

of the retreat phase. However, most EA sub-regions except EASv completely lose ice

by the end of the inception.

Maximum NA and EA inception ice volumes are not well correlated across the

ensemble. In simulations where NA ice volume tends to be small, the EA ice volume

also tends to be small, but there is no such clear connection for intermediate- to
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large-sized ice sheets. However, I do find that the EA ice sheet consistently reaches

its maximum ice volume prior to the NA ice sheet, although the time lag is quite

variable between runs (200 yr to 6 kyr). Chapter 4 examines in detail the impact of

the NA and EA ice sheets on the evolution of each other.

I performed an initial assessment of the influence that climate fields play in LGI ice

sheet evolution. At the beginning of the LGI, temperature and precipitation over NA

and EA decrease steadily and the summertime sea ice area expands. The consequent

southward shifting of JJA isotherms ranging between -2°C and +2°C drives the areal

expansion of the NA ice sheet southern margin, and likely that of EA as well. Both

NA and EA mean summer temperature and mean annual precipitation reach their

LGI minimum in approximate synchrony with the time of late-summer maximum

Northern Hemisphere sea ice area, and slightly in advance of the JJA 60o N insolation

minimum. The subsequent increase in precipitation occurs relatively abruptly over

NA, unlike the increase in temperature and decrease in late-summer sea ice area.

During this time, the NA ice sheet area remains extended and its volume continues

to increase through ice thickening.

EA mean summer temperature and mean annual precipitation on the other hand

do not increase during this period until the sea ice area starts to decline. Due to

this controlling effect by sea ice, there is no equivalent period of thickening for EA,

and its retreat begins much sooner after the minimum in insolation than for the

NA ice sheet. Unexpectedly, in a small subset of runs, the EA ice sheet begins to

retreat prior to the minimum in insolation at 60°N and prior to its local minimum

in summer temperatures. By 111 ka, insolation, northern summer temperatures and

annual precipitation all increase rapidly, and summertime sea ice extent decreases
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rapidly. At this time, both EA and NA retreat rapidly. With a stronger influx of

upstream ice during its retreat (especially compared to its initial growth), the NA ice

margin now lags the northward displacement of the -2 to +2°C isotherms.

3.4 Conclusions

This is the first study to examine possible patterns of ice sheet growth and retreat

during the LGI in a coupled ice and climate model only subject to orbital and GHG

forcing. I used LCice 1.0, a coupled ice sheet and climate model, to generate an ensem-

ble of 500 transient simulations of the LGI that differ according to the combination of

parameters and parameterizations used in the climate component (LOVECLIM), the

ice sheet component (the GSM) and the coupling between them. Of these 500 sim-

ulations, 55 simulations reproduced the reconstructed patterns of sea level changes

during the LGI. In this paper, I document the patterns of ice growth and retreat

exhibited by North American and Eurasian ice sheets in these 55 runs.

I applied two tests of the representativeness of these simulations to historical

changes during the LGI: comparisons of total sea level changes with time, and com-

parisons of near-surface air temperatures at the location of the GRIP ice core. Max-

imum LGI ice volume is under-estimated in the ensemble relative to that inferred

by Lisiecki and Raymo (2005), although it lies within the collective uncertainties of

reconstructed values (especially after accounting for the absence of an Antarctic com-

ponent in the model). Another possibly significant discrepancy is the timing of the

LGI sea level minimum, with my model ensemble sea level minimum occurring ap-

proximately 2kyr earlier than that of the Lisiecki and Raymo (2005) and Waelbroeck
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et al. (2002) reconstructions. Part of this discrepancy may be due to the absence of a

modelled (and likely out of phase) Antarctic ice sheet contribution in LCice 1.0, but

part may also be due to dating uncertainties in the proxy based reconstructions.

The ensemble mean temperature is in approximate agreement with an inverse

reconstruction from the GRIP ice core during the cooling phase of the inception.

Subsequently, a strong warming in the model driven by orbital and greenhouse gas

forcing is absent in the reconstruction. Given regional warming is robust across the

ensemble and the lack of a plausible physical mechanism to sustain cold, stadial

conditions under increasing insolation, I suggest the discrepancy may be due in part

to uncertainties in the δ18O to temperature inversion. The model also fails to capture

the millennial scale variance of the proxy record.

One of the main questions addressed by this study is whether there is a single likely

evolution of ice configurations during the LGI or whether the evolution is sensitive

to model parameters. My results indicate that the ice evolution pattern is different

in the two continents, and also varies between the growth and retreat phases.

The regional LGI pattern of ice evolution for NA and EA starts with the high

elevation and high latitude nucleation paradigm (first over Ellesmere Svalbard and

Franz Joseph islands, then the northern Rockies, and Baffin and Novaya Zemlya

islands). Subsequent nucleation over lower latitudes is followed by wide snowfield

expansion/thickening over central northern Canada, merging eastern and western

NA ice in all runs.

The EA ice sheet is more sensitive to ensemble parameters, and varies between a

single ice sheet to multiple ice caps at its peak volume. The peak in the EA ice sheet’s

volume occurs prior to the NA ice sheet in all runs. After the LGI ice volume peak,
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retreat happens across most sectors except for continued (though slower) growth in

the most northern Ellesmere and Svalbard sectors. Aside from the latter, EA tends

to have almost complete ice loss by 104 ka. The post-LGI stadial ice mass loss rate

and temperature and precipitation increases in EA have higher correlation with sea

ice retreat compared to that for NA ice, temperature, and precipitation.

Two perhaps novel features pertaining to NA and Greenland may be of interest

to glacial geologists. The Greenland ice sheet and Icelandic ice cap are connected in

all runs by 114 ka. Furthermore, there is an ice bridge between NA and Greenland

across Davis Strait in approximately 80% of ensemble runs.

An intended contribution of this study is its ability to foster new research about

LGI. I will make a subset of the simulations described in this paper publicly available

via an online archive for other groups to use. I especially hope that the field data

community will use this archive to test, refute, and/or validate which, if any, of the

model-derived trajectories (and characteristics thereof) for LGI are consistent with

the paleo record.
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Chapter 4

The role of the Northern

Hemispheric Ice Sheets in Last

Glacial Inception

Abstract

I examine the dynamical role of the Northern Hemisphere ice sheets during

the last glacial inception. Specifically, I compare the impact of various climate

mediated feedbacks of the evolving ice sheets upon themselves and each other.

My analysis is based on sensitivity ensembles using the fully coupled ice sheet

- climate model LCice 1.0 (Bahadory and Tarasov, 2018).

Within the context of the orographic and thermal impacts of the Northern

Hemispheric ice sheets, I find moderate to high sensitivity of the Eurasian (EA)

ice sheet to the configuration of the larger North American (NA) ice complex

(with up to 10 % ensemble mean variations at peak inception and close to factor

3 variations during the subsequent retreat). The topography and extent (via
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albedo) of the North American ice sheet impacts the strength and location of the

North Atlantic low pressure system, temperature and precipitation patterns,

and therefore the ice distribution over EA. Due to a combination of their relative

sizes and the much larger upstream distance, the NA ice complex is less sensitive

to the size of the EA ice sheet (less than 5% in ice volume), unless the EA ice

sheet extent and thickness is fixed at its inception maximum. This latter case

is the only experiment to lack a deglaciation phase over the 120 ka to 105 ka

interval.

With regards to ice-ocean interactions, both termination of Bering Strait

throughflow or shutdown of freshwater runoff from the ice sheets, strengthens

the Atlantic Meridional Overturning Circulation inducing the largest reduction

in Northern Hemisphere ice sheet volume of all of my experiments. In all these

experiments, the response of the Eurasian ice sheet is much stronger than the

NA ice sheet, both in terms of total ice volume and regional ice distribution

differences.

4.1 Introduction

The last glacial inception is a period of rapid ice sheet build-up of about 45 m to 65 m

sea level equivalent (mSLE) within the 120 to∼110 ka interval, with subsequent 10 kyr

of ice retreat. This relatively rapid transition into and partly out of glacial conditions

offers a stringent test of our understanding and representation of the climate system

in computer models and their sensitivity to orbital and greenhouse gas (GHG) forcing.

To date, only one study relying on just orbital and GHG forcing has captured this

fast growth, and subsequent retreat (Bahadory and Tarasov, 2018). This model is to
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date arguably distinguished for this context by the explicit incorporation of most of

the key feedbacks between ice sheets and climate. I posit that this is a key reason for

the success of this study. Simply put, the evolving ice sheets have a major impact on

glacial inception climate that previous studies have inadequately captured. Herein I

examine and to an extent quantify this impact and how it feeds back onto ice sheet

evolution. This examination may be better understood by first listing the processes

that make up these feedbacks.

Ice sheets have four main impacts on the rest of the climate system. First, through

evolving extent of relatively high albedo ice, ice sheets can change the regional radia-

tive balance. Second, their changing topography (along with a smaller order impact

from their induced changes on surface roughness) can alter atmospheric circulation.

Analyses using general circulation climate model simulations indicate that the pres-

ence of the Laurentide ice sheet can split the jet-stream into a weaker northern and

much stronger southern branch (Kutzbach and Guetter, 1986). This would impact

the storm tracks and associated heat and moisture transport to EA (Kleman et al.,

2013; Roe and Lindzen, 2001; Liakka, 2011). Manabe and Broccoli (1985) suggests

this could be the main driver of cold North Atlantic air, inducing thick and widespread

sea ice cover over the North Atlantic.

The third main impact of ice sheets on the rest of the climate system is via changes

to the distribution of freshwater fluxes into the ocean. This occurs directly via ice

sheet melt and calving. Additionally, it occurs indirectly with changes in regional

drainage routing from ice damming of rivers and proglacial lakes as well as topo-

graphic changes (e.g. Tarasov and Peltier, 2006) due to glacial isostatic adjustment

(GIA). The induced changes in regional ocean salinity can then alter the rate of sea
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ice production and extent as well as deep ocean convection (and associated formation

of North Atlantic Deep Water, Labrador Sea intermediate water, and Antarctic Bot-

tom water) and thereby the Atlantic meridional overturning circulation (AMOC) (Hu

et al., 2008). Tests of the climatic impact of ice sheet induced changes in freshwater

flux into the ocean have been a mainstay of recent paleoclimate modelling intercom-

parisons (Braconnot et al., 2007b; Kageyama et al., 2013b). However, the fluxes are

often injected uniformly across a specified North Atlantic sector that ignores how

liquid fluxes from the continents are actually likely to be transported (Condron and

Winsor, 2012). It was shown in Bahadory and Tarasov (2018) that inclusion of dy-

namic runoff in fully coupled ice and climate modelling of the last glacial inception

results in larger northern hemisphere ice sheets, more extensive ice cover in southern

and western NA, and thinner ice in northern Alaska.

The last direct impact of ice sheets and associated topographic evolution on the

rest of the climate system is via changing sea level, especially the associated opening

and closing of ocean gateways. Previous modelling studies have shown reduced Bering

Strait throughflow boosts deep convection in the North Atlantic Ocean, therefore

strengthening the meridional overturning circulation and northward heat transport,

which consequently promotes melting of ice sheets in North America and Europe

(Shaffer and Bendtsen, 1994; Hu et al., 2010, 2012, 2015).

The above impacts of ice on climate are in turn subject to various further feedbacks

within the (non-ice sheet) climate system. For instance, sea ice extent is sensitive to

the Atlantic Meridional Overturning Circulation (AMOC) and the location of the

polar front. Brine rejection from sea ice production in turn is a major driver of

deep ocean convection which in turn is a major control on AMOC strength. Sea ice
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presence/absence more generally strongly impacts heat, moisture, and momentum

fluxes between the atmosphere and ocean. Changing sea ice extent also amplifies the

meridional temperature gradient between low and high northern latitudes which in

turn can affect the transport of both heat and moisture to higher latitudes (Vettoretti

et al., 2000).

The changing state of the climate system in turn acts on ice sheets via 3 main

drivers. First, changes in near surface air temperature affect surface mass balance

as well as the rheology of ice. The effective viscosity of ice can change by 2 orders

of magnitude over the relevant range of temperatures within present-day ice sheets.

Warm summer temperatures can also induce meltwater ponding on ice shelves. This

in turn can trigger ice calving from crack propagation due to hydrostatic pressure.

The second climate driver of ice sheets is changing precipitation which is the

other key control on surface mass balance of ice. It also indirectly acts on ice sheet

thermodynamics given that surface accumulation rates largely control the rate of

vertical cold advection through the ice sheet.

Finally, ocean temperatures and circulation control submarine melt which can

dominate ice shelf mass loss, as is currently the case for Antarctica (Rignot et al.,

2013; Khazendar et al., 2016).

LCice 1.0 resolves each of these drivers and therefore the complete feedback loops.

The model dynamically resolves the synoptic scale features of atmospheric circula-

tion and includes most of the major feedbacks between the ice sheet and the rest

of the climate system. In detail it includes: topographically self-consistent dynamic

meltwater runoff routing, sub-shelf melt driven by modelled ocean temperatures, dy-

namic adjustment of Bering Strait throughflow, accounting for orographic forcing of
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precipitation on the much higher resolution ice sheet grid and a dynamic vertical

temperature lapse-rate. This is a major improvement compared to older coupled ice

sheet - climate models, which were either one-way coupled, or only included some of

these feedbacks.

In this paper, I use LCice 1.0 to examine the sensitivity of the Northern Hemi-

sphere ice and climate system to feedbacks from ice sheet evolution. This examination

is via a set of sensitivity experiments that isolate individual ice on climate drivers de-

tailed above. The choice to restrict attention to the role of the Northern Hemisphere

ice sheets is in large part due to computational, model development, and project

size constraints. A further justification is that glacial inception sea level rise has

been inferred to be mostly sourced in the Northern Hemisphere (Gallup et al., 2002;

Huybrechts, 2002).

4.2 Model description

LCice 1.0 incorporates full two-way (asynchronous) coupling of LOVECLIM v1.3 and

version D2018.may18 of the GSM. A brief description of each of the components are

provided below. For more details about the LOVECLIM and LCice 1.0 coupler, refer

to Goosse et al. (2010b) and Bahadory and Tarasov (2018) respectively.

4.2.1 LOVECLIM

LOVECLIM consists of stochastic-dynamic 3 level atmospheric (ECBilt), primitive

equation ocean (CLIO) and dynamic vegetation (VECODE) modules. It is fast

enough to simulate the last glacial inception (120 ka to 100 ka) in less than 3 weeks
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using a single computer core. Therefore, it has been used to simulate a wide range

of different climates from the last glacial maximum (Roche et al., 2007) through the

Holocene (Renssen et al., 2009) and the last millennium (Goosse et al., 2005) to the

future (Goosse et al., 2007).

4.2.2 GSM

The core of the GSM is a thermo-mechanically coupled ice sheet model. It includes a

4 km deep permafrost-resolving bed thermal model (Tarasov and Peltier, 2007), fast

surface drainage and lake solver (Tarasov and Peltier, 2006), visco-elastic bedrock

deformation (Tarasov and Peltier, 1997a), Positive Degree Day surface mass balance

with temperature dependent degree-day coefficients derived from energy balance mod-

elling results (Tarasov and Peltier, 2002), sub-grid ice flow and surface mass balance

for grid cells with incomplete ice cover (Le Morzadec et al., 2015), and various ice

calving schemes for both marine and pro-glacial lake contexts. For the results herein,

ice shelves are treated using a crude shallow ice approximation with fast sliding. The

GSM is run at 0.5°longitude by 0.25°latitude grid resolution, with separate grids for

NA and EA.

4.2.3 Coupler

The LCice 1.0 coupler permits an adjustable coupling time-step (20 year herein).

LOVECLIM limitations restrict land-mask changes to relative sea level controlled

changes in Bering Strait throughflow. This fixed land-ocean mask of the LOVECLIM

does not prevent ice from growing over the continental shelves, as the GSM considers
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the relative sea level variations in the coupled regions when simulating the ice volume,

determining ice shelf location, and computing subshelf melt.

4.3 Experimental design

Three sets of experiments examine the following:

• The impact of ice sheet topography and albedo on the ice/climate system

• The impact of ice sheet induced sea level changes on the Bering Strait through-

flow, and hence the rest of the ice/climate system

• The impact of ice sheet induced changes to surface runoff on the ocean circula-

tion, and hence the rest of the ice/climate system

To partly address parametric uncertainty of the model, each sensitivity experiment

consists of an 11 run ensemble, for which LCice 1.0 parameters were chosen from

an earlier ensemble of 55 simulations (cf. Chap. 3). Each sensitivity experiment is

detailed below.

4.3.1 Fixed NA and EA ice sheets

To largely isolate the orographic and radiative impacts of each ice sheet on the climate

and hence the evolution of the other ice sheet, from other factors such as albedo and

surface fluxes (momentum, moisture, sensible heat), I set up two groups of ensemble

simulations. In one group, I completely removed one of the ice sheets (noNA and

noEA) from the LCice coupling. In the other group, I removed the orographic effect

of each ice sheet by setting ice thickness to 1 m (flatNA and flatEA) in the coupler. To
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maintain other feedbacks (such as hemispheric sea level change coupling between ice

sheets), both ice sheets were still modelled in the GSM. I do not have ensembles for

removal of the radiative effect alone (black ice) as seasonal snow cover will still largely

retain the albedo impact. Two additional ensembles have one of the NA and EA ice

sheets fixed at their maximum volume and extent during the inception period (maxNA

and maxEA) in the coupler (but again the GSM evolved both ice sheets dynamically).

In all the fixed NA experiments, Bering Strait throughflow in LOVECLIM was only a

function of EA ice volume. Table 4.1 summarizes the ensembles with fixed ice sheets

simulations.

4.3.2 Fixed Bering Strait

Two ensembles with the Bering Strait kept closed (BS0 ) and opened (BS1 ) during

the whole simulation isolate the impact of changing Bering Strait throughflow. The

results for this experiment are discussed in section 4.4.4.

4.3.3 Fixed meltwater runoff

I incorporate three ensembles with fixed meltwater runoff: runoff flux fixed at its

present day value extracted from LOVECLIM simulation climatologies with PD

(present-day) boundary conditions for each month (fluxPD), with imposed zero runoff

from the NA and EA GSM grid regions (flux0 ), and with the runoff routing fixed at its

present day configuration (routPD). In the flux0 and fluxPD experiments, the runoff

is only held constant in the regions covered by the GSM grid. Table 4.3 summarizes

the runoff sensitivity experiments with results discussed in section 4.4.3.
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Table 4.1: List of the ensembles with fixed NA and EA ice sheets

Ensemble ID Topography Albedo Description

noNA no no The NA ice sheet in the GSM has no im-

pact on LOVECLIM

flatNA no YES Only the NA ice mask is passed to LOVE-

CLIM

maxNA YES YES The NA ice sheet topography and ice

mask input to LOVECLIM are fixed to

the maximum value during the inception

simulation

all above NA has no impact on Bering Strait

throughflow

noEA no no The EA ice sheet in the GSM has no im-

pact on LOVECLIM

flatEA no YES Only the EA ice mask is passed to LOVE-

CLIM

maxEA YES YES EA ice sheet topography and ice mask in-

put to LOVECLIM are fixed to the max-

imum value from the ctrl simulation

ctrl YES YES Complete GSM-LOVECLIM coupling:

LOVECLIM receives the dynamical to-

pography, sea level contribution, and

albedo of both ice sheets
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Table 4.2: List of the ensembles with Bering Strait open and close

Ensemble ID Bering Strait Flow Description

BS0 no No flow through the Bering Strait at all

times

BS1 YES Bering Strait depth is kept at its PD level

ctrl Varies Bering Strait flow is affected by relative sea

level change and ice sheet coverage

Table 4.3: List of the ensembles with meltwater runoff flux fixed

Ensemble ID Runoff Description

flux0 zero no runoff into ocean from the regions covered by the

NA and EA GSM grids

fluxPD fixed flux the NA and EA runoff fluxes are fixed at their PD

values

routPD fixed routing the NA and EA runoff routings are fixed at their PD

configurations

ctrl varies runoff flux and routing are calculated at runtime, and

updated at every coupling time step
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4.3.4 Parameter vectors

Ensemble parameter vectors components were previously selected to address major

sources of uncertainty in LCice (Bahadory and Tarasov, 2018). They include param-

eters from: LOVECLIM (snow albedo, bare-ice albedo, melting ice albedo, precipita-

tion threshold, cloud parameterization scheme), the GSM (basal drag, ice shelf flow,

calving, and sub shelf melt), and the coupling (spin-up length and start time, upscal-

ing method, vertical temperature gradient calculation method). Parameter values for

each ensemble member are provided in supplemental table C.1.

4.3.5 Initial conditions

As the Eemian extent of the Greenland ice sheet is not well constrained, ensemble

runs start with PD ice thickness and surface elevation. Ice and bed temperatures are

spun up with contemporaneous surface temperatures to near thermal equilibration

starting from an initial basal ice temperature of -10°C. LOVECLIM spinup for each

ensemble run is under transient orbital and GHG forcing with fixed PD ice. Spinup

interval is under ensemble parameter control and ranges 3 to 5 kyr.

4.4 Results and discussion

Below, I first examine the orographic and radiative impact of each ice sheet on the

climate system and the other ice sheets. To minimize the local feedbacks from each

ice sheet on its own evolution, I initially compare the four ensembles during the early

stages of the inception, when the ice sheets are not large enough to significantly

alter regional climate. I then compare ice evolution around the inception peak and
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subsequent retreat phase after 110 ka. In subsequent sub-sections, I investigate the

sensitivity of the ice sheets and the climate system to the change in the treatment of

surface runoff flux and routing as well as the change in Bering Strait throughflow.

4.4.1 Fixed NA ice sheet

Considering first the ice sheet response, there is an apparent non-linearity with ctrl

EA ice volume well below that of all other fixed NA experimental results (figure

4.1.right), including both maxNA and flatNA. This is due (in large part if not wholly)

to the confounding changes in Bering Strait throughflow in ctrl compared to that of

the other 3 experiments which lack NA ice sheet contributions to Bering Strait sea

level change (consider BS1 and BS0 ). Unlike all the fixed NA experiments, ctrl

experiments all have Bering Strait closure starting approximately at the time the ice

volume time series starts to diverge from that of the flatNA runs. A new fixed NA ctrl

experiment will soon be completed that applies the same Bering Strait treatment.

The noNA and flatNA ensemble mean EA ice sheet volume histories slowly diverge

over the simulation period with the noNA runs having somewhat larger EA ice sheets

especially towards the subsequent interstadial (∼8% mean difference at peak volume,

∼45% at 105 ka, solid red and blue lines in figure 4.1.right). The difference between

the two experiments does not fully isolate the impact of ice sheet albedo and surface

roughness as there is year round snow coverage over much of the NA region in the

noNA ensemble, hence replicating the flat ice conditions. But the residual seasonal

albedo difference (along with change in surface roughness) provides a result contrary

to what one would expect based on a positive albedo feedback given that noNA has
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Figure 4.1: NA and EA ensemble mean ice volume in meters of sea level equivalent

(m SLE) for all the sensitivity experiments.

more ice than flatNA.

The maxNA runs evolve more differently (solid green line in figure 4.1.right). The

ensemble mean EA ice sheet under maxNA is larger than that of all other ensembles

during all but the mid growth phase. maxNA most distinctly has a much weaker post

stadial retreat. This response is at odds with the results of Beghin et al. (2015), for

which a higher NA ice sheet resulted in smaller EA ice, such that with full LGM size

NA ice, EA ice cover was restricted to Svalbard. The difference between maxNA and

flatNA encapsulates the maximum impact of ice sheet orography with confounding

influence from albedo from changing ice extent.

The relative ice volume chronologies hide larger differences in regional ice thickness

between the four ensembles. maxNA has the thickest and most extensive high latitude

ice (from Svalbard to Spitzbergen), while flatNA and noNA have the thickest ice over
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Figure 4.2: The ensemble means of the EA ice sheet thickness (filled colors) and sum-

mer (JJA) mean 2m 0°C isotherm (solid black line) at 110 ka for the four experiments.

continental northern Russia (figure 4.2). ctrl has the thinnest ice in most regions.

This is likely due to Bering Strait closure in the control run, which reduces Arctic

Ocean outflow through Fram Strait, which in turn strengthens AMOC and thereby

increases heat transport to higher latitudes of EA. It should be noted that the straight

marine ice boundaries in figure 4.2 are a spurious result of the rectangular downstream

ocean sectors within which the identical upstream dynamic vertical ocean temperature

profile is assigned for computing submarine ice melt in the GSM.
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To more clearly discern how the ensembles deviate from each other over time I

divide the EA region into three sectors (characterized by transect lines A, B, and C

in figure 4.5). To minimize the influence of the EA ice sheet feedback on the climate,

I first focus on the early stages of the inception.

4.4.1.1 Early inception

Two features stand out when comparing the 119 ka maxNA ensemble mean ice field

against that of ctrl and the other two fixed NA experiments (figure 4.3). First, the

119 ka maxNA ensemble mean has much more southern extent of continental ice

even though the mean JJA 0°C isotherm is hardly displaced relative to that of the

other three experiments. Latitudinal 119 ka transects for LOVECLIM mean JJA 2

m air temperature and annual precipitation (without orographic corrections) also do

not clearly explain the difference. I suspect the likely source are orographic forcing

corrections on the GSM grid to precipitation [and will expand this analysis during

the PhD defense presentation with GSM precipitation fields].

The second distinguishing feature is the more extensive marine ice north of 75°N in

maxNA that is all but absent in the other three experiments. Given the continental

location of the JJA 0°C isotherm in figure 4.3 as well as similarity in latitudinal

temperature transects (figure 4.5), this difference in high latitude marine ice extent

can only be due to colder Barents and Kara Seas in maxNA. This correlates with

larger northern hemisphere (NH) sea ice extent (green contours in figure 4.4), which

potentially could limit ocean heat transport to this region.

The larger sea ice area however does not reduce the annual precipitation in the

Barents-Kara seas (BK) at the early stages of the inception (figure 4.5). Instead, a
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Figure 4.3: The ensemble means of the EA ice sheet thickness (filled colors) and sum-

mer (JJA) mean 2m 0°C isotherm (solid black line) at 110 ka for the four experiments.
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stronger Iceland low in the maxNA ensemble compared to that of noNA and flatNA

enhances moisture transport from sea ice free region of the North Atlantic (figure

4.4). This enables faster early inception ice growth over Svalbard (figure 4.3 and 4.5).

4.4.1.2 Inception stadial and later

At around inception peak, in all three longitudes the coldest ensemble has the most

extensive ice sheet (maxNA in the western and central EA, and flatNA in the eastern

EA) (figure 4.6). The relationship between regional ice thickness and temperature

or precipitation is not as clear for the ensembles. In the western EA, all simulations

have a relatively similar ice thickness over Svalbard, while below 74°N, noNA is the

thickest one, followed by maxNA and flatNA. In the central and eastern EA, maxNA

is the third thickest in low- and mid-latitudes, although still the most extensive one,

while noNA and flatNA are the first and second thickest, respectively. This indicates

a tendency for increased ice accumulation over western EA in the presence of a larger

NA ice sheet.

BK and high latitudes of eastern EA (the 100°E transect in figure 4.6) are the

only regions where maxNA has the thickest ice in higher latitudes. The difference

in BK is significant (over 8 times thicker than other ensembles), similar to the large

difference between maxNA and others at 119 ka (figure 4.5). As the temperature in

all ensembles are below zero in this region, and maxNA has the lowest precipitation,

analysis of the downscaled temperature and precipitation in this region is required.

In all latitudes and transects, the ctrl ensemble has the smallest ice sheet, except

over Svalbard, where its ice thickness is similar to the other.
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Figure 4.4: The 800 hPa winter geopotential zonal anomaly in the four ensembles at

119 ka. The green lines show the extent of sea ice in summer.
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Figure 4.5: The EA ice sheet (white areas) and 800 hPa geopotential zonal anomaly

(blue and red regions) at 119 ka in the maxNA ensemble (top-left) and noNA en-

semble (bottom-left). The blue arrows and their thickness show the direction and

strength of moisture transport to EA. The blue and orange colors of the continents

in the maxNA and noNA map plots represent the background cooling caused by the

presence/absence of the NA ice sheet. The three left plots show the ice thickness,

mean summer (JJA) air temperature, and yearly mean precipitation profiles (from

LOVECLIM and therefore without orographic corrections on the GSM grid) for the

four ensembles at A 20°E longitude, B 40°E longitude, and C 100°E longitude.
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Figure 4.6: The EA ice distribution (white areas) and 800 hPa geopotential zonal

anomaly (blue and red regions) at 112 ka (around the peak) in the maxNA ensemble

(top-left) and noNA ensemble (bottom-left). The blue arrows and their thickness show

the direction and strength of moisture transport to EA. The blue and orange colors of

the continents in the maxNA and noNA map plots represent the background cooling

caused by the presence/absence of the NA ice sheet. The three left plots show the ice

thickness, mean summer (JJA) air temperature, and yearly mean precipitation profiles

(from LOVECLIM and therefore without orographic corrections on the GSM grid)

for the four ensembles at A 20°longitude, B 40°E longitude, and C 100°E longitude.
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4.4.1.3 Atlantic meridional overturning circulation

In these four ensembles, the strength of the AMOC during the growth phase of

the inception is strongly affected by the initial configuration of the NA ice sheet

(figure 4.7). The maxNA ensemble starts with a stronger AMOC than the other

three ensembles. The ctrl run starts with an AMOC relatively close to the noNA and

flatNA ensembles, and as ice sheets build up over NA and EA, the AMOC strength

quickly grows to values close to that of the maxNA ensemble. Both flatNA and noNA

only have a small (< 2 Sv) increase in AMOC which terminates prior to 114 ka.

Due to the absence of a dynamical NA ice sheet in noNA, flatNA, and maxNA, the

meltwater runoff into the ocean only varies with changes in the EA ice sheet volume

in these three experiments. These three experiments also have similar treatments for

Bering Strait depth changes (only driven by changes in EA ice volume). Therefore

the much stronger AMOC in maxNA compared to that of noNA and flatNA must

be entirely due to changes in wind stress on the ocean induced by the different NA

topography.

The large growth and subsequent decay in the ctrl AMOC and timing thereof is

likely due to the combination of all major ice on climate feedbacks. Prior to 116 ka,

Bering Strait in the ctrl is largely open, and changes in NA orographic forcing of

atmospheric circulation with growing NA ice along with changing runoff must play

the critical role. At approximately 116 ka, Bering Strait loses throughflow in ctrl,

and remains closed until approximate 110.5 ka and thus well after the large decay in

ctrl AMOC that ends about 113 ka. To isolate the effect of Bering Strait transport

and terrestrial runoff, I have set up two more experiments, to examine the impact of
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runoff (section 4.4.3), and the impact of Bering Strait throughflow (section 4.4.4).

4.4.2 Fixed EA ice sheet

Except for maxEA, the EA ice sheet has a much smaller impact on NA ice sheet

evolution (solid lines in figure 4.1.left). NA ice growth is similar in the ctrl, flatEA,

and noEA experiments. maxEA starts with more gradual growth due to warmer JJA

temperature (at least for the transect in figure 4.8) and unlike the other three, it has

continuous though weaker growth after 112 ka. This growth is abetted by slightly

increased precipitation (figure 4.8) and about a 2°C colder regional JJA temperature

at its more northerly located southern ice margin compared to that of the other three

experiments in the indicated transect.

4.4.3 Meltwater runoff

To isolate the sensitivity of the NA and EA ice sheets to changes in the meltwater

runoff flux, I performed three ensemble simulations: 1. meltwater flux fixed at its

present day (fluxPD) value, i.e. , the rate of runoff to the ocean does not change

with ice volume change, 2. no meltwater at all (flux0 ), and 3. the ctrl run, in

which the meltwater flux and routing is determined by the change in ice volume

and surface topography at each coupling step (details in Bahadory and Tarasov,

2018, supplement). In a separate ensemble simulation, I fixed the runoff routing

to its present day conditions, and allowed the coupler to determine the runoff flux

dynamically through the simulation. However, perhaps due to limited drainage sites

into the ocean in LOVECLIM and the coarse resolution of these drainage sites (cf.
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Figure 4.7: Maximum AMOC strength in the North Atlantic for noNA (red), flatNA

(blue), maxNA (green), and ctrl (black) during the last glacial inception.
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Figure 4.8: Ice thickness, temperature (first row), and precipitation (second row)

profiles along the 80°W in NA at 119 ka (left column), and 112 ka (right column) for

fixed EA ice sheet experiments (noEA red, flatEA blue, maxEA green, and ctrl black).

Dashed lines show the ice thickness, and solid lines temperature or precipitation.
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supplement of Bahadory and Tarasov, 2018), no significant changes occur in the

evolution of the ice and climate compared to the ctrl experiments with dynamic

routing (not shown). Therefore, I focus on the forced flux experiments in the rest of

this section.

The flux0 experiment, though unphysical, offers a reference bound for the role

of surface runoff on climate. It produces the smallest NA and EA ice sheets of any

experiment herein (figure 4.1). This is due to higher surface temperatures for all given

EA and NA transects (supplemental figure C.4, C.5, and C.7) reaching beyond 10°C

for the two most western EA transects. These higher temperatures are in turn due

to a much stronger AMOC (almost a factor three of the fluxPD value, figure 4.10)

resulting from the reduced freshwater fluxes into the ocean.

The enhanced freshwater fluxes into the ocean of the fluxPD experiment results

in a weaker AMOC than that of ctrl for the 118.5 ka to 110 ka interval (figure 4.10).

This in turn results in western EA cooling (figure 4.9) and more EA ice for fluxPD,

especially during the interval when ctrl is growing (figure 4.1) and therefore subject

to reduced net freshwater flux to the ocean. The fluxPD ensemble mean also has a

LGI peak ice volume occurring more than 2 kyr in advance of ctrl, and thereby 2 kyr

closer to the time of minimum 60°N JJA insolation at 114.5 ka. Thus the reduced

rate of ice growth from change in freshwater fluxes appears to explain much of the

phase delay between orbital forcing and maximum EA ice volume.

The NA response to fluxPD is opposite to that of EA, with an approximate

15% reduction in peak LGI ice volume (figure 4.1) compared to ctrl. At least for the

80°W transect in supplemental figure C.7, this is due to slightly warmer temperatures

apparently only partially offset by enhanced precipitation. The smaller fluxPD LGI
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Figure 4.9: Ice thickness (dashed lines) and mean summer (JJA) temperature (solid

lines) profiles at 20°E for flux0 (red), fluxPD (blue), and ctrl (black) ensembles at a.

116 ka, and b. 112 ka.

peak has a sub kyr phase delay compared to ctrl, again mirroring the peak volume and

phasing relationship for EA. I speculate that the enhanced NA warming of fluxPD

is due to atmospheric compensation for the reduced oceanic heat transport to the

higher latitudes not being masked by the regional downstream cooling over EA.

4.4.3.1 Sea ice

The regional shutdown of runoff in the flux0 ensemble results, as expected, in sig-

nificantly smaller NH sea ice area (about one third less) compared to the other two

experiments, largely due to enhanced northward heat transport by a stronger AMOC

(figure 4.12).

Comparison of fluxPD and ctrl mean sea ice area elucidates the interplay of hemi-

spheric cooling from orbital forcing and changes in AMOC. Under the much smaller
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Figure 4.10: Maximum of the meridional overturning in the North Atlantic for flux0

(red), fluxPD (blue), and ctrl (black) ensembles.
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Figure 4.11: NA ice thickness (dashed lines) and temperature (solid lines) profiles at

20°E for flux0 (red), fluxPD (blue), and ctrl (black) ensembles at a. 115 ka, and b.

112 ka.

changes in AMOC in fluxPD, NH sea ice area grows until approximately 113 ka or

about 1.5 kyr after the time of the orbital 60°N JJA insolation minimum, and then

undergoes a nearly constant rate of decrease to at least 105 ka. Given that fluxPD

AMOC is decreasing (albeit slowly) after 110 ka, most of this post peak decrease

must be largely in response to orbital forcing. ctrl undergoes a relative reduction of

NH sea ice area (compared to fluxPD) during its interval of increasing AMOC from

approximately 118 ka to 115.5 ka. The ensuing reduction in AMOC brings increas-

ing sea ice area converging to that of fluxPD when corresponding AMOC strengths

converge.
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Figure 4.12: The ensemble mean annual NH sea ice area for all ensembles. Left:

fixed-NA and fixed-EA ensembles. Right: fixed-BS and fixed-runoff ensembles. The

orange line in both plots represents scaled 60°N mean JJA insolation.
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Figure 4.13: The NA and EA ice thickness difference between BS1 and BS0 at 112

ka.

4.4.4 Bering Strait

Three ensembles of simulations isolate the impact of the Bering Strait throughflow

on the climate system and growth and retreat of each ice sheet during the LGI: with

the Bering Strait i) open (BS1 ) and ii) closed (BS0 ) through the whole LGI, and iii)

the ctrl run, in which the Bering Strait flow is determined by the relative sea level

with accounting for floating and grounded ice cover.

The EA ice volume is the largest in the BS1 ensemble, and the smallest in the

BS0 ensemble, with the ctrl ensemble being between the two (dashed lines in figure

4.1.right). At around inception peak (112-111 ka), The EA ice volume in the BS1

experiment is almost double the BS0 volume. Consistent with the ice volume, BS1

EA ice is thicker than that of BS0 in almost all latitudes except for the northern

marine based sector (northern BK Seas) which has less ice in BS1 (figure 4.13).

EA ice sheet response to the BS experiments appears to be driven by regional
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temperature changes and opposed by precipitation changes at all but high latitudes.

BS1 has colder JJA temperatures (up to 8°C) and also less mean annual precipitation

compared to BS0 at all transects and at both 119 ka and 112 ka (figure C.1 and

C.2). The thinner northern marine ice of BS1 occurs where BS0 mean summertime

temperatures are below -7°C, and thus a range where summertime melt would be

minimal. Therefore the higher precipitation of BS0 becomes the controlling factor.

NA ice sheet volume response to the BS experiments is much weaker but otherwise

a similar pattern to that of EA, ie, BS1 is the largest, then ctrl, and at last BS0

(dashed lines in figure 4.1.left). The NA ice sheet volume in BS1 is only about 20%

larger than the BS0 at the peak time. Similar to EA, the NA ice is thicker in the BS1

ensemble at 112 ka compared to the BS0 ensemble at lower latitudes, and slightly

thinner for higher latitudes in the northern Canadian Archipelagoes (figure 4.13).

However, unlike EA ice sheet, the thicker BS1 ice in lower latitudes of NA at 112

ka correlates with higher precipitations, while the transect temperatures of the two

ensembles show relatively similar temperature profiles (figure C.3).

4.4.4.1 Atlantic meridional overturning circulation

The North Atlantic meridional overturning of the BS0 experiment is stronger than

the BS1 during almost the whole growth phase of the inception, as per discussion

above. As the NA and EA ice sheets grow, the meridional overturning strengthens

in both ensembles (4.14), as less freshwater drains into the Atlantic Ocean due to

the build up of ice sheets. However, the meridional overturning strengthening by the

inception peak in the BS0 ensemble is ∼50% more than BS1 (BS0 from ∼19 Sv to

∼28 Sv, BS1 from ∼18 Sv to ∼24 Sv). Also the meridional overturning site in the
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Figure 4.14: Maximum of the meridional overturning in the North Atlantic for BS0

(red), BS1 (blue), and the ctrl ensemble (black).

BS0 shifts northward in the North Atlantic. These differences are all driven by the

large reduction of lower salinity Arctic outflow into the North Atlantic in the BS0

ensemble due to the shutdown of water export from the Pacific Ocean to the Arctic.

4.4.4.2 Sea surface temperature

Comparing the sea surface temperature (SST) of the two ensembles at early inception

shows that both the North Pacific and the North Atlantic oceans are colder almost

everywhere in the BS1 experiment compared to the BS0. However, the magnitude
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Figure 4.15: Summer mean SST difference between BS1 and BS0 in at early inception

(119 ka, left plot) and inception peak (112 ka, right plot).

and distribution of the cooling is not consistent through the whole inception (figure

4.15). At the LGI peak, the BS1 Pacific Ocean relative cooling weakens and is limited

to the Bering Sea, while the cooling in the North Atlantic is more concentrated on the

north of the North Atlantic and the Greenland-Iceland-Norwegian seas. The enhanced

cooling of the higher latitudes of the North Atlantic would tend to reduce sub-shelf

and surface melt for the western EA ice sheet. The consistent colder SSTs of the BS1

Labrador Sea and the Bering Sea from 119 ka to 112 ka also contributes to thickening

of the NA ice sheet in eastern NA and Alaska. The Arctic Ocean SST is relatively

similar in the two experiments, and hence ice sheets sub-shelf melt in Barent-Kara

Seas and the Canadian Archipelagoes does not decrease in the BS1 compared to the

BS0.
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4.4.4.3 Sea ice

As expected, the enhanced AMOC of the BS0 experiment results in smaller sea ice

area compared to the other two ensembles (4.12.right). The fully open Bering Strait

of BS1 correspondingly results in the largest sea ice area between the three ensembles.

Similar to the runoff experiments, the ctrl and BS0 ensembles show a double peak

in sea ice area, due to the same mechanism. However, despite having the dynamic

runoff scheme enabled in the BS1 experiment, the sea ice area has only one LGI

peak, between 113 ka and 112 ka. This is likely the result of a weaker AMOC and

southward shift of the NADW formation location in the BS1 ensemble, though the

details behind this reduced response would require further analysis.

4.5 Conclusions

I have examined the impact of the NA and EA ice sheets on the evolution of the

climate and thereby on the ice sheets themselves via a series of sensitivity experiments.

This included: the impact of ice sheet orography, the impact of changing sea level and

NA ice sheet expansion towards Bering Strait, and the impact of runoff adjustment.

In all my experiments, the evolution of the EA ice sheet (both in terms of total

volume and regional extent) is more sensitive to changes in the feedbacks exerted on

the climate by ice sheets, compared to the NA ice sheet. This is in good part due

to the westerlies in the mid-latitudes, which carry the effects of changes in the heat

and moisture budget of the Atlantic to EA. However, the magnitude of the response

varies across the EA ice sheet.

On regional scales, the eastern EA is less sensitive to variations in the NA ice sheet
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configurations (topography and albedo) compared to the northern and western EA.

The northern and western EA are mostly affected by the position and strength of the

Atlantic low pressure, which is highly influenced by the NA ice sheet. The size of ice

in northern latitudes of the EA is strongly controlled by the extent and thickness of

ice in lower latitudes of the western EA, and to some extent the regional sea ice cover.

Thicker ice in the western EA blocks moisture transport from mid-Atlantic to higher

latitudes during the growth phase. This underlines the importance of accounting for

wind direction and the higher resolution ice sheet model surface slopes in downscaling

the precipitation.

The EA ice sheet is also highly sensitive to AMOC. In both the runoff and Bering

Strait sensitivity ensembles, a strong AMOC results in smaller EA ice sheet. Although

the NA ice sheet is less affected by variations in AMOC, my flux0 experiment showed

the impact of a strong AMOC can reach as far west as the Rockies, and prevent ice

build up in this area.

In both the runoff and Bering Strait experiments, a strong and northerly located

AMOC results in smaller NH sea ice, and any weakening of AMOC can increase the

sea ice area. Therefore in the experiments with dynamic runoff and strong AMOC,

I see a second sea ice advance during the retreat of ice sheets due to the meltwater

forcing into the Atlantic and Arctic Oceans, therefore restricting the heat transport

to higher latitudes. The background climate warming eventually forces the sea ice

to retreat again. I do not see any similar pattern in the runs with already weak

AMOCs. Further experiments are required to quantify the impact of AMOC on the

sea ice evolution, and identify any possible thresholds in causing the second peak.

A major topic I have not touched is inter-hemispheric interactions. The next
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version of LCice includes a dynamic Antarctic ice sheet enabling analysis of the bipolar

seesaw and the associated changes in ocean circulation, sea ice extent, and the global

ice sheets.
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Chapter 5

Conclusions

5.1 Summary

The main objectives of this thesis are to: 1) develop a fully coupled ice/climate

model incorporating to the extent possible (within a PhD research frame) all the

key relevant feedbacks between ice and climate, 2) take an initial model-based step

towards elucidation of the potential phase space of the ice and climate system during

the last glacial inception (LGI), and 3) quantify the ice-climate feedbacks during the

LGI. This entailed the following:

1. Develop a fully coupled ice-climate model (LCice) (Chapter 2) which has been

publicly archived for community use

2. Define parameters and processes with uncertainties to be used for the ensemble

simulations (Chapter 2)

3. Evaluate the performance of an ensemble of 2000 simulations with respect to
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present-day conditions, and thereby select 500 simulations for the inception

interval (Chapter 2)

4. Evaluate the performance of the selected 500 simulations with respect to the

LGI, and thereby select 55 simulations for analysis (Chapter 3)

5. Examine the phase-space of ice and climate evolution during the inception in

the ensemble (Chapter 3)

6. Analyze the ice/climate/ice feedbacks controlling the evolution of individual ice

sheets using multiple sensitivity experiments (Chapter 4)

The LCice 1.0 model is described in detail in Chapter 2. It is the only coupled ice

sheet - climate model to date that includes almost all the main feedbacks between the

cryosphere, atmosphere, and ocean, while being capable of doing glacial-scale simu-

lations on order of a month. It includes a novel precipitation downscaling scheme

that accounts for orographic forcing on the much higher resolution ice sheet model

grid. Temperature downscaling uses the dynamic vertical surface temperature gra-

dient. Incorporation of these downscaling schemes increased ice growth during the

inception interval. Incorporation of dynamic (topographically self-consistent) surface

drainage improved capture of the retreat phase of inception (after ∼110 ka), which

has been a challenge for many previous LGI simulations. LCice 1.0 has been shown

herein to be capable of capturing both growth and retreat phases of the LGI, which

prior to this work, was not possible without including ad-hoc parameterizations and

bias corrections.

The parameters included in the ensemble, their ranges, and sensitivity of the cli-
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mate to each of them are presented in Chapter 2. From an initial set of 2000 parameter

vectors, a sub-set of 55 parameter vectors was chosen based on the performance of

the model in simulating the present-day and the LGI climate and sea level variations.

5.1.1 Key results

Analysis of the above described 55 member subset of transient simulations of the LGI

was presented in Chapter 3. Ensemble results indicate that cross-ensemble variance in

ice evolution increases from high to low latitudes, and from the NA to EA during the

growth phase. Glacial inception over NA initially follows the high latitude and high

elevation nucleation paradigm. Initial nucleation occurs over the Arctic archipelago

(especially Ellesmere Island) with subsequent nucleation over northeastern Baffin Is-

land and the northwestern Cordillera. Subsequently, wide snow-field expansion across

Keewatin (Northern Canada) occurs in many of the ensemble members. Around the

inception ice volume peak (114 ka to 110 ka), NA ice extent is robust among sim-

ulations, with a single ice sheet covering whole Canada and central Alaska. Up to

this point, 2 meter summer mean -2°C to 0°C isotherms best represent the southern

margins of ice.

The main cross-ensemble variations in NA are: ice cover extent over Hudson Bay,

existence of an ice bridge between Greenland and Labrador, and the position of the ice

margins north of Alaska and Bering Strait. By the start of the retreat phase, these

regions and the region east of the Rockies are the first areas of divergence among

ensemble simulations. The northward shift of the southern margin of ice lags the

temperature increase, and 2 meter summer mean 0°C to 4°C isotherms mostly bound
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these margins.

EA ice volume and extent, except in Svalbard, varies across the ensemble from

the beginning of the LGI to the end of the simulation interval (105 ka), ranging from

a single ice sheet covering the whole northern EA, to few separate ice caps in high

elevations and Svalbard. In line with the smaller size of the EA ice sheet compared to

the NA ice sheet, and therefore a faster response to temperature changes, its southern

margin mostly follows the 2 meter summer mean 0°C temperature.

Despite large variance in the timing of EA ice sheet peak volume across the en-

semble, it always leads the NA volume peak time (between 200 years and 6 kyr).

The pattern of simulated sea ice, temperature, and precipitation changes through

the inception suggests that the timing of the NA stadial peak ice volume is further

delayed relative to orbital forcing changes by an early increase in precipitation. The

precipitation and temperature changes of EA however strongly correlate with summer

sea ice, which is stable at its maximum extent for ∼3 kyr.

Sensitivity experiments examining ice sheet-climate-ice sheet feedbacks (Chapter

4) confirm higher sensitivity of the EA ice sheet to changes in the climate, compared

to the NA ice sheet. Transect snapshots indicate that western EA ice extent and

thickness is the main control on moisture transport to Barents-Kara and eastern EA

sectors. Western EA ice has high sensitivity to the strength and location of the

Atlantic low pressure, which in turn correlates with the size of the NA ice sheet. The

NA ice sheet, on the other hand, is much less sensitive to the presence or absence of

a dynamic EA ice sheet. The imposition of a flat EA ice sheet has a slight impact

(relative to the dynamical control). However, imposition of a constant LGI stadial

maximum ice volume EA ice sheet (over the simulated 119 to 105 ka interval) both
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reduces NA ice growth during the early stadial and inhibits any post stadial NA ice

volume reduction.

In both the runoff and the Bering Strait experiments, a double peak behaviour

in Northern Hemisphere sea ice area evolution occurs under strong AMOC and dy-

namic runoff flux. Closure of Bering Strait, or the more blunt complete shut down

of terrestrial runoff flux from the GSM grid regions, results in strengthening AMOC,

and prevents ice expansion and thickening in EA, and to a lesser extent, in NA. The

effect is stronger in lower latitudes compared to higher latitudes.

In summary, based on the results herein, the evolution of the EA ice sheet is very

sensitive (up to factor two differences in ice volume) to parametric uncertainties, the

opening/closure of Bering Strait and the presence of the NA ice sheet. Corresponding

NA sensitivities are weaker but not all negligible (volume differences less than 20%).

5.2 Improving analysis

Downscaled temperature and precipitation Although the temperature and

precipitation transects of the atmospheric model in Chapter 4 provides valuable in-

formation about the large-scale dependence of these two fields to different latitudes

and longitudes, consideration of the downscaled fields to the GSM grid may resolve

certain questions that arose with respect to the ice response to changes in temperature

and precipitation.

Revised transect choices In retrospect, taking into account the main geographic

differences in experimental results, the 40°E and 100°E EA transects in Chapter 4,
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will be replaced by 50°E and 90°E transects. I will also include 115°W and 130°W

transects for NA.

Extended sub-region analysis in Chapter 3 Based on the cross ensemble diver-

gence of the NA ice sheet retreat pattern in Chapter 3, the addition of more analytical

sector masks to cover Hudson Bay, the eastern Rockies, and northern Alaska will bet-

ter quantify the ice sheet variability of the NA ice sheet.

More sensitivity runs To better isolate the orographic impact of NA and EA ice

sheets, two modified control ensembles, one with Bering Strait throughflow responding

only to the changes in the EA ice sheet volume, and one for the NA ice sheet volume

are required.

5.3 Future work

This thesis has introduced a fully coupled ice sheet - climate model, documented

the phase-space of the last glacial inception, and analyzed the associated ice/climate

feedbacks. This has been a major project that required clear limits to be relegated

to future work. Next steps include:

Dust parameterization As discussed, Ganopolski et al. (2010) was the only mod-

elling study to capture the inception prior to the LCice. Their success was contingent

on an ad-hoc dust parameterization and applied dust chronology. The increase in at-

mospheric dust and associated increased dust deposition on ice sheets during glacial

periods decreases the snow/ice albedo and therefore enhances melting. The simplicity
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of the Ganopolski et al. (2010) model and associated parameterizations leaves unclear

the relative role of dust feedbacks in the climate system. Work is therefore ongoing

towards inclusion of a dust production/transport/deposition scheme in LCice. It will

account for exposed continental shelves from lower sea level, increased aridity, and

higher wind speeds during glacial periods.

More ensemble parameters The next version of LCice includes more parameters

to be used for ensemble studies. This new set of parameters cover a wider range of

physical mechanisms involving long-wave radiative fluxes, ocean diffusivity, turbulent

exchange of momentum and sensible/latent heat fluxes, albedo of vegetation.

5.3.1 Improved GSM ice dynamics

The GSM ice dynamical core has recently been upgraded to hybrid shallow ice and

shallow shelf approximations to much better represent ice shelves, ice streams, and

grounding line migration.

5.3.2 Inclusion of other ice sheets

Every ice sheet and possibly every major ice cap likely had significant impact on the

climate system. The inclusion of the Antarctic ice sheet has been completed and is

currently undergoing final testing. Future versions of the LCice will include the two

currently missing ice caps that were present during the last glacial cycle: Patagonian

and Himalayan (the ensembles herein included the Icelandic ice cap).
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5.3.3 Phase-space of other intervals

In this study LCice 1.0 is only used to simulate the LGI. This relatively short time

interval was of particular advantage during this major model development phase. The

next version of LCice (with Antarctic ice sheet, more ensemble parameters, and dust

parameterization) will be used to investigate the phase-space of the last two complete

glacial cycles.

Dynamic land-ocean mask The sensitivity experiments in Chapter 4 indicated

that LGI changes in Bering Strait through-flow can have a large impact on climate

and both northern hemispheric ice sheets. The impact of global land mask and

bathymetric changes over glacial intervals has yet to be quantified. The challenge is,

like almost all coupled atmosphere and general circulation ocean models, LOVECLIM

is not configured for a dynamical land mask (likely due to the common challenge of

model instability under imposed dynamical changes).
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Appendix A

Supplementary material for: LCice

1.0: A generalized Ice Sheet

Systems Model coupler for

LOVECLIM version 1.3:

description, sensitivities, and

validation with the Glacial Systems

Model (GSM version D2017.aug17)
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A.1 Runoff routing

LOVECLIM has 26 predefined water discharge zones globally (colored cells in figure 1

(only the NH)) abutting continental margins within which the runoff flux calculated

by the land model is uniformly distributed. The coupler then receives the GSM

discharge at either continental margins or the terrestrial GSM grid boundaries (black

lines in figure A.1).

In the case of the continental margin, all the GSM drainage in regions bounded by

same-color brackets are directed into LOVECLIM drainage cells with the similar color

as the brackets. For instance, the GSM drainage south of Alaska between the two

purple brackets is dumped into the four LOVECLIM purple cells in the same region.

The LOVECLIM drainage module uniformly redistributes this discharge across the

drainage cells within a given region.

Over the terrestrial GSM grid boundaries, the GSM runoff between same-color

brackets are redirected to LOVECLIM drainage cells based on PD drainage maps.

The GSM drainage in these regions is added to the runoff calculated by LOVECLIM

from regions not covered by GSM grids. For instance, southern Europe runoff between

the olive-green brackets are redirected into the Mediterranean, in addition to the

runoff calculated by LOVECLIM from southern Europe and northern Africa.

For the south-eastern Eurasian margin of the GSM grid, the GSM runoff is directed

to the Pacific ocean for the following reason. Most of the drainage in this largely dry

region is northward except for that of the Caspian Sea watershed. As this sea is

absent in LOVECLIM and all its mass-loss is evaporative, prevailing westerly winds

would dictate predominantly eastward transport of moisture.
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Figure A.1: GSM (black lines) and LOVECLIM (colored cells) drainage sites. The

colored brackets show the regions for which the GSM drainage is captured by the

coupler and dumped into LOVECLIM drainage sites with the same color. The arrows

show the GSM runoff at the GSM grid boundaries redirected to the appropriate ocean

basin.

A.2 LOVECLIM 2-meter and surface temperature

comparison

PDD ablation models are based on nominal 2 meter air temperatures and as such

I use the 2 meter temperature from LOVECLIM. The use of surface temperatures

in PDD models will give erroneous results as surface temperatures on ice and snow

can not be above 0°C even when air temperature is. I note that the LOVECLIM

based modelling of Roche et al. (2014) uses surface temperatures for PDD ablation

calculation but without justification. To examine the implications of this choice, I

compare LOVECLIM present-day bias and root mean square error (RMSE) to ERA

reanalysis results Uppala et al. (2005) in Table A.1. Given the simplified boundary

layer physics of LOVECLIM, I also compare an average of LOVECLIM 2 meter and
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surface temperatures (T̄ ). For surface mass balance contexts, summertime tempera-

tures are most relevant. LOVECLIM July surface temperature (TS ) has the worst

RMSE relative to ERA40 globally and over both EA and NA. LOVECLIM 2 meter

temperature (T2m) has the worst July RMSE over Antarctica and Greenland though

the latter is only 0.5°C larger than that of TS and T̄ . Furthermore, LOVECLIM T2m

has the smallest July bias and RMSE for terrestrial NA and EA. LOVECLIM T2m

also has the lowest global bias and RMSE for both July and February, over both land

and ocean (except for being with 0.1°C of the lowest RSME for July global ocean).

These results are for the default LOVECLIM tuning and retuning may provide better

fits with T̄ .
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Table A.1: The difference between the LOVECLIM two meter air temperature (T2m), LOVECLIM surface

temperature (TS), T2m and TS average (T̄ ), and the ERA40 two meter air temperature Uppala et al. (2005), in

Feburary and July at year 2000 A.D. The ERA40 temperature is corrected using the lapse-rate extracted from

LOVECLIM to the same elevation as LOVECLIM topography. The means and root mean square errors (RMSE) are

calculated by averaging the temperature differences over the each region (Global, North America (NA), Eurasia (EA),

Greenland (Gr), and Antarctic), considering only the land mask (land), the ocean mask (ocean), and the boundaries

shown in the map plots of the paper (all). Boldface values indicate the smallest mean differences (in magnitude) and

RMSEs in each row.

T2m TS T̄

Mean RMSE Mean RMSE Mean RMSE

Global

FEB

land 1.003 4.531 1.579 5.881 1.290 4.635

all 0.644 3.660 1.951 4.467 1.297 3.727

ocean 0.504 3.261 2.094 3.781 1.299 3.309

JUL

land 1.122 5.142 4.359 6.984 2.74 5.162

all 0.522 4.049 2.471 4.867 1.496 3.972

ocean 0.290 3.537 1.740 3.738 1.015 3.402

NA

FEB

land 3.494 6.081 0.549 3.353 2.022 4.434

all 4.069 6.399 2.290 5.521 3.179 5.607

ocean 5.008 6.889 5.138 7.872 5.073 7.122

JUL

land 2.948 5.066 5.952 7.190 4.450 5.833

all 2.587 4.964 3.958 6.062 3.273 5.157

ocean 1.997 4.793 0.6951 3.507 1.346 3.798

EA

FEB

land 1.542 4.650 -3.060 6.574 -0.759 5.018

all -0.201 5.477 -2.764 6.626 -1.482 5.449

ocean -4.542 7.131 -2.026 6.753 -3.284 6.398

JUL

land 3.209 4.113 8.284 9.323 5.746 6.597

all 2.181 3.821 5.830 8.139 4.005 5.835

ocean -0.3784 2.974 -0.278 3.842 -0.328 3.232

GR

FEB

land 3.107 7.846 -0.281 8.140 1.413 7.394

all 2.979 7.471 3.753 9.349 3.366 7.952

ocean 2.895 7.215 6.400 10.060 4.648 8.299

JUL

land 3.012 3.945 1.192 3.477 2.102 3.455

all 3.027 4.042 1.545 3.452 2.286 3.489

ocean 3.036 4.104 1.777 3.435 2.406 3.510

AA

FEB

land 3.499 7.151 -0.771 5.361 1.364 5.726

all 1.630 5.139 0.668 4.521 1.149 4.546

ocean 0.722 3.796 1.366 4.051 1.044 3.845

JUL

land 6.983 13.250 -5.872 10.310 0.556 9.760

all -0.198 10.170 -4.292 9.333 -2.245 8.797

ocean -3.683 8.276 -3.525 8.818 -3.604 8.290
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Appendix B

Supplementary material for: The

phase space of last glacial inception

B.1 Sea ice

The Atlantic sea ice area variation pattern also follows the total NH sea ice area.

While the maximum sea ice extent is less variable through time, the minimum sea

ice extent reaches its largest extent around 114 ka, and its smallest extent between

107 and 105 ka. Regardless of the the glacial stage I are in (growth or shrink phase),

the southward extent of the sea ice in the North Atlantic can never move below the

44°N (the same latitude as the jet-stream over the North Atlantic), which is reached

shortly after entering the glacial period. This results in flattening the sea ice area

oscillation I expect to see through the first 20 kyr of the simulations. The minimum

extent on the other hand, is well north of the 44°N, therefore can freely oscillate with

the cooling and warming of the stadial and interstadial phases (9th month in figure
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Figure B.1: Ensemble distribution of the NH maximum sea ice during the inception

period. b. Timing of the late-winter sea ice area maximum against timing of the NA

(black) and EA (red) ice sheet maximum volumes.

B.2).
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Figure B.2: Monthly lowest latitude of the sea ice in the North Atlantic from 119 ka

to 105 ka. Vertical axis shows each month, and the horizontal axis is the simulation

year. Colors represent the lowest latitude. top ensemble mean, and bottom ensemble

standard deviation.
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Figure B.3: Atlantic meridional northward heat transport top. ensemble mean and,

bottom. standard deviation through the LGI.

B.2 Atlantic meridional heat transport
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Figure B.4: The ensemble distribution of the NA ice dome a latitude and b longitude

during the first 20 kyr of inception.

B.3 Ice Dome

In the NA continent, the location of the ice dome is consistent in more than 50% of the

simulations through the first 20 kyr of the last glacial period (figure B.4). For most of

the period, the ice dome latitude is between 50 and 55 °N, and the longitude around

118 °W. I see the two major variations in the ice dome latitude during the initial

phase (prior to 118 ka) and the maximum (∼110 ka). However, no major change

in the ice dome latitude is detected even during these periods (less than 2 °). The

NA ice dome longitude behaves slightly different, as the ensemble longitude is more

robust right after the ice initiation, and then oscillates prior to the first maximum

(110 ka). This is due to the presence of thick ice sheets in the western NA, which

shortly after the inception becomes the dominant ice sheet in the NA continent.

The location of the ice dome in the EA region is more variable through time
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compared to NA. The EA ice dome, unlike NA, does not show a preferred latitude

during the growth phase, reaches the highest variation around the peak time (110

ka). The discrepancy between runs during the shrink phase declines, and most of

the runs tend to put the ice dome in the lower latitudes. Unlike the EA ice dome

latitude, the EA ice dome longitude has a smaller range of variation during most of

the inception phase (10 °between 120 and 100 ka). Similar to the latitude, the largest

variation occurs during the peak time.
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Figure B.5: The evolution of ice sheets elevation (shaded areas in light blue-white

gradient), 2 meter temperature (blue, white, and yellow contour lines), and sea ice

maximum and minimum extent (dark and light red) for every 1 kyr from 119 ka to

105 ka for one of the best simulations of the ensemble.

B.4 Snapshots of ice and climate during the LGI
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Appendix C

Supplementary material for: The

role of the Northern Hemispheric

Ice Sheets in Last Glacial Inception
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Figure C.1: Ice thickness, temperature (first row), and precipitation (second row)

profiles along the 20°E (left column), 40°E (middle column), and 100°E (right column)

at 119 ka for fixed BS experiments (BS0 blue, BS1 red, and ctrl black). Dashed lines

show the ice thickness, and solid lines temperature or precipitation.
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Figure C.2: Ice thickness, temperature (first row), and precipitation (second row)

profiles along the 20°E (left column), 40°E (middle column), and 100°E (right column)

at 112 ka for fixed BS experiments (BS0 blue, BS1 red, and ctrl black). Dashed lines

show the ice thickness, and solid lines temperature or precipitation.
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Figure C.3: Ice thickness, temperature (first row), and precipitation (second row)

profiles along the 80°W in NA at 119 ka (left column), and 112 ka (right column) for

fixed BS experiments (BS0 blue, BS1 red, and ctrl black). Dashed lines show the ice

thickness, and solid lines temperature or precipitation.
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Figure C.4: Ice thickness, temperature (first row), and precipitation (second row)

profiles along the 20°E (left column), 40°E (middle column), and 100°E (right column)

at 119 ka for fixed runoff experiments (flux0 blue, fluxPD red, and ctrl black). Dashed

lines show the ice thickness, and solid lines temperature or precipitation.
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Figure C.5: Ice thickness, temperature (first row), and precipitation (second row)

profiles along the 20°E (left column), 40°E (middle column), and 100°E (right column)

at 112 ka for fixed runoff experiments (flux0 blue, fluxPD red, and ctrl black). Dashed

lines show the ice thickness, and solid lines temperature or precipitation.
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Figure C.6: Ice thickness, temperature (first row), and precipitation (second row)

profiles along the 80°W in NA at 119 ka (left column), and 112 ka (right column) for

fixed runoff experiments (flux0 blue, fluxPD red, and ctrl black). Dashed lines show

the ice thickness, and solid lines temperature or precipitation.
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Figure C.7: Ensemble mean (lines) and one standard deviation (colored areas) of NA

(solid line) and EA (dashed line) sea level equivalent ice volumes for each experiment.

The colors are chosen to match the colors used in the main paper. The first and second

columns on the right only include the EA and NA ice volumes, respectively.
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