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Changes in working memory are sensitive indicators of both normal and pathological brain aging and
associated disability. The present study aims to further understanding of working memory in normal
aging using a large cohort of healthy elderly in order to examine three separate phases of information
processing in relation to changes in task load activation.
Using covariance analysis, increasing and decreasing neural activation was observed on fMRI in

response to a delayed item recognition task in 337 cognitively healthy elderly persons as part of the
CRESCENDO (Cognitive REServe and Clinical ENDOphenotypes) study.
During three phases of the task (stimulation, retention, probe), increased activation was observed with

increasing task load in bilateral regions of the prefrontal cortex, parietal lobule, cingulate gyrus, insula
and in deep gray matter nuclei, suggesting an involvement of central executive and salience networks.
Decreased activation associated with increasing task load was observed during the stimulation phase,
in bilateral temporal cortex, parietal lobule, cingulate gyrus and prefrontal cortex. This spatial distribu-
tion of decreased activation is suggestive of the default mode network.
These findings support the hypothesis of an increased activation in salience and central executive net-

works and a decreased activation in default mode network concomitant to increasing task load.
� 2015 Elsevier Inc. All rights reserved.
1. Introduction

Both normal and pathological brain aging implicate modifica-
tions in information processing ability which is notably observed
within the functioning of a multicomponent memory system
referred to as ‘‘working memory” (Baddeley, 1988, 2012). This
short-term memory system co-ordinates high level cognitive pro-
cesses and simultaneous performance of cognitive tasks: age-
related modification in any of its components is significantly asso-
ciated with decreased performance (Baddeley, Bressi, Sala, Logie, &
Spinnler, 1991; Linden et al., 2003; Park et al., 1996; Zarahn,
Rakitin, Abela, Flynn, & Stern, 2007). The working memory model
comprises a ‘‘central executive” responsible for information filter-
ing and integration, and two sub-systems manipulating and
temporarily maintaining verbal and visual information (the phono-
logical loop and the visuo-spatial sketchpad), and has been
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validated by many decades of empirical clinical observation. It has
become one of the principal targets for studies of both normal
age-related cognitive changes and neuropathologies such as
dementia and depression.

Early animal research on the neuronal and neurotransmitter
bases of working memory located it principally in the prefrontal
cortex (PFC) (Fuster, 1973). Subsequent PET and fMRI studies in
humans have confirmed the central role of the PFC but have further
indicated activation throughout the cortex, notably in parietal
areas, with spatial and verbal stimuli recruiting principally right
and left-hemisphere areas respectively (Smith, Jonides,
Marshuetz, & Koeppe, 1998). Moreover, it has recently been sug-
gested that the PFC may be the principal area associated with
information management, with more posterior areas, including
the parietal cortex, possibly having a prominent role in information
maintenance. This hypothesis has been based on findings that both
areas showing increased interactivity during working memory
tasks (Curtis & D’Esposito, 2003; Nee et al., 2013; Rottschy,
Caspers, & Roski, 2013). Recent research aimed at differentiating
the brain regions involved in working memory have principally
used delayed recognition tasks such as Delayed Item Recognition
(DIR) (Coltheart, 2006). These tasks enable the differentiation of
the three phases of working memory: target/stimulation, delay/
retention and probe/response covering (i) information recording,
allowing rapid conversion of visual (or auditory) space into phono-
logical code, and initialization of the phonological loop whether
the memorandum allow a verbalization, (ii) the consolidation of
articulatory rehearsal, in order to reiterate the phonological loop
and actively maintain the memory trace, (iii) retrieval of stored
information and its use in decision-making processes.

Functional MRI studies of DIR tasks (Manoach, Greve, Lindgren,
& Dale, 2003; Marvel & Desmond, 2010; Nystrom et al., 2000) have
reported specific activation of several brain regions for each of the
three phases of working memory functioning: parietal lobules,
ventrolateral and dorsolateral prefrontal cortex, precentral gyrus,
deep gray matter nuclei, cingulate gyrus, temporal lateral cortex
and occipital cortex during the stimulation and retention phase
and ventrolateral prefrontal cortex, insula and deep gray matter
nuclei during the probe phase. (Cairo, Liddle, Woodward, & Ngan,
2004; Chen & Desmond, 2005). While previous research has prin-
cipally focused on differentiating activation associated with speci-
fic working memory phases, more recent work has begun to
explore the consequences on neural activity of increasing DIR task
difficulty. To date, two studies (Ansado et al., 2013; Zarahn et al.,
2007) of neural network activation (task load) associated with
increased task difficulty, comparing older and younger healthy
individuals found that older individuals demonstrate increased
neural activation with increasing load for the same level of perfor-
mance compared to younger adults. Two case control studies com-
paring healthy older and younger adults (Sambataro et al., 2010)
and mild cognitive impairment and Alzheimer’s disease subjects
(Rombouts, Barkhof, Goekoop, Stam, & Scheltens, 2005) observed
decreased neural activity with increasing DIR task difficulty in
the medial prefrontal cortex, posterior cingulate/retrosplenial cor-
tex, inferior parietal lobules and superior and inferior temporal
cortex. These areas are described as part of the default mode net-
work (Greicius & Menon, 2004), a network involved in judgment,
retrieval and manipulation of episodic memory and semantic
knowledge (Greicius, Krasnow, Reiss, & Menon, 2003), self-
referential processing (Gusnard & Raichle, 2001) and mind wan-
dering (Christoff, Gordon, Smallwood, Smith, & Schooler, 2009).
The principal shortcoming of previous studies of working memory
in the elderly has been the small number of subjects, and given the
heterogeneity of elderly persons in relation to health-related vari-
ables, it is not surprising that there has been considerable inconsis-
tency in the findings.
The aim of the present research is to extend knowledge of the
multiple and concomitant cognitive processes involved in the
maintenance of normal working memory in healthy elderly per-
sons by studying each phase of information processing in working
memory in relation to increasing/decreasing task load activation.
The study is carried out in a much larger elderly cohort than has
previously been examined, thus reducing bias due to sample
selection.
2. Methods

2.1. Cohort

The data were derived from the on-going prospective
Montpellier-Three-City study (The 3C Study Group, 2003) in which
2259 volunteers (recruited from the electoral rolls), aged 65 years
and older, underwent standardized neurological examinations in a
dedicated clinical research facility. The clinical examinations were
undertaken at baseline (1999–2001) and 2, 4, 7, 10 and 12 years. At
12-year follow-up, participants who were free of dementia and had
a Mini Mental State Examination MMSE (Folstein, Folstein, &
McHug, 1975) score over 24 were invited to undergo an MRI and
complementary clinical examination as part of the CRESCENDO
(Cognitive REServe and Clinical ENDOphenotype) study (n = 380).
The clinical examination for CRESCENDO participants was carried
out approximately 8 months before the MRI examination. Subjects
were only able to participate if able to travel to the clinical center
and did not have any contraindication for the MRI examination.
The diagnosis of dementia was based on a 3-step procedure. First,
trained psychologists administered a battery of neuropsychological
tests detailed elsewhere (Akbaraly et al., 2009). Second, all the par-
ticipants were then examined by a neurologist, Finally, an indepen-
dent committee of neurologists reviewed all potential prevalent
and incident cases of dementia to obtain a consensus diagnosis
according to the criteria of the Diagnostic and Statistical Manual
of Mental Disorders, fourth edition (American Psychiatric
Association, 2000). Similar procedures were performed at each
phase over the 12-years of follow-up for incident dementia screen-
ing. Cases of AD were classified according to the National Institute
of Neurological and Communicative Disorders and Stroke–Alzhei
mer’s Disease and Related Disorders Association (McKhann et al.,
1984) and cases of mixed/vascular dementia according to the
National Institute of Neurological Disorders and Stroke – Associa-
tion Internationale pour la Recherche en l’Enseignement en Neuro-
sciences criteria (Román et al., 1993).

The study was carried out at the neuroradiology department of
the Montpellier University Hospital Human Functional Imaging
Institute (I2FH), France. The study protocol was approved by the
ethics committee of the University-Hospital of Bicêtre, and written
informed consent was obtained from each participant. Characteris-
tics of the 380 CRESCENDO participants have been compared to the
characteristics of dementia-free participants of the Montpellier-
Three-City study who underwent the 12-y follow-up examination
but who were not included in the CRESCENDO study. Recorded
clinical data were: laterality (Edinburgh handedness inventory),
Body Mass Index, educational level, current lifestyle, MMSE and
cardiovascular disease.
2.2. Delayed item recognition task

Working memory was assessed by a DIR task using letter stim-
uli (Sternberg, 1966), schematized in Fig. 1 (Zarahn et al., 2007).
Each trial of the DIR task consisted of 3 phases: stimulation, reten-
tion and probe. The stimulation phase is based on the presentation
over 3 s of an array of one, three or six capital letters (the number



Fig. 1. Schema of the Delay Item Recognition (DIR) task. Each trial of the DIR task included 3 phases: (1) stimulation phase: presentation over 3 s of one, three or six capital
letters, (2) retention phase: presentation over 7 s of a blank screen and (3) probe phase: presentation over 3 s of one lowercase letter where subjects indicate whether or not
the letter matched with the study array. An inter-trial interval consisting of the presentation of a blank screen over three seconds marked the beginning of each trial. Subjects
underwent 3 runs each containing 30 trials (10 trials for each of the three set sizes: 1, 3 or 6 letters pseudo-randomly sequenced) with five true negative and five true positive
probes per set.
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of letters being the set size) the participants having been instructed
to remember these letters. During the retention phase, participants
were instructed to focus their gaze on the blank screen during 7 s
and hold the stimulus items in mind. In the probe phase, a lower-
case letter is shown in the center of the screen for three seconds,
participants indicate by pressing a button whether or not the probe
matched a letter in the study array (right index finger button press
to indicate ‘yes’, left index finger button press to indicate ‘no’). An
inter-trial interval consisting of the presentation of a blank screen
for three seconds marked the beginning of each trial. In addition,
70 blank trials (presentation of a blank screen for 2 s) were
pseudo-randomly interspersed between trials in each run to
reduce the likelihood of neurophysiological responses predictive
of the beginning of trials. As indicated in Fig. 1, participants under-
went 3 runs each containing 30 trials (10 trials for each of the three
set sizes: 1, 3 or 6 letters pseudo-randomly sequenced via a
random-without-replacement scheme.) with five true negative
and five true positive probes per set size. Participants were
instructed to respond as accurately as possible. No feedback about
performance accuracy was given during the scanning session.

DIR task performance is analyzed according to 3 phases repre-
senting (1) the encoding process during the stimulation phase;
(2) maintenance processes during retention and (3) the retrieval
process during the probe phase. The number of letters determines
the level of stimulus difficulty, thus differentiating memory-load
level. Before fMRI acquisition, participants were trained on at least
2 DIR runs of 30 trials each (the first one of which was administered
with feedback) on a computer with the help of a neuropsychologist.
Vision correction was performed by an ophthalmologist using non-
magnetic glasses in the range of �5 to +3 with 0.5 diopter steps
(MediGlasses, Cambridge Research Systems).

2.3. Magnetic resonance imaging data acquisition

Task stimuli were back-projected onto a screen located at the
foot of the MRI bed using an LCD projector. Participants viewed
the screen via a mirror located in the head coil. Task responses
were made on a NordicNeuroLab system (Bergen, Norway, www.
nordicneurolab.com) and behavioral data were recorded on the
task computer. Task onset was electronically synchronized with
the MRI acquisition computer with the NordicNeuroLab SyncBox.
Task administration and data collection (response time and per-
centage of correct responses) were controlled using publicly avail-
able code (https://github.com/steffejr/InterferenceLetterSternberg)
developed using Psychotoolbox (http://psychtoolbox.org/Psych-
toolboxDownload). Following the scanning session, DIR task per-
formance (response time and percentage of correct responses)
was recorded for each level of difficulty. MatLab software (The
Mathworks Inc.; MA, USA, R2012a) was used for visual stimulus
presentation and recording responses.

Whole brain functional MR images were acquired using a 3-
Tesla magnet (Skyra, Siemens, Erlangen, Germany) equipped with
a 32-channel receive-only head coil. Three hundred sixteen vol-
umes of BOLD Gradient Echo-echo planar images (GE-EPI) were
obtained during the functional MRI Sternberg Task with the follow-
ing imaging parameters: TR = 2000 ms, TE = 20 ms, 39 axial slices,
slice thickness 3 mm, slices order: interleaved, in plane resolution
2.39 � 2.39 mm2, no interslice gap, interleaved, flip angle 90�. The
slices covered the whole brain extending from vertex to the upper
parts of the cerebellum. For all participants, high-resolution
anatomical images were acquired using a 3D magnetization-
prepared, rapid acquisition gradient echo (MP-RAGE) sequence
with the following parameters: TR = 1690 ms; TE = 2.54 ms;
TI = 922 ms; Flip angle 9�, aligned with the corpus callosum; voxel
size: 1 � 1 � 1 mm; with 176 slices. Magnitude and phase images
of the magnetic field were acquired with a gradient echo-echo pla-
nar (GE-EPI) sequence (TR = 436 ms, TE1 = 4.92 ms, TE2 = 7.38 ms,
voxels size: 2.56 � 2.56 � 3 mm, flip angle 60�).

2.4. fMRI data pre-processing

Statistical Parametric Mapping (SPM8; Wellcome Department
of Imaging Neuroscience, London, UK, http://www.fil.ion.ucl.ac.
uk/spm/software/spm8/) (Ashburner, 2012) was used as imple-
mented in MatLab (The Mathworks Inc.; MA, USA, R2012a) for
image preprocessing and statistical analyses.
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It included corrections of magnetic field distortion, scan acqui-
sition time difference and head motion. Co-registration to the indi-
vidual anatomical image was then performed. The anatomical
images were segmented into gray matter, white matter, and cere-
brospinal fluid using a unified segmentation algorithm as imple-
mented in the ‘‘New segment” function of SPM8. A customized
template was created based on the gray matter segmentations
using a Diffeomorphic Anatomical Registration Through Exponen-
tiated Lie Algebra (DARTEL) (Ashburner, 2007). Using this proce-
dure, the anatomical images of each subject were normalized
with the created template, and then a mean image of all normal-
ized 3DT1 was performed. Hence functional images were spatially
normalized to the 3DT1 mean image and spatially smoothed using
a Gaussian filter with a full width at half maximum of 8 mm to
accommodate inter-individual anatomical variability.

2.5. fMRI statistical analyses

2.5.1. Time-series modeling
The GE-EPI time-series were modeled in a first level general lin-

ear model (Friston et al., 1994) with regressors representing the
expected BOLD fMRI response (implicitly, relative to the blank
intervals) to the stimulation, retention and probe phases of the
task, separately for each block and set size (1, 3 and 6) (Fig. 1). Tri-
als on which there was either an incorrect or no motor response
from the participant during the probe phase were modeled sepa-
rately and not included in the second level analysis. Realignment
parameters have been added in the regression models to remove
specific activation due to head movement (translations ‘‘right”,
‘‘forward”, ‘‘up” and rotations ‘‘pitch”, ‘‘roll”, ‘‘yaw”) and a 128 s
high-pass filter was used to remove non-physiological slow signal
shifts. Three rectangular functions of duration were used to model
neural response: one in the stimulation phase (3000 ms), one in
the retention phase (7000 ms) and another in the probe phase
(3000 ms). Contrasts were estimated for each load level and phase
of the task, using a first level general linear model approach. These
parametric maps serve as the dependent variables for the subse-
quent second level covariance analysis (Habeck et al., 2005).

2.5.2. Covariance analyses
Ordinal Trend Canonical Variates Analysis (OrtCVA) was per-

formed for the entire cohort to identify a unique pattern of signal
covariance, with expression varying with load (i.e. gradual diffi-
culty of the task). This approach is similar to other regional covari-
ance analysis techniques (i.e. Partial Least Squares). It identifies a
group-level covariance pattern of task-related brain regions having
monotonic increasing (or decreasing) levels of brain activation
with increasing task load. This method has been described else-
where (Habeck et al., 2003, 2005).

A single covariance pattern represents one preferred direction
in the vector space determined by the value of activation in each
voxel of the image. Neural responses according to increase in diffi-
culty for each subject can thus be represented as moving along this
preferred direction with individual differences appearing as a
change in the degree of this displacement. Displacement therefore
indicates the degree of change in response to increase in difficulty.
The aim is then to identify a pattern of covariance including the
similarities between three difficulty levels for which the degree
of expression may vary. Consequently, this approach does not
focus on a particular region or on the activation of one condition
of interest, but on changes in regional activation induced by
increasing difficulty for each subject.

The first step consists of a principal components analysis to
identify the preferred directions of information; each component
corresponding to a direction. The Akaike information criterion
(AIC) is used to select the most relevant components and indicate
privileged directions of interest in the vector space. This criterion,
based on the best bias-variance trade-off, can estimate the quality
of each model relative to each of the other models (Burnham &
Anderson, 2004) thus aiming to reduce the number of components
and describe the data with the lowest possible number of compo-
nents. The preferred model is the one with the minimum AIC value.
Finally, the covariance model corresponds to the linear combina-
tion of the selected principal components. The coefficients of this
linear combination are obtained by multiple linear regression with
the coefficients representing the best linear mean trend across the
three levels of difficulty.

The objective of the OrtCVA method is to obtain one whole-
brain mapping (at voxel level) whose activations increase and/or
decrease with increasing difficulty of the task. The different
weights of each voxel are assigned by the obtained linear model.
A bootstrap estimation procedure is performed to assess this
weight in each voxel of the entire group. A map of the group rep-
resenting this weight is thus obtained and converted into a z score.
For instance, if the weight of the voxel is denoted w and its stan-
dard deviation is s, the result is: z =w/s. By thresholding the map
by a z-score (e.g. |z| = 2.33), the activation will be obtained with
a specific one-tailed probability (e.g., p < 0.01) according to the
assumptions of a standard-normal distribution. Thus, the absolute
value of weight determines the slope of change. For example, a
region whose weight is twice as large as another region indicates
that the slope of the activation in this region is twice as high as
another region. Positive voxel weights indicate an increased activa-
tion with increasing task load while negative voxel weights indi-
cate a decreased activation with increasing task load. The end
result of this analysis is a single group level covariance pattern of
brain activity demonstrating monotonic changes with increasing
task load for each phase of the DIR task. A threshold of |z| = 2.33
for each phase, corresponding to p < 0.01, is applied (Habeck
et al., 2005; Moeller & Habeck, 2006).

The property of a monotonic increase/decrease of brain activity
with increasing within-subject load is called an ‘‘ordinal trend” and
quantified by repeated-measures F-statistics. It is represented by a
p-value generated by a random permutation test. The goal of this
test is to sample data at least 1000 times with a random subject/-
condition using the same set of principal components calculated in
the first estimation of the model. It provides an additional valida-
tion criterion to ensure that the observed covariance model corre-
sponds to activation changes with increasing task load. This test
can thus improve the sensitivity of the OrtCVA method without
lowering its specificity.

Data quality control may also be carried out by reporting the
number of subjects (number of exceptions) that do not follow
the linear trend. When the number of exceptions is high, the linear
trend is assumed to not be respected. In addition, the significance
of the obtained linear model is estimated by a permutation test
whose result is a p-value. The aim of this permutation test is to
switch subjects (1000 times) to assess the number of exceptions
to the obtained linear model for each iteration. If the number of
exceptions is lower than that the number of exceptions obtained
in the first model calculated, the significance increases. Thus, the
model will be considered significant if p < 0.05. Finally, participants
that deviate from a monotonic trend are detected and the analysis
is not carried out if (1) this occurred for more than 30% of the entire
group, (2) the random permutation test generated a p-level higher
than 0.05.

In contrast, the analogous general linear model analysis (using
SPM) involves voxel-wise analysis of hemodynamic response
between task load. This approach is performed using orthogonal
contrast for the linear trend which did not focus on the activation
changes across load levels. The information relating to the variabil-
ity of increasing task load between subjects is not taken into



C. Charroud et al. / Neurobiology of Learning and Memory 125 (2015) 211–223 215
account. The OrtCVA method is thus a more stringent validation
method than the general linear model in determining pattern vari-
ation according to load (D’Esposito, Deouell, & Gazzaley, 2003;
Zarahn, Rakitin, Abela, Flynn, & Stern, 2006). However, using the
OrtCVA method, comparisons between phases and correlations
with a parameter (age, performance. . .) cannot be investigated on
brain activation with increasing task load (Moeller & Habeck,
2006).

2.5.3. Statistical analyses of behavioral measures
Kruskall–Wallis non parametric tests were used to compare

mean response time and accuracy between each level of task diffi-
culty. Significance was set at 5%, and statistical analyses were car-
ried out with the R software version 3.0.2. All p values reported
were not corrected for multiple testing.

3. Results

3.1. Participant characteristics

Of the 380 CRESCENDO participants, 337 subjects have been
included in the present analysis (35 participants did not complete
the DIR task and 8 were removed due to head movements during
acquisition). Characteristics of the participants are detailed in
Table 1.

As expected, an increase in response time and a decrease in per-
centage of accurate responses were observed with increasing diffi-
culty of the DIR task. Mean (SD) for response time was: m = 1.04
(0.23) s for letter 1, m = 1.26 (0.24) s for letters 3 and m = 1.50
(0.29) s for letters 6 (p < 0.0001, two-tailed Kruskal–Wallis test).
Table 1
Characteristics of the 337 CRESCENDO participants.

Variables Participants included in
the analysis of DIR task
N = 337

Women, n (%) 184 (54.6)
Age at MRI acquisition, mean (SD), years 81.9 (3.7)
Laterality, n (%)
Ambidextrous 16 (4.7)
Right handed 309 (91.7)
Left handed 12 (3.6)

BMI, mean (SD), kg/m2 24.31 (3.3)
Level of education, n (%)
Low 63 (18.7)
Medium low 90 (26.7)
Medium high 70 (20.8)
High 114 (33.8)

Current lifestyle, n (%)
Alone 63 (18.3)
Couple or living with family members 274 (81.3)

MMSE, mean (SD) 28.62 (1.5)
Cardiovascular disease, n (%) 77 (22.9)
Response time, mean (SD)
Letter 1 1.04 (0.23)
Letter 3 1.26 (0.24)
Letter 6 1.50 (0.29)

Accuracy, mean (SD)
Letter 1 0.97 (0.05)
Letter 3 0.96 (0.07)
Letter 6 0.86 (0.11)

Data are mean (SD) or number of subjects (%). Laterality was assessed by the
Edinburgh handedness inventory questionnaire. Education level was classified as
low (5 years of schooling or less), medium low (6–9 years), medium high (10–
12 years), and high (more than 12 years). Cognitive deficit was assessed by the Mini
Mental State Examination (cut-off for possible dementia < 24). Delayed item
recognition task performances (response time and accuracy) are reported in each
level of stimulus difficulty determined by the number of letters (Letter 1, Letter 3
and Letter 6).
Abbreviations: BMI, Body Mass Index; MRI, magnetic resonance imaging; MMSE,
Mini Mental State Examination.
Percentage of accuracy responses were: m = 0.97 (0.05) for letter
1, m = 0.96 (0.07) for letters 3 and m = 0.86 (0.11) for letters 6
(p < 0.0001, two-tailed Kruskal–Wallis test).

3.2. Covariance analyses

OrtCVA analyses identified covarying increasing and decreasing
activation associated with increasing DIR task difficulty for the
three task phases. Examining individual covariance patterns, the
majority of participants were observed to show montonic change
in expression with increasing task load as assessed by the permu-
tation tests (98% in the stimulation phase, 88% in the retention
phase, 70% in the probe phase).

3.2.1. Increased activation associated with increasing task load
Changes in neural activation, increasing simultaneously with

increasing task difficulty, presumably reflect more effort on the
part of subjects to encode, maintain and retrieve information in
memory. Across the three phases of the DIR task, brain regions
with covarying increased activation are detailed in Fig. 2 and
Table 2. During the stimulation phase, we observed bilateral
increased activation in the cerebellum (declive and vermis), pre-
central gyrus and bilateral deep gray matter nuclei (lentiform
nucleus and thalamus). During the retention phase, we also
observed bilateral increased activation in the cerebellum (culmen,
declive, vermis), lateral temporal cortex (left middle and superior
gyrus) and bilateral deep gray matter nuclei (caudate nucleus).
During the probe phase, we found bilateral increased activation
in the fusiform gyrus and bilateral deep gray matter nuclei (len-
tiform nucleus and thalamus).

Furthermore, some activated regions were similarly observed
during the three phases of the DIR task in bilateral frontal lobes
(dorsolateral prefrontal cortex, ventrolateral prefrontal cortex
and dorsomesial prefrontal cortex), in bilateral parietal lobes (infe-
rior and superior lobule), bilateral cingulate gyrus and bilateral
insula.

3.2.2. Decreased activation associated with increasing task load
Covarying decreasing neural activation in response to increas-

ing task difficulty, possibly indicating networks that have to be
inhibited to maintain an accurate response, was observed over
the three phases of the DIR task. Brain regions showing decreased
activation associated with increasing task load are given in Fig. 3
and Table 3. During the stimulation phase, bilateral decreased acti-
vation was observed in occipital lobes (fusiform gyrus), parietal
lobes (superior and inferior lobules), frontal lobes (dorsolateral
prefrontal cortex, dorsomesial prefrontal cortex, precentral gyrus),
lateral temporal cortex (middle and superior temporal gyrus), cin-
gulate gyrus and insula. During the retention phase we observed
decreased activation in the occipital lobes (bilateral lingual gyrus,
bilateral cuneus, left fusiform, bilateral middle occipital gyrus
and left inferior occipital gyrus), limbic system (bilateral amygdala,
bilateral cingulate gyrus and left parahippocampal gyrus), bilateral
middle temporal gyrus, bilateral superior parietal lobule and left
medial frontal gyrus and in areas of deep gray matter nuclei (bilat-
eral putamen and bilateral thalamus). During the probe phase we
found decreased activation in the left medial frontal gyrus, bilat-
eral lingual gyrus, bilateral superior and middle temporal gyrus,
bilateral cingulate gyrus and bilateral insula.
4. Discussion

The present fMRI study carried out on a large cohort of healthy
elderly persons, aimed to explore normal brain response during
different information processing phases of a working memory task



Fig. 2. Increased activation associated with increasing task load. Neural activation increasing simultaneously with the gradual increasing difficulty of the task, identified
using the Ordinal Trend Canonical Variates Analysis (OrtCVA) method for 337 subjects. Regions with increased activation being statistically significant (Z scoreP 2.33) are
displayed on transverse slices (MNI space, MRIcroGL software, ch256 template) for (a) stimulation phase (b) retention phase and (c) probe phase of the DIR task. The label
number is reported for each slice. The color bar indicates the Z score of activation. (a) During the stimulation phase, regions are activated bilaterally, in the cerebellum, frontal
lobe (ventrolateral prefrontal cortex, dorsolateral prefrontal cortex and dorsomesial prefrontal cortex), parietal lobe (inferior and superior parietal lobules), lateral temporal
cortex, insula, cingulate gyrus and in the deep gray matter nuclei (lentiform nucleus and thalamus). (b) During the retention phase, activation involves the same bilateral
regions apart from lateral temporal cortex. (c) During the probe phase, activation is mainly seen bilaterally in the ventrolateral prefrontal cortex, dorsolateral prefrontal
cortex, dorsomesial prefrontal cortex, in the superior parietal lobules, in the insula, in the cingulate gyrus and in the deep gray matter nuclei (lentiform nucleus and
thalamus). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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with increasing task difficulty. We found a covarying network of
brain regions displayed increased expression associated with
increasing task load regardless of the task phase: the bilateral dor-
solateral and ventrolateral prefrontal cortex, bilateral dorsomesial
prefrontal cortex, bilateral inferior and superior parietal lobule,
bilateral cingulate gyrus and bilateral insula. These findings con-
firm previous observations in younger persons, that mobilization
of the working memory system involves predominantly, but not
exclusively, PFC areas, with concomitant decreased expression in
posterior regions. We found decreased activation to be associated
with increasing task difficulty predominantly the prefrontal cortex,
parietal lobules, and cingulate gyrus for the stimulation phase. The
spatial distribution of this network suggests similarities with the
default mode network during the stimulation phase. Patterns of
activation in the PFC were not strongly left-hemisphere dominant
although a verbal stimulus was used, probably because short term-
maintenance has not been confined to the rehearsal mechanisms of
the articulatory loop.

Previous studies using this task have been based on very small
numbers (N < 40) and have principally focused on younger subjects
(ie < 30 year-old) (Cairo et al., 2004; Chang, Crottaz-Herbette, &
Menon, 2007; Chen & Desmond, 2005; Desmond, Gabrieli,
Wagner, Ginier, & Glover, 1997; Habeck et al., 2003, 2005;
Holtzer et al., 2009; Marvel & Desmond, 2010) or young vs healthy
elderly subjects (Ansado, Oury, Nourane, Faure, & Joanette, 2012;
Zarahn et al., 2007), and used differing numbers of items (1–8
items) and types of encoding stimuli; letters (Ansado et al., 2013;
Bunge, Ochsner, Desmond, Glover, & Gabrieli, 2001; Habeck
et al., 2005; Zarahn et al., 2006, 2007), shapes (Holtzer et al.,
2009) or numbers (Adler et al., 2001; Portas et al., 1998) thus lim-
iting comparisons between studies. Moreover, these studies have
focused either on specific DIR task phases (Habeck et al., 2005;
Zarahn et al., 2006, 2007) or all phases together (Ansado et al.,
2013; Bunge et al., 2001). It is thus not surprising that previous
observations have been inconsistent.

In studies using tasks other than the DIR task, few have pro-
vided information focused on decreased networks, in either young
subjects (Greicius & Menon, 2004), comparing young vs healthy
elderly subjects (Sambataro et al., 2010) or comparing healthy
elderly subjects to subjects with mild cognitive impairment or Alz-
heimer’s disease (Rombouts et al., 2005); no studies have to date
specifically focused on elderly subjects. By assessing concomitantly
increasing and decreasing activation as a function of increased
load, and by exploring each phase of a DIR task in order to examine
separately the different cognitive processes of working memory in
a large and homogeneous sample of healthy elderly participants,
this study has significantly refined and expanded knowledge of
working memory-related networks in an age cohort particularly
vulnerable to working memory changes.

Although the most fMRI studies examine right-handed subjects
only, our sample was composed of right (91.7), left (3.6%) and
mixed (4.7%) handed subjects. Studies have shown that the spatial
distribution of neural networks is mainly symmetrical between left
and right-handed subjects (Li et al., 2014; Pool, Eickhoff, Fink, &
Grefkes, 2014; Pujol, Deus, Losilla, & Capdevila, 1999; Saenger &
Barrios, 2012). Consequently, in our study, we have included all
participants regardless of handedness to ensure that our sample
may be more exhaustive and representative of the general popula-
tion of healthy elderly subjects.

4.1. Increased task load effect

The observations obtained in this study on a larger sample
(N = 337) provide preliminary normative data for the study of



Table 2
Increased activation associated with increasing task load.

Cortex Structure Cerebrum MNI coordinates

Stimulation
Cerebellum Declive L �22 �63 �20
Cerebellum Declive R 24 �68 �23
Cerebellum Vermis R �1 �74 �24
Cerebellum Vermis L �2 �74 �23
Insular Insula R 42 16 5
Insular Insula L �42 13 �2
Primary Motor Precentral Gyrus R 57 2 22
Primary Motor Precentral Gyrus L �50 �5 36
DMPFC Medial Frontal Gyrus R 4 26 43
DMPFC Medial Frontal Gyrus L �4 27 42
DLPFC Middle Frontal Gyrus R 41 32 26
DLPFC Middle Frontal Gyrus L �43 25 25
VLPFC Inferior Frontal Gyrus R 48 19 �5
VLPFC Inferior Frontal Gyrus L �46 17 �4
Limbic Cingulate Gyrus R 5 22 46
Limbic Cingulate Gyrus L �4 13 46
Occipital Cuneus R 9 �71 9
Occipital Cuneus L �6 �76 9
Parietal Inferior Parietal Lobule R 33 �61 43
Parietal Inferior Parietal Lobule L �35 �50 47
Parietal Superior Parietal Lobule R 32 �61 45
Parietal Superior Parietal Lobule L �23 �71 47
Parietal Postcentral L �62 �13 27
Lateral Temporal Middle Temporal Gyrus L �60 �26 �4
Lateral Temporal Superior Temporal Gyrus R 61 �19 �4
Lateral Temporal Superior Temporal Gyrus L �60 �37 17
Deep gray nuclei Lentiform Nucleus L �11 0 3
Deep gray nuclei Lentiform Nucleus R 13 5 1
Deep gray nuclei Thalamus L �3 �11 11
Deep gray nuclei Thalamus R 5 �10 11

Retention
Cerebellum Culmen R 7 �54 �5
Cerebellum Culmen L �6 �53 �7
Cerebellum Declive R 23 �73 �22
Cerebellum Declive L �20 �71 �21
Cerebellum Vermis R 2 �60 �8
Cerebellum Vermis L �2 �60 �10
DLPFC Middle Frontal Gyrus R 34 46 13
DLPFC Middle Frontal Gyrus L �45 18 26
DMPFC Medial Frontal Gyrus R 6 32 34
DMPFC Medial Frontal Gyrus L �4 27 40
VLPFC Inferior Frontal Gyrus R 34 27 �5
VLPFC Inferior Frontal Gyrus L �44 32 16
Insular Insula R 34 20 3
Insular Insula L �32 23 3
Limbic Cingulate Gyrus L �4 27 39
Limbic Cingulate Gyrus R 6 32 34
Parietal Inferior Parietal Lobule L �38 �56 39
Parietal Inferior Parietal Lobule R 37 �56 34
Parietal Superior Parietal Lobule L �32 �68 42
Parietal Superior Parietal Lobule R 8 �69 49
Deep gray nuclei Caudate R 15 �9 19
Deep gray nuclei Caudate L �28 �40 4
Lateral Temporal Middle Temporal Gyrus L �59 �32 �5
Lateral Temporal Superior Temporal Gyrus L �56 �42 4

Probe
DLPFC Middle Frontal Gyrus L �41 1 46
DLPFC Middle Frontal Gyrus R 40 1 46
DMPFC Medial Frontal Gyrus R 5 27 46
DMPFC Medial Frontal Gyrus L �3 19 48
VLPFC Inferior Frontal Gyrus R 53 20 12
Insular Insula L �35 20 5
Insular Insula R 43 13 4
Limbic Cingulate Gyrus R 4 15 43
Limbic Cingulate Gyrus L �4 6 46
Occipital Fusiform Gyrus R 36 �57 �13
Occipital Fusiform Gyrus L �30 �60 �13
Parietal Superior Parietal Lobule R 28 �60 44
Parietal Superior Parietal Lobule L �24 �69 48
Deep gray nuclei Lentiform nucleus R 15 7 5

(continued on next page)
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Table 2 (continued)

Cortex Structure Cerebrum MNI coordinates

Deep gray nuclei Lentiform nucleus L �13 4 3
Deep gray nuclei Thalamus R 6 �20 1
Deep gray nuclei Thalamus L �5 �22 1

MNI locations of brain regions with significant increased activation across load levels during stimulation, retention and probe phases, as ascertained by a bootstrap
resampling test (Z scoreP 2.33).
Abbreviations. VLPFC: ventrolateral prefrontal cortex, DLPFC: dorsolateral prefrontal cortex, MPFC: medial prefrontal cortex, L: left, R: right.

Fig. 3. Decreased activation associated with increasing task load. Neural activation decreasing simultaneously with the gradual increasing difficulty of the task, identified
using the Ordinal Trend Canonical Variates Analysis (OrtCVA) method is reported for 337 subjects. Regions with decreased activation being statistically significant (Z
scoreP 2.33) are displayed on transverse slices (MNI space, MRIcroGL software, ch256 template) for (a) stimulation phase (b) retention phase and (c) probe phase of the DIR
task. The label number is reported for each slice. The color bar indicates the Z score of activation. a) During the stimulation phase, regions are decreased bilaterally, in the
medial temporal cortex, inferior parietal lobule, cingulate gyrus and prefrontal cortex (dorsolateral, ventrolateral and dorsomesial). b) During the retention phase, decreased
activation involves bilaterally the cingulate gyrus, the occipital cortex, the medial temporal cortex and the deep gray matter nuclei (lentiform nucleus and thalamus). c)
During the probe phase, decreased activation are mainly seen bilaterally in the cingulate gyrus, the insula, and the lateral temporal cortex. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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healthy aging, while data relating to response to task difficulty may
also further inform future analyses relating to cognitive reserve
through examination of inter-individual disparities in the recruit-
ment of neural networks (Scarmeas & Stern, 2003; Barnett,
Salmond, Jones, & Sahakian, 2006; Jones et al., 2011; Liu, Cai,
Xue, Zhou, & Wu, 2013; Murray et al., 2011; Stern, 2009).

We found increased activation simultaneously with the gradual
increasing difficulty of the task in bilateral cerebellum, bilateral
cingulate gyrus, left dorsolateral prefrontal cortex and left superior
parietal lobule during the stimulation phase; bilateral cerebellum,
right cingulate gyrus, right dorsolateral prefrontal cortex, bilateral
inferior parietal lobule and left middle temporal gyrus during
retention; and bilateral regions of ventrolateral and dorsolateral
prefrontal cortex, insula and left thalamus during the probe phase.
These findings are in accordance with those reported by only two
studies (Habeck et al., 2003; Zarahn et al., 2007) assessing task load
neural networks activation associated with DIR task of increasing
difficulty. Furthermore, we observed activation in bilateral cerebel-
lum during stimulation and retention phases, as previously
reported by Chen and Marvel (Chen et al., 2013; Marvel &
Desmond, 2010) suggesting that the cerebellar regions are
involved in rapid articulatory mechanism. The cerebellum may
contribute to articulatory preparation and phonological storage
processes during the stimulation phase and to refreshment of the
phonological store during retention phase.

During memory tasks, previous studies have identified the
involvement of both salience and central executive networks
(Bressler & Menon, 2010; Fecteau, Bell, & Munoz, 2004; Menon &
Uddin, 2010; Sridharan, Levitin, & Menon, 2008). These networks
have been observed previously using resting-state fMRI (Bressler
& Menon, 2010; Chen et al., 2013; Damoiseaux et al., 2006;
Menon & Uddin, 2010; Seeley et al., 2007; Sridharan et al., 2008).

Several studies (Bressler & Menon, 2010; Bunge et al., 2001;
Cabeza & Nyberg, 2000; Chen et al., 2013; Koechlin & Summerfield,
2007;Menon&Uddin, 2010;Müller & Knight, 2006) have suggested
that the central executivenetwork is involved inhigh-level cognitive
control and attentional processes by showing that the central exec-
utive network is activated during maintenance of information in
working memory and during decision-making processes. The DIR
task, combining working memory and decision-making processes,
may thus be assumed to recruit the central executive network. The
spatial distribution of the central executive network has been well
described in the literature and appears to implicate bilateral dorso-
lateral and dorsomesial prefrontal cortex and bilateral lateral pari-



Table 3
Decreased activation associated with increasing task load.

Cortex Structure Cerebrum MNI coordinates

Stimulation
DMPFC Medial Frontal Gyrus L �4 49 17
DMPFC Medial Frontal Gyrus R 5 52 17
DLPFC Middle Frontal Gyrus L �34 23 39
DLPFC Middle Frontal Gyrus R 22 25 43
Insular Insula L �39 �19 17
Insular Insula R 50 �23 16
Primary Motor Precentral Gyrus L �23 �16 58
Primary Motor Precentral Gyrus R 27 �16 57
Limbic Posterior Cingulate L �3 �53 24
Limbic Posterior Cingulate R 6 �53 22
Limbic Anterior Cingulate L �10 39 15
Limbic Anterior Cingulate R 4 35 12
Limbic ParaHippocampa Gyrus R 28 �15 �15
Limbic ParaHippocampa Gyrus L �28 �23 �17
Occipital Fusiform Gyrus R 26 �51 �12
Occipital Fusiform Gyrus L �26 �50 �11
Parietal Superior Parietal L �4 �67 34
Parietal Superior Parietal R 4 �60 34
Parietal Inferior Parietal R 53 �57 31
Parietal Inferior Parietal L �41 �66 35
Lateral Temporal Middle Temporal Gyrus R 48 �62 22
Lateral Temporal Middle Temporal Gyrus L �42 �61 19
Lateral Temporal Superior Temporal Gyrus R 53 �61 16
Lateral Temporal Superior Temporal Gyrus L �45 �58 23

Retention
DMPFC Medial Frontal Gyrus L �13 41 31
Limbic Amygdala R 27 �2 �17
Limbic Amygdala L �30 �2 �17
Limbic Parahippocampal Gyrus L �27 �50 �9
Limbic Posterior Cingulate R 4 �55 26
Limbic Posterior Cingulate L �3 �55 22
Occipital Middle Occipital Gyrus L �35 �86 7
Occipital Middle Occipital Gyrus R 30 �83 15
Occipital Inferior Occipital Gyrus L �39 �78 �9
Occipital Lingual Gyrus L �22 �74 �9
Occipital Lingual Gyrus R 22 �88 �11
Occipital Fusiform Gyrus L �24 �69 �12
Occipital Cuneus L �21 �89 22
Occipital Cuneus R 22 �87 22
Parietal Superior Parietal L 5 �50 30
Parietal Superior Parietal R �4 �63 32
Deep gray nuclei Putamen R 19 13 6
Deep gray nuclei Putamen L �20 11 10
Deep gray nuclei Thalamus L �6 �22 6
Deep gray nuclei Thalamus R 8 �21 6
Lateral Temporal Middle Temporal Gyrus R 45 �78 11
Lateral Temporal Middle Temporal Gyrus L �52 �9 �20

Probe
DMPFC Medial Frontal Gyrus L �12 54 13
Insular Insula L �40 �17 12
Insular Insula R 40 �17 14
Limbic Posterior Cingulate R 9 �49 33
Limbic Posterior Cingulate L �7 �45 39
Occipital Lingual Gyrus L �5 �79 �8
Occipital Lingual Gyrus R 5 �79 �4
Lateral Temporal Superior Temporal Gyrus L �46 7 �18
Lateral Temporal Superior Temporal Gyrus R 46 �61 25
Lateral Temporal Middle Temporal Gyrus L �60 �11 �15
Lateral Temporal Middle Temporal Gyrus R �42 �61 24

MNI locations of brain regions with significant decreased activation across load levels during stimulation, retention and probe phases, as ascertained by a bootstrap
resampling test (Z scoreP 2.33).
Abbreviations. VLPFC: ventrolateral prefrontal cortex, DLPFC: dorsolateral prefrontal cortex, MPFC: medial prefrontal cortex, L: left, R: right.
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etal cortex (Menon & Uddin, 2010; Sauseng, Klimesch, Schabus, &
Doppelmayr, 2005; Seeley et al., 2007; Sridharan et al., 2008). In
our study,we have identified these regions in each phase of the task,
with increasing activation simultaneously with the gradual increas-
ing task difficulty (see Table 4).

In addition to the central executive network, the salience net-
work has also been hypothesized to be involved in working mem-
ory, especially in cognitive processes involving monitoring,
decision-making, and cognitive control (Bunge et al., 2001;
Cabeza & Nyberg, 2000; Chen et al., 2013; Crottaz-Herbette &
Menon, 2006; Johnston, Levin, Koval, & Everling, 2007; Menon &
Uddin, 2010; Seeley et al., 2007). The spatial distribution of this
network in younger persons has been observed to comprise bilat-
eral regions of the insula and cingulate gyrus (Crottaz-Herbette &
Menon, 2006; Johnston et al., 2007; Uddin, 2015). These regions
were observed in this elderly cohort to be implicated in each



Table 4
Task load related networks of the delay item recognition task.

MNI coordinates [x, y, z]

Stimulation Retention Probe

Central executive network
Dorsomesial prefrontal

cortex
[4, 26, 43] [6, 32, 34] [5, 27, 46]

Left dorsolateral
prefrontal cortex

[�42, 24, 28] [�45, 18, 26] [�41, 1, 46]

Right dorsolateral
prefrontal cortex

[41, 32, 26] [34, 46, 13] [40, 1, 46]

Left parietal lobule [�35, �50, 47] [�38, �56, 39] [�24, �69, 48]
Right parietal lobule [33, �61, 43] [37, �56, 39] [28, �60, 44]

Salience network
Left cingulate gyrus [�4, 13, 46] [�4, 27, 39] [�4, 6, 46]
Right cingulate gyrus [5, 22, 46] [6, 32, 34] [4, 15, 43]
Left insula [�42, 13, �2] [�32, 23, 3] [�35, 20, 5]
Right insula [42, 16, 5] [34, 20, 3] [43, 13, 4]

Default mode network
Dorsomesial prefrontal

cortex
[�4, 49, 17]

Superior parietal lobule
– precuneus

[�3, �54, 24]

Left temporal lateral
cortex

[�48, �62, 25]

Right temporal lateral
cortex

[48, �62, 25]

Left inferior parietal
lobule

[50, 56, 25]

Right inferior parietal
lobule

[53, �47, 25]

MNI locations of brain regions which composed nodes of neural networks during
stimulation, retention and probe phases (Z scoreP 2.33). Central executive and
salience networks showed increased activation across load levels over the three
phases of the task. The default mode network showed decreased activation across
load levels during stimulation phase.
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phases of the task, with increasing activation simultaneously with
the gradual increasing difficulty of the task (see Table 4).

However, we identified some differences between our results
and previous studies (Habeck et al., 2003; Zarahn et al., 2007). Con-
cerning additional activation not described previously, we
observed, during the stimulation phase, additional activation in
bilateral insula, bilateral precentral gyrus, right dorsolateral pre-
frontal cortex, bilateral ventrolateral prefrontal cortex, bilateral
cuneus, bilateral inferior parietal lobule, right superior parietal lob-
ule, left postcentral gyrus, left middle temporal gyrus, bilateral
superior temporal gyrus and bilateral lentiform nucleus. During
the retention phase, we observed supplementary activation in left
dorsolateral prefrontal cortex, bilateral ventrolateral prefrontal
cortex, bilateral insula, left cingulate gyrus, bilateral superior pari-
etal lobule, bilateral caudate and left superior temporal gyrus.
Finally, during the probe phase we observed additional activation
in bilateral cingulate gyrus, bilateral fusiform gyrus, right lentiform
nucleus, bilateral dorsomesial prefrontal cortex and bilateral supe-
rior parietal lobule. An explanation could stem from differences in
age and performance of the groups included in previous studies.
With regard to age, studies by Habeck et al. (2003) and Zarahn
et al. (2007) included subjects who were younger than those in
the present study. In both these studies subjects not surprisingly
performed better (response time shortened by 100–400 ms).The
present study has been sufficiently powered to take into account
age and performance effects.

We may thus hypothesize, that previously observed differences
in observed activation may be largely attributable to between-
study heterogeneity in age and performance. The DIR task being
effortless for younger persons, they may be expected to succeed
and increase activation with increased difficulty more than older
persons. This difference in activation could be related to the con-
cept of neural efficiency in both groups.

On the other hand, previous studies (Habeck et al., 2003; Zarahn
et al., 2007) identified regions that we were not able to reproduce.
During the stimulation phase, previous work has identified activa-
tion in the right parahippocampus; during the retention phase,
activation in the bilateral precentral gyrus; during the probe phase,
bilaterally in the cerebellum. This could indicate a ceiling effect for
increased neural activity in relation to increasing demands of the
task. That is, irrespective of difficulty level, older individuals may
reach a maximum neural activation level, which cannot then be
further increased in response to task difficulty.

4.2. Decreased task load effect

Previous studies assumed that, increased activation in some
brain regions occurs simultaneously with attenuation of activation
in other regions, in order to perform the DIR task (Griebe et al.,
2014; Mayberg et al., 1999; Simpson, Drevets, Snyder, Gusnard, &
Raichle, 2001a; Simpson, Drevets, Snyder, Gusnard, & Raichle,
2001b). The attenuated networks have been implicated in memory
processes or interfering thoughts such as conscious awareness.
Consistent with the second objective of the present study, we have
identified networks with decreased activation associated with the
increasing difficulty of the DIR task, depending on the phase of the
task.

During the stimulation phase, we observed bilateral decreased
activation in the middle and superior temporal gyrus, cingulate
gyrus, parietal lobes, dorsolateral and ventrolateral prefrontal cor-
tex. Previous studies (Amft, Bzdok, & Laird, 2014; Bastin et al.,
2012; Bluhm et al., 2011; Broyd et al., 2009; Buckner, Andrews-
Hanna, & Schacter, 2008; Greicius & Menon, 2004; Li, Mai, & Liu,
2014; Sambataro et al., 2010) suggested that these regions are
functionally connected in the Default Mode Network (DMN).

In the present study, the spatial distribution of regions with
decreased activation suggests implication of the DMN. This finding
is consistent with studies in which DMN has been shown to
decrease during cognitive tasks, especially during passive sensory
tasks (Greicius & Menon, 2004), verbal fluency tasks (Dong et al.,
2012), verb generation task (Persson, Lustig, Nelson, & Reuter-
Lorenz, 2007) or visual encoding and non-spatial working memory
tasks (Rombouts et al., 2005). DMN has never been reported in a
DIR task and this is the first study to highlight DMN decreased acti-
vation simultaneously with the gradual increasing difficulty of a
DIR task during the stimulation phase.

4.3. Relationship between increased and decreased task load effect

In brief, when the difficulty of the DIR task increases, we
observed simultaneously increased activation in salience and cen-
tral executive networks and decreased activation in DMN (Fig. 4
and Table 4). Previous studies have suggested that the salience net-
work serves to initiate dynamic switching between the central
executive network and DMN (Bressler & Menon, 2010; Habeck
et al., 2005; Menon & Uddin, 2010; Palaniyappan & Liddle, 2012;
Pochon et al., 2002).

4.4. Limitations of the present study

A limitation of the present study was our inability to explore
the involvement of the cerebellum due to a limited acquisition
field. Furthermore, we analyzed increased and decreased activation
associated with increasing task load on the basis of a linear model,
in accordance with previous studies. However, some authors



Fig. 4. Task load related networks of the delay item recognition task. We suggest
that neural networks implicated in working memory functioning in an elderly
cohort are distributed in 3 distinct networks: salience and central executive
networks which increased activation is associated with increasing difficulty of the
DIR task and the default mode network which is related to task load decreased
activation. Regions have been identified using Ordinal Trend Canonical Variates
Analysis (OrtCVA) method and have been schematized on transverse slices (MNI
space, MRIcroGL software, ch256 template). The central executive network (orange)
is composed of (a) dorsomesial prefrontal cortex, (b) left dorsolateral prefrontal
cortex, (c) right dorsolateral prefrontal cortex, (d) left parietal lobule and (e) right
parietal lobule. The salience network (yellow) is composed of (f) left cingulate
gyrus, (g) right cingulate gyrus, (h) left insula, (i) right insula. The default mode
network (blue) is composed of (j) dorsomesial prefrontal cortex, (k) superior
parietal lobule – precuneus, (l) left temporal lateral cortex, (m) right temporal
lateral cortex, (n) left inferior parietal lobule and (o) right inferior parietal lobule.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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suggest that a quadratic model may be more appropriate
(Kirschen, Chenc, Schraedley-Desmond, & Desmond, 2005).
5. Conclusion

Our results suggest that neural networks implicated in working
memory functioning in an elderly cohort implicate two distinct
networks: salience and central executive. Our results suggest an
increased activation in salience and central executive networks
and a decreased activation in DMN. Further research is required
to determine whether disease-related modifications in these
networks and their relation to cognitive reserve may explain the
clinical differences observed between individuals.
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