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mental disorders appropriately put much effort into de-
fining caseness by rigorous diagnostic criteria. However, 
deciding who should be a control is equally important. In 
this article, as guidance for the investigator who intends to 
design such a study, we illustrate the consequences, for a 
study’s results, of the decision to include or exclude from 
the control group persons who might have the targeted ill-
ness.

While it may seem obvious that control groups should 
include only disease-free subjects, several factors may in-
duce investigators to consider unscreened controls. First, 
persons with illness are more likely to agree to participate 
in research than those without. Second, large databases 
of people who agreed to have their DNA anonymously 
genotyped with the results available for study already ex-
ist, which spares considerable expense for investigators. 
Third, without a definitive test for the absence of a tar-
geted mental disorder, any claim that controls do not have 
the disorder seems limited in validity.

The psychiatric genetic literature contains ongoing dis-
cussions about the advantages and disadvantages of in-
cluding affected individuals in control groups. For example, 
Tsuang et al. (1) noted that for relatively common condi-
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Epidemiologists developed case-control designs to 
aid them in searching for factors that might cause a given 
illness by comparing rates of exposure for potential risk 
factors in persons who have the illness (the case subjects) 
with those in the same population who presumably are not 
ill (the control subjects). The finding that people with lung 
cancer had higher rates of exposure to tobacco through 
their smoking than did controls who did not have lung 
cancer was the first evidence for the potential causative ef-
fects of smoking on cancer. Results of a case-control study 
are not considered as definitive as those of a randomized 
controlled trial, where a comparison is made prospective-
ly between two identical populations, one exposed to the 
factor of interest and the other not, such as when Walter 
Reed exposed some soldiers to mosquitoes and placed 
others in a mosquito-free room to see if mosquitoes car-
ried yellow fever. However, case-control studies are in-
valuable for several reasons: 1) many factors, such as pa-
tients’ genotypes, cannot be assigned randomly; 2) several 
factors, such as genetic and environmental risks, can be 
examined simultaneously; and 3) case-control studies, in 
which subjects are observed once, generally cost less than 
a prospective randomized controlled trial. Investigators of 
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The	authors	quantified,	first,	 the	effect	of	
m isclassified	controls	(i.e.,	individuals	who	
are	affected	with	the	disease	under	study	
but	who	are	 classified	as	 controls)	on	 the	
ability	of	a	case-control	study	to	detect	an	
association	between	a	disease	and	a	genet-
ic	marker,	 and	 second,	 the	 effect	 of	 leav-
ing	 m isclassified	 controls	 in	 the	 study,	 as	
opposed	to	removing	them 	(thus	decreas-
ing	 sample	 size).	 The	 authors	 developed	
an	 informativeness	 measure	 of	 a	 study ’s	
ability	to	identify	real	differences	between	
cases	 and	 controls.	 They	 then	 exam ined	
this	 measure ’s	 behavior	 when	 there	 are	
no	m isclassified	 controls,	when	 there	 are	
m isclassified	 controls,	 and	 when	 there	
were	m isclassified	 controls	 but	 they	have	
been	removed	from 	the	study.	The	results	
show	that	if,	for	example,	10% 	of	controls	

are	m isclassified,	 the	 study ’s	 informative-
ness	 is	 reduced	 to	 approximately	 81% 	 of	
what	it	would	have	been	in	a	sample	with	
no	m isclassified	controls,	whereas	if	these	
m isclassified	 controls	 are	 removed	 from 	
the	 study,	 the	 informativeness	 is	 only	 re-
duced	to	about	90% ,	despite	the	reduced	
sample	size.	If	25% 	are	m isclassified,	those	
figures	 become	 approximately	 56% 	 and	
75% ,	 respectively.	 Thus,	 leaving	 the	 m is-
classified	 controls	 in	 the	 control	 sample	
is	 worse	 than	 removing	 them 	 altogether.	
Finally,	 the	 authors	 illustrate	 how	 insuf-
ficient	 power	 is	 not	 necessarily	 circum -
vented	 by	 having	 an	 unlim ited	 number	
of	controls.	The	formulas	provided	by	the	
authors	 enable	 investigators	 to	 make	 ra-
tional	decisions	about	removing	m isclassi-
fied	controls	or	leaving	them 	in.

Design ing  Case -Con tro l S tud ie s:  
D e c is ion s A bou t the  Con tro ls
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Re su lts

Below we give values of chi-square statistics for differ-
ent association strengths and different proportions of 
misclassified controls. We then show how to interpret the 
tabular results, with examples. Next, we describe revealing 
patterns in the results and the useful rule of thumb we can 
derive from those patterns. Finally, we show what hap-
pens when the investigator can collect many controls but 
has no access to any more cases.

Num erica l Re su lts

We consider three situations:
• Situation 1: There are no misclassified controls—that 

is, no one in the control sample has the disease being 
studied. In this case, our measure of informativeness, the 
chi-square statistic, represents the gold standard for that 
sample size. We call this c2

CC (where CC stands for “cor-
rectly classified”).

• Situation 2: A proportion (a) of the controls in the sam-
ple are misclassified—that is, they actually have the disor-
der being studied. Now the c2 statistic is reduced from the 
gold standard value of situation 1 to a lower value. We call 
this lower value c2

MC (“misclassified”).
• Situation 3: This is the same as situation 2, except that 

the investigator identifies and excludes the misclassified 
controls. Now the control sample is uniformly correctly 
classified again, but a price has been paid in terms of re-
duced size. The measure of informativeness for situation 3 
is called c2

reduced.
Table 1 illustrates the behavior of all three types of c2 

for some representative values of p and q and for setups 
where the proportions of misclassified controls in the 
control sample are a=0.1 and a=0.25, respectively. We 
consider setups in which there are equal numbers of cases 
and controls (denoted by t=1, where t indicates the ratio 
of controls to cases) and setups in which there are twice 
as many controls as cases (t=2) in the sample. The table 
gives a “factor” for each combination of p, q, and a; the 
user multiplies that factor by the number of cases, N, to 
calculate the corresponding c2.

Exam p le s Illu stra ting  How  to  U se  Tab le  1

e xam p le  1. Consider a sample with equal numbers of cas-
es and controls (120 of each), and we will see what hap-
pens when 10% of the controls sample have the disease 
(i.e., a=0.1). Say that the true prevalence of the marker is 
20% in cases, as opposed to 10% in unaffected individu-
als (i.e., p=0.2, q=0.1). The upper half of Table 1 shows 
results for a=0.1, and the first part of that section shows 
results for equal numbers of cases and controls (t=1). 
Look in the cells corresponding to p=0.2, q=0.1. The first 
cell gives the factor for c2

CC, which is 0.0392. To apply that 
factor to our data set, multiply it by the number of cases 
(0.0392×120), which reveals that the chi-square test statis-
tic for an ideal sample of that size, with no misclassified 
controls, would be about 4.70—statistically significant at 

tions, one could reach different conclusions depending on 
whether one used screened controls or not; in their study 
of major depression, the morbid risk among relatives of 
controls was 8.1% when the controls came from the gen-
eral population but 7.6% when only screened controls were 
used. Wickramaratne (2) showed that using population (i.e., 
unscreened) controls in a familial aggregation study did not 
affect validity (type I error) but did weaken statistical power. 
Moskvina et al. (3) have provided mathematical formulas 
for calculating power when unscreened controls are used.

In this article, we provide simple rules of thumb for eval-
uating the effect of misclassified disease-bearing controls 
on the ability of a case-control study to detect real differ-
ences between cases and controls. We also show that re-
moving misclassified controls is better than leaving them 
in, even though doing so reduces total sample size. To do 
so, we consider case-control association studies between 
the disease and the genetic marker. We ask what happens 
when a specified proportion of the controls are misclassi-
fied. By “misclassified controls” we mean individuals who 
are classified as controls but who actually have the disease 
under study, that is, who should have been classified as 
cases. We then compare the strength of association one 
would get using the misclassified controls, as compared to 
using ideal controls.

Some investigators have proposed that using a very 
large number of controls can compensate for reduced 
power. It turns out, counterintuitively, that this is not true. 
We illustrate that beyond a certain point, collecting more 
and more controls does not improve a study’s statistical 
ability to detect a true association in a case-control design.

M ethod
We assume an association study with a case-control design in 

which investigators are studying a possible association between 
a genetic marker—say, a single-nucleotide polymorphism—and 
a disease, with no comorbid conditions. We assume further that 
the case sample consists solely of correctly classified patients 
with the disease. However, the control sample may include some 
subjects who, unbeknownst to the investigator, are actually af-
fected with the disease being studied. We refer to these subjects 
as “misclassified” controls.

We let p represent the true proportion of affected individuals 
who have the genetic marker in question, and q represents the 
same proportion among unaffected individuals. We assume that 
there is a true association between the disease and the genetic 
marker (i.e., p>q). Then we define a as the proportion of misclas-
sified controls in the control sample; for example, an a of 0.10 
means that 10% of individuals in the control sample actually have 
the disease, whereas an a of zero indicates that no one in the con-
trol sample has the disease.

As a measure of informativeness, we use the chi-square statis-
tic as it would be calculated in a “perfect” sample. Say the true 
proportion of cases who have the genetic marker is 30%, and 
imagine a sample with 100 cases. Then, for the calculations in 
this article, we let exactly 30 of those individuals have the marker. 
(This is in contrast to a real-life sample, in which, because of sam-
pling variation, one might observe only 26 of the 100 cases having 
the marker, or perhaps 33 of the 100.) Similar reasoning applies to 
the control sample.
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to part 1 of the data supplement that accompanies the on-
line edition of this article.

Pa tte rn s and  Ru le  o f  Thum b

The numerical results in Table 1 reveal two interest-
ing patterns. First, the greater the difference between the 
proportions of the genetic marker in cases and controls, 
the easier the association is to detect, as expected. We see 
this by comparing c2 values between different p-q combi-
nations, which reveals that the greater the difference be-
tween p and q, the greater the c2 factor. For example, in 
any one of the subsections of the table, the c2 factors are 
greatest when p=0.30 and q=0.05. Second, the information 
lost by removing the misclassified controls, represented 
by c2

reduced, is far less than that lost by leaving them in the 
control sample. We see this by comparing the three c2 val-
ues within each p-q combination. Consistently, c2

MC (mis-
classified) is markedly less than c2

CC (correctly classified), 
whereas c2

reduced is only slightly less than c2
CC.

Theoretical calculations (see part 2 of the online data 
supplement) reveal that the ratio of c2

MC to c2
CC, which 

we can call the “including misclassified controls ratio,” is 
around (1–a)2. Thus, if 10% of controls are misclassified, 
the c2 drops to about (0.9)2, or 81%, of the value it would 
have had if all controls had been correctly classified, and if 
25% are misclassified, it drops to about (0.75)2, or 56%. In 
contrast, the ratio of c2

reduced to c2
CC, which we can call the 

“removing misclassified controls ratio,” is only about 1–a. 

the 5% level. Now imagine that 10% of the 120 controls 
(i.e., 12 controls) are misclassified and actually have the 
disease. The next cell in the results for p=0.2 and q=0.10 
gives the factor for c2

MC, which is 0.0309. Multiplying this 
factor by 120 yields 3.71—no longer significant. Finally, if 
we remove the 12 misclassified controls from the sample, 
we use the third cell in that box, a factor of 0.0366, yield-
ing c2

reduced=120×0.0366=4.39—again significant, even 
though the sample is now smaller.

e xam p le  2 . Consider a sample with twice as many controls 
as cases (100 cases, 200 controls), and see what happens 
when 25% of the controls in the sample have the disease 
(a=0.25). Use the same p=0.2 and q=0.1 as in the first ex-
ample. We look to the lower half of the table for a=0.25, the 
lower section of which shows results for samples with twice 
as many controls as cases (t=2). Again find the results for 
p=0.2 and q=0.10, and see that the factor for c2

CC is 0.0577. 
To determine the value of c2

CC, multiply this factor by the 
number of cases (not the number of controls), which yields 
c2

CC=100×0.0577=5.77 (significant). Following the same 
steps as in example 1, we see that c2

MC=100×0.0294=2.94 
(not significant) and c2

reduced=100×0.0498=4.98 (signifi-
cant). This example also illustrates how a proportion of 
25% misclassified controls has a much more serious effect 
than one of 10%.

These two examples illustrate how to use Table 1. Read-
ers who wish to calculate the chi-square factors for values 
of p, q, a, and t other than those listed in the table can refer 

TA Ble  1 . Ch i-Square  Fac to rs  to  U se  fo r the  Co rre c tly  C la ssified  (CC ), M isc la ssified  (M C ), and  Reduced  Ch i-Square  Va lue s , fo r 
Se le c ted  Va lue s o f  p  and  q a

Values for q and c2

q=0.05 q=0.10 q=0.20

Values for a, t, and p c2
CC c2

MC c2
reduced c2

CC c2
MC c2

reduced c2
CC c2

MC c2
reduced

Misclassified controls, a=0.1
Equal Ns for controls and cases (t=1)
 p=0.1 0.0180 0.0142 0.0168
 p=0.2 0.1029 0.0793 0.0949 0.0392 0.0309 0.0366
 p=0.3 0.2165 0.1662 0.1992 0.1250 0.0976 0.1161 0.0267 0.0213 0.0251
Twice as many controls as cases (t=2)
 p=0.1 0.0268 0.0207 0.0254
 p=0.2 0.1667 0.1241 0.1559 0.0577 0.0449 0.0548
 p=0.3 0.3606 0.2647 0.3351 0.1920 0.1463 0.1810 0.0373 0.0296 0.0357
Misclassified controls, a=0.25
Equal Ns for controls and cases (t=1)
 p=0.1 0.0180 0.0094 0.0148
 p=0.2 0.1029 0.0514 0.0822 0.0392 0.0207 0.0324
 p=0.3 0.2165 0.1074 0.1721 0.1250 0.0645 0.1018 0.0267 0.0145 0.0224
Twice as many controls as cases (t=2)
 p=0.1 0.0268 0.0135 0.0230
 p=0.2 0.1667 0.1771 0.1379 0.0577 0.0294 0.0498
 p=0.3 0.3606 0.1623 0.2941 0.1920 0.0937 0.1626 0.0373 0.0200 0.0329
a The c2 factors in the table are calculated using equations 1–3 in the online data supplement. Multiply by N (the number of cases) to calculate 

the desired c2 value. a=proportion of misclassified controls in the sample; p=proportion with genetic marker in case sample; q=proportion 
with genetic marker in control sample; t=ratio of controls to cases.
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rectly classified. Table 1 yields a c2 factor of 0.0180. Mul-
tiplying by N yields 0.0180×50=0.90 for the approximate 
c2—nowhere near sufficient for statistical significance. In-
tuitively, you might think that if you could collect enough 
additional controls, you could raise that c2 factor to an ac-
ceptable value, but that is not the case. In this example, 
the c2 cannot be made larger than 2.63, no matter how 
many controls you collect. Figure 1 illustrates this: If you 
increase the number of controls from 50 to 100, the c2 rises 
from 0.90 to 1.34, which is a nice improvement. However, 
even using 1,000 controls will only raise the c2 to 2.40, and 
after 2,000 controls, the curve practically levels off, slowly 
approaching its maximum value of 2.63.

To calculate the maximum possible c2 value for other 
numbers of cases and other values of p and q, see equa-
tion 4 in the online data supplement.

D iscu ssion

Sum m ary

We have shown that if 10% of the controls in a sample 
are misclassified, that is, are actually affected with the 
disease under study, the sample’s informativeness falls to 
about 75%–80% of what it would have been if all controls 
had been correctly classified; and if 25% of controls are 
misclassified, informativeness falls to around 50%, where 
we measure informativeness via the chi-square value from 
a “perfect” sample. These results are robust and do not de-
pend on the true proportions of the genetic marker in the 
cases and controls or on whether there are equal numbers 
of cases and controls. Removing the ill controls from the 
control sample restores much of that lost informativeness 
and more than compensates for the reduced sample size. 
In this sense, the misclassified controls are “worse than 
useless” for analysis.

We have illustrated the effects when a is as high as 10% 
or 25%. If a is very low, the effect of misclassification is mi-
nor. For example, if a is only 1%, then (1–a)2 is 98%, and 
1–a is 99%; the study’s informativeness is hardly reduced 
at all, whether the misclassified controls are left in or not. 
Thus, these issues may be of less concern for rare psychi-
atric conditions such as schizophrenia.

Readers should bear in mind that these chi-square val-
ues do not measure statistical power directly. A user who 
wants to estimate power should use appropriate power 
formulas (see reference 3, for example) or run computer 
simulations to do so.

Additionally, we have illustrated how if one has a limited 
number of cases available, then once past a certain point, 
increasing the number of controls no longer adds statis-
tical power to one’s study. This fact is well known in bio-
statistics (see reference 4, for example) but has not been 
widely recognized in psychiatric genetics. One implication 
is that consortia or repositories with very large numbers 
of controls may be of limited usefulness for some studies.

If 10% of controls are misclassified, this ratio is 90%, and if 
25% are misclassified, it is 75%.

These results lead to a simple rule of thumb: If the pro-
portion of misclassified controls in the sample is a, then 
the study’s informativeness will be reduced to about (1–a)2 
if the misclassified controls are left in the study, but only to 
about 1–a if they are removed.

Table S2 in the online data supplement lists values of 
these two ratios for the same setups examined above in 
Table 1 and shows that the actual ratios are reasonably 
close to those from the rule of thumb.

W hen  In c rea sing  the  Num ber o f  Con tro ls  Do e s No t 
Im p rove  Pow e r

Whether or not one’s sample contains misclassified con-
trols, it can happen that the sample is not large enough to 
achieve statistical significance. In that situation, one can 
try to increase the sample size, so as to improve statistical 
power. Unfortunately, if one has a limited number of cases 
and can collect only more controls, there is an upper limit 
on statistical power (4). We illustrate this fact by showing 
the maximum value that c2 can achieve in the following 
example.

e xam p le  3 . Imagine you are conducting a study in which 
the true prevalence of the genetic marker is 10% in cases 
and 5% in controls (thus, p=0.10, q=0.05), and say your ini-
tial sample contains 50 cases and 50 controls (N=50, t=1). 
You can collect more controls if needed, but not more 
cases. Assume in this example that all controls are cor-

FiGURe  1 . O ne  exam p le  o f  a  Ch i-Square  Va lue  a s a  Func -
tion  o f  an  in creasing  Num be r o f  Con tro ls , in  a  Pe rfe c t Sam -
p le  W ith  5 0  Case sa
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a In this example, p=0.10 and q=0.05—that is, there is a true asso-
ciation, with the genetic marker occurring in 10% of cases and 5% 
of controls. There are no misclassified controls in this example. The 
graph shows how the c2 value approaches its maximum possible 
value of 2.63 as the number of controls increases. Increasing the 
number of controls to 10–20 times the number of cases will raise 
the c2 value to about 80%–90% of the maximum value, but beyond 
that, increasing the number of controls has little effect.
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Issue s

The reader may ask, “If I can identify which of my con-
trols are misclassified, couldn’t I simply move them into 
the ‘cases’ category—wouldn’t that be better than remov-
ing them from the study altogether?” Yes, in the ideal situ-
ation in which one may be certain that the misclassified 
controls actually meet one’s diagnostic criteria for the 
disease of interest, counting them as cases will increase 
statistical power. However, if there is uncertainty about 
their diagnoses, it is better simply to remove them from 
the study (5). Our results show that the loss in informative-
ness from doing so is not as severe as leaving them in as 
controls would be.

Ongoing discussions in psychiatric genetics concern 
just how damaging misclassified controls may be to a 
case-control study. Some have argued that it is all right to 
have misclassified controls in one’s sample as long as one 
collects a sufficiently large sample to “counteract” their ef-
fect (see reference 6, for example). However, we have also 
illustrated how simply collecting more and more controls 
does not necessarily solve the problem, since beyond a 
certain point, additional controls add no more statistical 
power. Schwartz and Susser (7, 8) have argued that us-
ing “well” (i.e., screened) controls actually undermines 
validity. However, their argument addresses the situation 
in which investigators use stricter criteria for the controls 
than for the cases, such that cases and controls are no 
longer comparable. They do not address the more general 
situation in which comparable criteria are used for both 
groups, which is our concern here.
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