
© 2021 Eli Chertkov



INVERSE METHODS IN QUANTUM MANY-BODY PHYSICS

BY

ELI CHERTKOV

DISSERTATION

Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Physics

in the Graduate College of the
University of Illinois Urbana-Champaign, 2021

Urbana, Illinois

Doctoral Committee:

Professor Nigel Goldenfeld, Chair
Associate Professor Bryan K. Clark, Director of Research
Professor Jun Song
Associate Professor Bryce Gadway



Abstract

The interactions of many quantum particles can give rise to fascinating emergent behavior and exotic phases

of matter with no classical analogues. Examples include phases with topological properties, which can occur

at low temperatures in frustrated magnets and certain superconductors, and many-body localized (MBL)

phases that do not obey the laws of thermodynamics, which can occur in interacting disordered magnets.

Traditionally, such quantum phases of matter have been studied using a “forward” approach, where a model

for the phase is solved to understand the phase’s properties. In this thesis, we explore an alternative “inverse”

approach to the problem, where we find models from properties, and show how inverse methods and related

tools can be used to efficiently study topological and MBL physics in a new way.

In Chapter 1, we introduce the theoretical background necessary for understanding this thesis. First,

we discuss the typical forward approach used to study quantum physics and some of its limitations. We

introduce the alternative inverse approach that we take in this thesis and give some background on how

methods for solving inverse problems have been highly successful in areas such as machine learning and

classical physics. Next, we describe two types of topological phases of matter, quantum spin liquids with

Wilson loops and topological superconductors with Majorana zero modes (MZMs). These phases have

exotic properties, such as long-ranged entanglement and anyonic quasiparticles, that make them interesting

to study and potentially useful in emerging technologies such as quantum computing. Finally, we provide an

overview of the phenomenon of many-body localization, the failure of many quantum particles to thermalize

– equilibrate with their surroundings – in the presence of strong interactions and disorder. We introduce the

concept of thermalization and discuss how MBL systems defy thermalization. We also explain the various

key signatures of MBL physics, such as low-entanglement of eigenstates and the existence of local integrals

of motion known as local bits or `-bits.

In Chapter 2, we discuss the main numerical techniques that we used to study quantum many-body

systems. First, we discuss the exact but computationally expensive exact diagonalization (ED) method,

which can be used to study small systems with few quantum spins. Next, we discuss the variational Monte

Carlo (VMC) method, which can be used to compute properties of certain classes of variational wave func-
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tions by sampling a Markov chain. Then, we explain techniques for performing calculations with tensor

networks, a class of quantum states defined through the contraction of many tensors. Finally, in addition to

the state-based methods we just described, we also introduce operator-based methods that we be essential

for our inverse approach and our study of MBL.

In Chapter 3, we introduce the eigenstate-to-Hamiltonian construction (EHC) inverse method that finds

Hamiltonians with desired eigenstates. We benchmark the method with many different input states in one

and two-dimensions. In each case, we find that the EHC method can find many different Hamiltonians with

the target state as an eigenstate, and in many cases a ground state. We show how EHC can be used to

find new Hamiltonians with interesting ground states, find Hamiltonians with degenerate ground states, and

expand the ground state phase diagrams of previously studied Hamiltonians.

In Chapter 4, we introduce the symmetric Hamiltonian construction (SHC) inverse method that finds

Hamiltonians with desired symmetries. We use SHC to study quantum spin liquids and topological super-

conductors. In particular, by providing Wilson loops as input to SHC, we find new types of spin liquid

Hamiltonians with properties not seen in previously studied models and, by providing MZMs as input to

SHC, we find a large class of superconductor Hamiltonians with tunable MZM physics.

In Chapter 5, we develop a tool that allows us to study MBL physics in higher dimensions than was

previously possible. While MBL has been clearly observed in one spatial dimension, it is a key open question

whether MBL survives in two or three dimensions. Because of the numerical difficulty of studying two and

three dimensional quantum systems, this problem has been largely unexplored. We develop an algorithm

for finding approximate `-bits, local integral of motions and a key signature of MBL physics, in arbitrary

dimensions. Using this algorithm, we observe a sharp change in the properties of `-bits versus disorder

strength for four different models in one, two, and three dimensional spin systems. This provides the first

evidence for the existence of a thermal to MBL transition in three dimensions.

In Chapter 6, we present a method for constructing a large family of Hamiltonians with magnetically

ordered “spiral colored” ground states. We demonstrate how these Hamiltonian and states can be arranged

into many different geometrical patterns. We also show that with slight modification these Hamiltonians

can be made to realize quantum many-body scars, a type of anomalous high-energy excited state that does

not exhibit thermal properties as is typical for quantum systems that thermalize.

In Chapter 7, we summarize our work and provide an outlook on paths forward.
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Chapter 1

Introduction

In this thesis, we investigate a new “inverse” approach to studying quantum many-body systems and use

it to study quantum phenomena such as quantum spin liquids and Majorana zero modes. We also explore

how related techniques can be used to tackle problems in the field of many-body localization. In Section 1.1,

we describe how the inverse approach contrasts with the more traditional methods used to study quantum

physics and how it can be used to tackle physics problems in a new way. Section 1.2.1 introduces quantum

phases of matter known as quantum spin liquids and Section 1.2.2 discusses the physics of Majorana zero

modes, two types of topological systems that we examine in Chapter 4. Finally, Section 1.3 provides

background on many-body localization and local integrals of motion, which we explore in Chapter 5.

1.1 A new inverse perspective on quantum physics

A key goal of quantum physics is to understand the relationship between the interactions of many quantum

particles and the emergent behavior that results from those interactions. The interactions in a quantum

system are specified by a model, or Hamiltonian. The emergent behavior can be described by looking at

properties of the model, such as the Hamiltonian’s eigenstates or symmetries. Traditionally, the relationship

between models and their properties has been studied in a single direction: given a particular model, the

model is solved to find its properties. This is what we call the “forward approach” (see Fig. 1.1(a)). In

this thesis, we explore an “inverse approach” to this problem in quantum physics, where given a property

we look for models with that property (see Fig. 1.1(b)). This inverse approach complements the traditional

forward one and allows us to study quantum systems in a new way.

1.1.1 The forward approach

A significant occupation of theoretical physicists is solving models. Since the discovery of the equations

of quantum mechanics in the 1920s, many physicists have been focused on solving these equations. This

has led to breakthroughs and discoveries that form the foundations of modern quantum physics. For ex-

1



Model

Properties

Forward approach

Models

Properties

Inverse approach

(a) (b)

Figure 1.1: (a) Forward and (b) inverse methods in physics.

ample, the solutions to the harmonic oscillator Hamiltonian have led to our understanding of photons and

associated technologies such as lasers, and the solutions to the hydrogen atom Hamiltonian have led to our

understanding of atomic physics and chemistry.

Unfortunately, beyond a few famous and well-studied models, most Hamiltonians of quantum systems

are impractically difficult to solve. This is the case for many Hamiltonians of condensed matter systems,

systems which include metals, insulators, magnets, superconductors, and other phases of matter found in

real materials. In condensed matter physics, the Hamiltonians of interest are often simplified minimal models

that capture the rough features of what in reality is a complicated set of interactions. By studying these

minimal models, physicists hope to find properties that are universal to large classes of materials. A famous

example of such a model is the Fermi-Hubbard model [1]

ĤFH = −t
∑
〈ij〉,σ

(ĉ†iσ ĉjσ + ĉ†jσ ĉiσ) + U
∑
i

n̂i↑n̂i↓ (1.1)

where ĉ†iσ creates an electron at site i in a square lattice with spin σ, n̂iσ = ĉ†iσ ĉiσ, σ =↑, ↓, t is the hopping

amplitude, U is the on-site interaction strength, and the first summation is over nearest neighbor sites on

a square lattice. The Fermi-Hubbard model is a simplified model for strongly interacting electrons in a

solid and has been used to study Mott insulating physics [2] and high-temperature superconductivity [3]

in materials such as the cuprates [4]. Despite being actively studied for over fifty years, its properties are

still not entirely understood [5]. This lack of understanding of Hamiltonians such as Eq. (1.1) is due to the

fact that these models have no known analytic solutions and must be solved numerically, which requires

prohibitive computational cost that is exponential in the number of quantum particles.
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The difficulty of solving generic Hamiltonians limits how much we can learn from the forward approach.

In this approach, Hamiltonians are studied one at a time and checked to see if they exhibit particular

interesting properties. For example, as discussed in Section 1.2.1, a special type of disordered quantum

magnet known as a quantum spin liquid is known to exhibit a number of interesting non-local topological

properties. Yet, there are very few Hamiltonians known to have spin liquid properties. In practice, to find

new spin liquid Hamiltonians, one guesses a particular model, solves it, and checks if it matches expected

spin liquid physics. The difficulty in executing this procedure makes the process of finding new spin liquid

models (or materials) laborious. For this reason, the forward approach can cause us to overlook models

which might contain interesting physics. It would be beneficial to supplement the forward approach with

other methods that allow us to overcome this issue.

1.1.2 The inverse approach

In this thesis, we utilize an alternative “inverse” approach, where we look for Hamiltonians with desired

properties, to study interesting quantum systems with different types of magnetic and topological order.

The hope is that this inverse approach can automate the discovery of new models with desired physics and

provide insight into the interplay between interactions and physical properties. Ultimately, this approach

could inform the design of new materials or the discovery of new physics.

Inverse problems, problems involving learning a model from data, are important in statistics and machine

learning. A well-known inverse problem is the linear regression problem of learning the relation y = Ax,

i.e., the model specified by the matrix A ∈ Rm×n, given data points xi ∈ Rn, yi ∈ Rm. This problem

can be solved, for example, by minimizing the least-squared distance
∑
i‖yi − Axi‖2 using linear algebra

techniques. In principle, inverse problems can be ill-posed with either many solutions (many A exactly

satisfying yi = Axi for all i) or none (no A that exactly satisfy yi = Axi for all i). Nonetheless, by

examining all possible solutions or looking for approximate solutions one can still learn useful models. This

is also the case for the task of learning the parameters of high-dimensional models from data sets, an

inverse problem common in machine learning. Despite the ill-posed nature of this inverse problem and the

potentially high computational cost of solving it, machine learning techniques such as deep learning [6] have

proven incredibly successful. They are powerful tools for modeling complicated data and tackling difficult

engineering problems, such as classifying images [7, 6] and playing Go [8]. The great success of inverse

methods, i.e., methods for solving inverse problems, in statistics and machine learning applications suggests

that it is worth developing inverse methods for applications in physics.
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Classical inverse problems

In classical many-body physics, inverse methods have been developed to design classical Hamiltonians that

produce systems with desired statistical or ground state properties. Consider the classical Ising Hamiltonian

HI = −
∑
ij

JijSiSj −
∑
i

hiSi (1.2)

where Si = ±1 are classical binary spins and the spin-spin interactions Jij and magnetic fields hi are the

parameters of the model. In the classical setting, the Hamiltonian HI({Si}) is a function that returns the

energy for a given spin configuration {Si}. In a typical forward problem, we would be given the {Jij , hi} and

solve the Ising model to find its properties. These properties could be the model’s lowest energy (ground

state) spin configuration or statistical expectation values 〈O〉 =
∑
{Si} p({Si})O({Si}) of observablesO({Si})

such as magnetization at finite temperature T given by the Boltzmann distribution,

p({Si}|{Jij , hi}) =
1

Z
e−HI({Si})/T (1.3)

where Z =
∑
{Si} exp (−HI({Si})/T ) is the partition function.

In the inverse Ising problem, reviewed in Ref. [9], we are instead interested in determining the Ising model

parameters {Jij , hi} from spin configurations sampled from Eq. (1.3). This is a statistical inference problem

that can be phrased in terms of maximum likelihood: the goal is to find the {Jij , hi} that maximizes the log-

likelihood L({Jij , hi}) =
∑
{Si}data logP ({Si}|{Jij , hi}) where the sum is over sampled spin configurations.

Estimating and optimizing the log-likelihood (or some approximation of it) can be done using Markov chain

Monte Carlo [10] and Belief propagation [11–14]. Methods for solving the inverse Ising problem have been

used to reconstruct the connections between neurons and the structure of proteins [9].

Similarly, in the inverse statistical mechanics problem introduced in Refs. [15, 16], the goal is to find the

Ising model parameters {Jij}1 from a desired ground state spin configuration C0. Refs. [15, 16] tackle this

problem numerically by solving the optimization problem

max
{Jij}

[
min
Ck

∆εk

]
, (1.4)

where Ck are “competitor” spin configurations and ∆εk = HI(Ck)−HI(C0) is the energy gap between the

target spin configuration C0 and competitor Ck, subject to the constraints ∆εk ≥ 0 ∀k, −1 ≤ Jij ≤ 1 ∀i, j.

Intuitively, this objective function finds the Ising model with the largest gap between the energies of ground

1These studies chose to consider Ising models with no magnetic fields, i.e., hi = 0 for all i.
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state C0 and the first excited state spin configuration. The optimization of Eq. (1.4) is performed heuristically

and involves iteratively repeating two steps:

1. Given the current competitor list Ck, solve a linear programming [17] problem to find the best Jij .

2. Given the current Ising model with parameters Jij , find the ground state spin configuration C using

an optimization algorithm such as simulated annealing [18]. If it is lower in energy than C0, add it to

the competitor list Ck.

Note that the algorithm can fail to find a solution if either optimization step fails. This inverse method has

been used to successfully design Ising models with ground states exhibiting stripe and checkerboard patterns

[15] as well as more exotic stealthy hyperuniform order [19]. Similar techniques have also been used to find

classical interaction potentials that encourage point particles to self-assemble into desired crystalline lattices

[20] and potentials that lead to exotic material properties such as negative Poisson ratios [21].

Quantum inverse problems

Inverse problems also arise in quantum many-body quantum physics. The inverse problem that we will focus

on is finding quantum Hamiltonians, or Hermitian operators acting on a large Hilbert space, with particular

properties. Being able to solve this problem in general would be widely useful, as it would allow for the

design of quantum systems with targeted physics.

A natural inverse problem of this type is the problem of finding Hamiltonians with a particular desired

ground state |ψ0〉. Such Hamiltonians are often referred to as parent Hamiltonians of |ψ0〉. Since quantum

phases of matter are determined by ground states, being able to design new Hamiltonians with desired

ground states also potentially allows one to design new quantum phases of matter. In general this is a difficult

problem, and no efficient general-purpose method exists to solve it. However, tractable methods for finding

the parent Hamiltonians of certain classes of quantum states have been developed. In particular, methods

exist for finding parent Hamiltonians of matrix product states (MPS) [22–24] and projected entangled pair

states (PEPS) [25, 26], two types of tensor network states (see Section 2.3). These methods provide exact

analytic expressions for unique, local, frustration-free parent Hamiltonians given MPS or PEPS satisfying

certain conditions provided as input. Since each MPS has an associated parent Hamiltonian, one can

determine whether two different MPS states are in the same phase by seeing if there is a path between

the two states such that the parent Hamiltonians on the interpolating path stay gapped [27, 28]. Parent

Hamiltonians of other specific states, such as the resonating valence bond (RVB) state on the Kagome lattice

[29–31] (a type of quantum spin liquid state; see Section 1.2.1), have also been found. In many cases, parent
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Hamiltonians found using these methods are complicated, involving many-spin interactions that are hard to

realize in nature or in synthetic quantum systems.

Another important quantum inverse problem is Hamiltonian learning (sometimes referred to as Hamil-

tonian tomography), the task of determining the Hamiltonian that generated a system’s time evolution [32].

Quantum simulators are special-purpose quantum devices designed to simulate the time-evolution e−itĤ of

particular many-body Hamiltonians Ĥ [33]. As these devices become more sophisticated and capable of

simulating longer-time dynamics on larger systems, it becomes harder to classically simulate them. This

makes it difficult to classically verify that a quantum simulator is time-evolving the correct Hamiltonian

Ĥ. Hamiltonian learning methods [32, 34–40] address this problem by inferring a Hamiltonian from experi-

mental data from the quantum simulator and verifying that it is close to the Hamiltonian the simulator is

attempting to implement.

In this thesis, we discuss two methods that we developed for finding local quantum Hamiltonians

Ĥ =
∑
a

Jaĥa, (1.5)

where ĥa are local Hermitian operators and Ja are real coefficients, with desired properties. The first

method, the eigenstate-to-Hamiltonian construction (EHC) (discussed in Chapter 3), finds Hamiltonians

with a desired energy eigenstate, a state |ψ〉 satisfying Ĥ|ψ〉 = E|ψ〉 for constant E [41]. This method

does not guarantee that |ψ〉 will be a ground state, so the Hamiltonians found this way are not necessarily

parent Hamiltonians as discussed above. The techniques in this method were developed simultaneously

in Refs. [42, 41, 43]. The second method, the symmetric Hamiltonian construction (SHC) (discussed in

Chapter 4), finds Hamiltonians with a desired symmetry, a Hermitian operator Ô that commutes with the

Hamiltonian: [Ĥ, Ô] = 0 [44]. It is based on the so-called slow-operator method developed by Ref. [45]. We

apply the EHC and SHC methods to study a variety of condensed matter systems.

The EHC method finds Hamiltonians with a targeted eigenstate |ψ〉 by looking for local Hamiltonians,

Eq. (1.5), that minimize the energy variance, 〈ψ|Ĥ2|ψ〉 − 〈ψ|Ĥ|ψ〉2, with respect to that state. We show

that this minimization can be accomplished efficiently, in time polynomial in the system size, by computing

and diagonalizing the quantum covariance matrix (or correlation matrix [42]), a quantum generalization of a

statistical covariance matrix. We benchmark this method by reconstructing Hamiltonians from their ground

states on seven different example systems, which include one-dimensional spin Hamiltonians and a two-

dimensional fermionic model, using a variety of numerical tools, including exact diagonalization, variational

Monte Carlo, and tensor networks. We also demonstrate how EHC can be used to (1) find new parent
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Hamiltonians with previously undiscovered magnetic ground states, (2) find Hamiltonians with multiple

degenerate ground states, and (3) expand the ground state phase diagram of known Hamiltonians.

Similarly, the SHC method finds Hamiltonian with a targeted symmetry Ô by looking for local Hamil-

tonians that minimize the commutator norm, ‖[Ĥ, Ô]‖2 where ‖Â‖2 = tr(Â†Â)/tr(I). This minimization

can be performed efficiently by computing and diagonalizing the commutant matrix [45, 46], which is a

generalization of the quantum covariance matrix mentioned above. We compute the commutant matrix

efficiently by using the algebraic properties of Pauli matrices, as described in Section 2.4. Our numerical

implementation of this method is available as an open-source Python code [47]. Using SHC, we designed

large families of Hamiltonians exhibiting the physics of quantum spin liquids and Majorana zero modes,

examples of topological phases of matter.

Since the original papers on the eigenstate-to-Hamiltonian method [42, 41, 43], there have been a number

of interesting extensions. Ref. [37] developed a method for finding local Hamiltonians from a steady state

ρ̂, satisfying i∂tρ̂ = [Ĥ, ρ̂] = 0, that involves building a constraint matrix similar in form to the quantum

covariance matrix and commutant matrix. With a few examples on spin systems, they demonstrated that

this method can be used to efficiently reconstruct Hamiltonians from thermal states and time-averaged states.

Ref. [39] used this method combined with Bayesian inference to perform efficient Hamiltonian learning. Also,

Ref. [48] developed a method for finding Linbladians, a generalization of Hamiltonians for open quantum

systems, from steady states.

The EHC method has also been applied in the context of many-body localization (see Section 1.3) and

variational optimization (see Section 2.2). Refs. [49, 50] used the EHC method to find large families of 1D

many-body localization from the eigenstates of other 1D MBL Hamiltonians, showing that MBL eigenstates

are to high accuracy the eigenstates of multiple similar MBL Hamiltonians. A generalization of this idea to

2D MBL Hamiltonians was explored in Ref. [51]. Ref. [52] proposed using EHC as a metric to assess the

quality of variational wave functions, which can be used to supplement other more coarse metrics such as

energy or variance. In addition, Ref. [53] introduced a new algorithm for variationally lower-bounding the

energy of a ground state using the quantum covariance matrix, the central quantity of EHC, and benchmarked

it on a variety of spin chains.

1.2 Topological phases of matter

In this thesis, we study two types of topological phases of matter, quantum spin liquids and topological

superconductors. In both cases, the systems exhibit a kind of non-local “topological order” which can be
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characterized by symmetry operators, Wilson loops for the Z2 spin liquids that we consider and Majorana

zero modes for the topological superconductors. These symmetries are what we provide as input to the

symmetry-to-Hamiltonian inverse methods in Chapter 4 to design new spin liquid and Majorana zero mode

Hamiltonians. In this section, we review the relevant physics of these systems.

1.2.1 Quantum spin liquids

Quantum spin liquids are a type of ground state that can occur in magnetic materials that exhibit strong

frustration, the inability of local magnetic moments (or spins) to align due to competing interactions or ge-

ometry [54–56]. Candidate spin liquid materials are insulators with strong interactions, so that the electrons

are immobile and the electrons’ spins strongly fluctuate. The spins in a spin liquid states form a highly

correlated “liquid” that prevents order from forming [55]. This is unusual because a ground state, which

corresponds to a material’s state at zero temperature, is typically ordered according to Landau’s theory of

phase transitions. While the lack of order in quantum spin liquids is one of its key signatures, this can also

occur in other phases of matter, such as in quantum paramagnets. A more distinguishing feature of quantum

spin liquids is the presence of long-range entanglement in the ground state, which means that the ground

state cannot be transformed into a product state by the application of a finite depth quantum circuit made

of local unitary transformations [56].

There are many types of quantum spin liquids, just as there are many types of magnetically ordered states

[56]. Generally speaking, quantum spin liquids fall into two broad classes, gapped or gapless spin liquids,

which differ by whether the excitation spectrum of the spin liquid Hamiltonian exhibits a finite energy gap

between the ground state and first excited state in the thermodynamic limit. Here we will focus on gapped

spin liquids, since they are better understood theoretically. Gapped spin liquids have “topological order.”

Topologically ordered systems exhibit excitations that have topologically non-trivial behavior and possess

ground state degeneracy that depends on the topology of the lattice, e.g., whether a 2D lattice is shaped

as an open plane or a periodic torus [57, 58]. Fractional quantum Hall systems, two-dimensional electron

gases subject to a strong magnetic field, are other examples of systems with topological order. Systems

with topological order exhibit quasiparticles with exotic exchange statistics known as anyons, that can be

loosely interpreted as generalizations of Fermions and Bosons [59]. In gapped quantum spin liquids, the

typical quasiparticles that emerge are called spinons, and carry a spin of 1/2 and a charge of 0 [56]. This

“fractionalization” of spin and charge in spin liquids highlights that spinons cannot be interpreted as simple

combinations of elementary particles such as electrons, but are rather emergent particles made from the

non-trivial collective behavior of many electrons. In contrast, a simple local spin excitation in an insulating
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Figure 1.2: (From Ref. [61]) The star and plaquette operators Âs and B̂p of the toric code and two Wilson

loop operators Ŵ (L1), Ŵ (L2) that wrap around the torus.

magnet, such as a magnon, would carry integer spin and could be interpreted as a Boson.

The toric code, Z2 spin liquids, and Wilson loops

Much of our theoretical understanding of gapped quantum spin liquids has come from studying simple

exactly solvable models. Here we will describe one of these models, the toric code [60]. The toric code,

depicted in Fig. 1.2, is a spin-1/2 Hamiltonian on a square lattice of the form

ĤTC = −
∑
s

Âs −
∑
p

B̂p (1.6)

where Âs =
∏
i∈s σ̂

z
i and B̂p =

∏
j∈p σ̂

x
j are “star” and “plaquette” operators made of four Pauli-Z and

Pauli-X matrices, where the matrices lie on the bonds of the lattice. Since [Âs, B̂p] = 0 for all stars s

and plaquettes p, [Ĥ, Âs] = [Ĥ, B̂p] = 0, and the Hamiltonian can be simultaneously diagonalized with the

Âs, B̂p operators, making it possible to analytically determine the entire Hamiltonian’s spectrum, including

the ground states [60]. When the toric code model is on a square lattice with open boundary conditions,

the ground state is unique, but when the square lattice is folded into a cylinder or a torus, then the ground

state becomes two or four-fold degenerate, respectively.

On the torus, the toric code commutes with Wilson loop operators of the form Ŵ z(L) =
∏
j∈L σ̂

z
j that

wrap around the two non-contractible loops L1,L2 on the lattice, shown in Fig. 1.2. These operators have

eigenvalues ±1 and the four ground states on the torus correspond to the four possible pairings of eigenvalues

(±1,±1) of Ŵ z(L1) and Ŵ z(L2). The toric code has three types of Abelian (see Sec. 1.2.2) anyons: e and

m particles and a combined em particle2. The properties of these anyonic quasiparticles can be described

2If an e particle is only braided around another e particles, the system wave function is unchanged, suggesting that e is a
Boson. Same with the m particle. An em-particle braided around another em-particle results in a minus-sign, suggesting that
em is a Fermion. However, when particles of different types are braided around one another, e.g., a e around an m, then the
wave function can change non-trivially, which indicates that the set of e,m, and em particles are anyons.
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using the modular S matrix, which can be computed by taking overlaps of minimal entropy states made of

the degenerate ground states [62]. In particular, for the toric code with these anyons, the modular S matrix

takes the form [62]:

S =
1

2



1 1 1 1

1 1 −1 −1

1 −1 1 −1

1 −1 −1 1


(1.7)

The toric code is an example of a Z2 quantum spin liquid. Spin liquids of this type all share the same

topological properties: they all contain the same anyons and modular matrices.

Experimental studies

While there is a rich theory for topological phases of matter and a few well-understood solvable models for

quantum spin liquids, it is difficult to experimentally identify quantum spin liquid phases in real materials

[63, 64]. Many different materials have been proposed as candidate quantum spin liquid materials. Many

of these materials fall into two types [64]: (1) geometrically frustrated materials where the ground state

is expected to be similar to a resonating valence bond state and (2) materials with interactions similar

to the quantum spin liquid phase found in the exactly solvable Kitaev honeycomb model [65]. One of

the most well-studied candidate quantum spin liquid materials (of type (1)) is Herbertsmithite, a material

whose three-dimensional lattice forms sheets of two-dimensional Kagome lattices, a lattice with significant

geometric frustration. Inelastic neutron scattering experiments on Herbertsmithite have shown that at

low temperatures, below which it would have been expected to order, there are no sharp peaks in the

spin excitation spectra but a broad continuum [66]. One interpretation of these results is that the broad

continuum corresponds to a band of spinon quasiparticles. However, it is unclear whether these signatures

are actually from spin liquid physics or potentially another source such as random defects that can occur in

Herbertsmithite, which can lead to similar experimental signals [63].

Recent advances in quantum simulators [33], programmable quantum devices capable of simulating the

dynamics of certain quantum systems, and quantum computers [67], quantum devices able to perform

arbitrary unitary operations on quantum bits or qubits, have enabled new ways of studying topological

phases of matter such as spin liquids. For example, a recent experiment in a superconducting qubit quantum

computer simulated the ground state of the toric code Hamiltonian, Eq. (1.6), and was able to experimentally

demonstrate the braiding of the e and m quasiparticles [68].

10



1.2.2 Majorana zero modes

Another example of a quantum system with topological properties and anyonic quasiparticles is a topological

superconductor [69]. When topologically non-trivial superconductors have a defect or are in proximity with

a topologically trivial material, a quasiparticle can form on the defect or interface [70]. This quasiparticle,

which is a zero energy mode of the system, is associated with a Majorana zero-mode (MZM) operator and

is a realization of a type of non-Abelian anyon known as an Ising anyon.

Topological quantum computing

While an in-depth discussion of anyons is outside the scope of this thesis, we would like to describe some facts

about them to provide context about their importance to topological quantum computation. An excellent

review on the subject is Ref. [59]. Anyons are quasiparticles defined by their braiding statistics (braiding

two particles can be thought of as moving a particle clockwise in a half-loop around the other). Quantum

systems with anyons have degenerate ground states. Generally, anyons come in two types that differ by how

they act on this degenerate space: Abelian and non-Abelian. Abelian anyons, such as the quasiparticles of

the toric code, cause a state in the ground state space to pick up a complex phase when they are braided.

Non-Abelian anyons, such as the Ising anyons in topological superconductors, cause a state in the ground

state space to rotate in the space when they are braided. The term non-Abelian refers to the fact that the

rotations do not commute, so the order of braiding matters.

Anyons are non-local quasiparticles, which makes them robust to local noise and capable of storing quan-

tum information with low error. This idea underlies using anyons for fault-tolerant quantum computation.

The degenerate ground states of anyonic systems defines the Hilbert space used in quantum computation,

i.e., the Hilbert space of the qubits. The type of anyon determines the type of quantum computation that

can be performed on this Hilbert space. Abelian anyons, for example, can be used to store information in

this space so that the information is not destroyed by local perturbations [59], but cannot be used to perform

arbitrary manipulations on states in this space that protects against local noise. In other words, Abelian

anyons can be used for fault-tolerant quantum memory, but not fault-tolerant quantum computation. Non-

Abelian anyons, however, can be used for fault-tolerant quantum computation. By braiding non-Abelian

anyons, operations on the topological qubit space can be performed that are insensitive to local noise. To be

able to perform an arbitrary quantum computation on qubits, one needs to be able to implement a universal

gate set of one and two-qubit gates, such as the Hadamard H gate, the T (π/8-phase) gate, and the control-Z
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gate:

H =
1√
2

1 1

1 −1

 , T =

1 0

0 eiπ/4

 , Z =

1 0

0 −1

 . (1.8)

For certain non-Abelian anyons, such as the so-called Fibonacci anyons, all the gates in this gate set can

be realized in a manner that is tolerant to local errors [71, 72]. In this case, all the gates can be realized

by braiding anyons that are kept far away from one another, so that local errors have very low probability

of spoiling the calculation. For the Ising anyons related to MZMs, many but not all of the necessary gates

can be made fault-tolerant in the same way. The T -gate must be realized by bringing the Ising anyons

close together, making it an operation unprotected from local errors [70]. Nevertheless, Ising anyons can be

combined with quantum error correction techniques to realize error-resilient quantum computers [70].

The Kitaev chain and Majorana zero mode operators

The simplest model of a topological superconductor with MZMs is the Kitaev chain [73]. The Kitaev chain

is a model for a chain of non-interacting spin-less fermions with p-wave superconducting pairing:

ĤKC =

L−1∑
j=1

(
−tĉ†j ĉj+1 + ∆ĉj ĉj+1 + H.c.

)
− µ

L∑
j=1

ĉ†j ĉj (1.9)

where ĉj is a fermionic annihilation operator at site j ({ĉj , ĉk} = 0, {ĉj , ĉ†k} = δj,k), t is the hopping integral,

∆ is the p-wave pairing, and µ is the chemical potential. Consider the case when ∆ = t. By diagonalizing

this model with open boundary conditions, one finds that its Bogoliubov-de Gennes single particle spectrum

changes qualitatively at µ = 2t. For µ > 2t, the system has two bands separated by a gap and is in

the topologically trivial phase. For µ < 2t, the system has two zero-energy single particle states in the

middle of the gap and is in the topologically non-trivial phase. Note that the Kitaev chain obeys particle-

hole symmetry and fermion-parity symmetry ([ĤKC , (−1)
N̂

] = 0 where N̂ =
∑
j ĉ
†
j ĉj), which make these

zero-energy states robust to perturbations that preserve these symmetries.

Note that a “complex” (non-Hermitian) fermionic operator ĉj can be written as a sum of two Majorana

fermions âj and b̂j :

ĉj = (âj + ib̂j)/2. (1.10)

These Majorana fermion operators are “real” (Hermitian) âj = â†j , b̂j = b̂†j and obey the properties â2
j =
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b̂2j = I and {âj , âk} = {b̂j , b̂k} = 0 for j 6= k and {âj , b̂k} = 0 for all j, k.

In the topologically non-trivial phase of the Kitaev chain, one of the zero-energy states is created by the

creation operator ĉ′† = (γ̂1 − iγ̂2)/2 where (up to small corrections)

γ̂1 ∝
L∑
j=1

(−µ/2t)j âj , γ̂2 ∝
L∑
j=1

(−µ/2t)L+1−j b̂L+1−j (1.11)

are exponentially localized operators on the left and right edges of the chain. The operators γ̂1 and γ̂2 are

examples of MZMs. In general, a MZM [70] is a fermionic operator γ̂ that squares to identity (γ̂2 = I) and

commutes with the Hamiltonian ([γ̂, Ĥ] = 0). The Kitaev chain MZMs in Eq. (1.11) satisfy these conditions

and are also spatially localized on the edges of the chain.

Experimental studies

Much of the experimental effort of realizing Majorana zero modes in the lab has gone into preparing high-

quality InAs and InSb semiconductor nanowires that approximately realize the physics of the Kitaev chain

[74, 70]. In these systems, a semiconductor nanowire with spin-orbit coupling is put into close proximity with

an s-wave superconductor and a Zeeman field in the direction along the nanowire is applied. The resulting

system is effectively a spin-less p-wave superconductor of the same type as the Kitaev chain in Eq. (1.9).

Ideally, by changing the chemical potential of the nanowire or the applied Zeeman field, the effective model

can be put into a topological phase.

Ref. [75] prepared the first example of such a system using an InSb nanowire and measured the differential

conductance spectrum, which showed a zero bias peak in the spectrum, consistent with MZMs. While such

results are suggestive, such zero bias peaks can also result from Andreev bound states, which are associated

with fermionic excitations instead of non-Abelian anyons [75, 70]. To truly verify that these nanowire systems

exhibit MZMs at their ends, one would ideally perform a braiding protocol and check that the system evolves

as would be expected for Ising anyons.

Recently, the braiding of MZMs has been simulated using three qubits in an IBM superconducting qubit

quantum computer [76].

1.3 Many-body localization

Many-body localization (MBL) is a phase of matter where there is a breakdown of thermalization due to

strong interactions and disorder. Here we review thermalization in isolated quantum systems and describe

how it can fail, leading to MBL and the emergence of quasilocal integrals of motion called `-bits.
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1.3.1 Thermalization

In the classical world, we are intimately familiar with thermalization, the process with which a system

equilibrates with its surroundings. Whenever we see an ice cube melt or a hot drink cool down, we are

observing a system initially far from equilibrium eventually reach a steady state well described by the laws

of thermodynamics. In classical statistical mechanics, the behavior of a system in thermal equilibrium can

be described by assuming that the classical system is ergodic, so that the system uniformly explores the

entire space of microstates with the same energy after a long-time [77]. The theory of statistical mechanics,

which is based on this ergodic hypothesis, can then be used to derive the laws of thermodynamics.

In the quantum world, we expect thermalization to happen as well. Consider an ideal, isolated quantum

system with many degrees of freedom interacting by Hamiltonian Ĥ. The dynamics of the isolated system

is described by a unitary time-evolution

|ψ(t)〉 = e−itĤ |ψ(0)〉 =
∑
n

cne
−iEnt|n〉 (1.12)

where |n〉 are the energy eigenstates of Ĥ with energy En, |ψ(0)〉 is the initial state at time t = 0, and

cn are the amplitudes of the initial state in the energy eigenstate basis. Let us consider the case where

the initial state is a superposition of eigenstates whose energies lie within a small window of energies En ∈

[E −∆E,E + ∆E]. We want there to be many energy eigenstates within this window, so we pick an E in

the middle of the spectrum of Ĥ where the energy density E/V is finite3.

To observe how thermalization occurs, we need to consider the behavior of a small part of the system.

Suppose that we break up the system into two unequal parts A and B, where we chose the size of A to be

much smaller than B, but let the combined A + B system approach the thermodynamic limit. We expect

that B should act like a thermal reservoir, or bath, to A and cause it to thermalize. The reduced density

matrix of subsystem A is given by

ρA(t) = trB (|ψ(t)〉 〈ψ(t)|) =
∑
mn

c∗mcne
−it(Em−En)trB(|m〉 〈n|). (1.13)

Since we expect thermalization to occur if we observe our system over a long time, let’s consider the long-time

average of the density matrix

ρA =
1

T

∫ T

0

ρA(t)dt =
∑
mn

c∗mcn

(
1

T

∫ T

0

e−it(Em−En)dt

)
trB(|m〉 〈n|) ≈

∑
n

|cn|2trB(|n〉 〈n|), (1.14)

3We would not want to pick E near the ground state, for example, since Ĥ could have a gap which would result in few states
in the energy window.
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where T � 1/∆E. In time T , the exponential e−it(Em−En) for all m 6= n oscillates many times making the

integral vanish for m 6= n, giving the approximation in Eq. (1.14).

For the system to thermalize, we expect the time-average density matrix to match a canonical ensemble

thermal density matrix of the Boltzmann form

ρA ≈
∑
n

|cn|2trA(|n〉 〈n|) ≈ ρA,thermal =
1

ZA
e−βĤA (1.15)

where ZA = trAe
−βĤA is the partition function on A, ĤA is the part of Hamiltonian Ĥ acting on subsystem

A, and β is the inverse temperature determined by matching the average energy of ρA to that of |ψ(0)〉

(tr(ρA,thermalĤA) = 〈ψ(0)|ĤA|ψ(0)〉). Note that the left-hand-side of Eq. (1.15) depends on the initial

conditions through cn, but the right-hand-side does not. For this equation to be consistent, we require that

it should hold for all possible initial states, including initial states that are eigenstates, i.e., |ψ(0)〉 = |m〉 so

that cn = δmn. This leads us to the eigenstate thermalization hypothesis.

The eigenstate thermalization hypothesis (ETH) states that the eigenstates |n〉 of a Hamiltonian with

finite energy density are thermal, so that they satisfy trA(|n〉 〈n|) ≈ ρA,thermal = 1
ZA
e−βĤA . Hamiltonians

that satisfy the ETH are called ergodic or thermal. Under ETH, Eq. (1.15) is clearly satisfied. Moreover,

ETH implies a number of properties for ergodic systems:

1. The expectation values of local operators vary smoothly with E, since energy eigenstates with nearby

energies have nearly identical local reduced density matrices.

2. The eigenstates of an ergodic Hamiltonian have volume-law entanglement, SA = −tr(ρA log ρA) ∼

V ol(A), because ρA ≈ 1
ZA
e−βĤA according to ETH and Ĥ is extensive.

1.3.2 Localization

Roughly speaking, ergodic systems spread out information to all parts of the system. Adding disorder to an

ergodic system can cause information to spatially localize and fail to spread, which is known as localization.

Localized systems fail to satisfy ETH and do not thermalize.
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Anderson localization

Anderson localization, originally studied by Philip Anderson in 1958 [78], is localization that occurs in

systems of disordered non-interacting fermions with tight-binding Hamiltonians of the form

ĤAnderson = t
∑
〈ij〉

(ĉ†i ĉj + H.c.) +
∑
i

µiĉ
†
i ĉi (1.16)

where ĉ†i are fermionic creation operators, t is the hopping, µi are random on-site potentials, and the sum-

mation is over nearest-neighbor sites on a d-dimensional cubic lattice. This Hamiltonian can be diagonalized

by rotating to a basis of single-particle orbitals â†k =
∑
i Ukiĉ

†
i :

ĤAnderson =
∑
k

εkâ
†
kâk. (1.17)

The operator â†k creates an electron occupying a single-particle orbital wave function of the form φk(ri) = Uki,

where ri is the spatial position of site i in the lattice. Note that the single-particle orbital number operators

â†kâk are conserved quantities that commute with the Hamiltonian.

For d = 1 and d = 2 dimensions, any amount of disorder in Eq. (1.16) causes the single-particle orbitals

to exponentially localize in space [79]. Localized orbitals take the form φk(ri) ∝ exp(−|ri−Rk|/ξ) where Rk

is the position in space around which the orbital is localized and ξ is a localization length that depends on

the disorder strength and is in principle different for each orbital. If we time-evolve a state initially localized

in space by the Anderson Hamiltonian, it will with high probability remain near the same location for long

times. This implies that Anderson localized systems remember their initial conditions, which implies that

they do not thermalize and do not obey ETH. In d ≥ 3 dimensions, localization only occurs for large enough

disorder.

A natural question to ask about Anderson localization is how it is affected by interactions. Does a

perturbing interaction destabilize the localized phase so that it always thermalizes? The answer turns out

to be no. Disorder with interactions can still lead to localization, as we discuss in the next section.
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Many-body localization

Many-body localization (MBL) is the interacting generalization of Anderson localization, originally studied

by Ref. [80]. The prototypical “standard model” of MBL is the disordered Heisenberg model

ĤDH =
∑
〈ij〉

Ŝi · Ŝj +
∑
i

hiS
z
i (1.18)

where Sαi = σαi /2 for α = x, y, z are spin-1/2 operators on site i, the hi ∈ [−W,W ] are uniformly distributed

random numbers, and W is called the disorder strength. The one-dimensional model in particular has

been widely studied, mostly through numerical analysis on small spin chains [81–93]. Through a Jordan-

Wigner transformation, the 1D model can be expressed in terms of spinless fermions and takes the same

form as Eq. (1.16) but with an additional density-density interaction term
∑
〈ij〉 n̂in̂j . Note also that

∑
i S

z
i

commutes with ĤDH , so z-magnetization is a quantum number of the system4.

Since Eq. (1.18) is interacting, it admits no analytic solution and must be studied numerically. If the

model fails to thermalize, that is the (finite energy-density) eigenstates of the Hamiltonian do not obey ETH,

then we say that the Hamiltonian is MBL. If all of the eigenstates of the Hamiltonian do not obey ETH, then

the Hamiltonian is called fully MBL. Signatures of MBL can be mainly observed in two ways: (1) by studying

the properties of individual eigenstates or (2) by studying the dynamics of the system. Both approaches

have been taken in theoretical studies, though only (2) is practical to measure in real experiments.

The phase diagram of the 1D disordered Heisenberg model, taken from Ref. [83], is shown in Fig. 1.3.

This diagram was obtained by exactly computing the energy eigenstates of the model for many disordered

realizations of Eq. (1.18) at different disorder strengths W = h and computing the average of a quantity

(participation coefficient, see Ref. [83]) that correlates well with ergodicity. The energy density ε of an energy

eigenstate with energy E is scaled so that ε = (E − Emin)/(Emax − Emin) is between 0 and 1. As can be

seen in the diagram, the system transitions into a fully MBL regime, where all eigenstates are MBL, above

a critical disorder strength of about Wc ≈ 3.7. The 2 .W .Wc region, where some eigenstates are ergodic

and others are MBL, is known as the mobility edge. It is unclear whether the mobility edge exists in the

thermodynamic limit (N →∞) or whether it is a finite size effect.

While there is significant theoretical and numerical evidence for MBL in one dimension, it is still an

open question whether MBL occurs in dimensions greater than one [77]. Some numerical studies have begun

to study whether MBL exists in disordered two-dimensional interacting models [94–104], but the results

are inconclusive and limited due to the computational difficulty of studying eigenstates or time-evolution of

4Most numerical studies of this model work in the Sz = 0 quantum number sector. In the fermionic model, the Sz symmetry
corresponds to particle number conservation and Sz = 0 corresponds to half-filling
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Figure 1.3: (From Ref. [83]) The phase diagram of the one-dimensional disorder Heisenberg model, Eq. (1.18).
The energy density of an energy eigenstate (normalized between 0 and 1) is ε and h = W is the disorder
strength. The shaded regions are determined by analyzing various quantities, such as the average of the
level spacing ratio rn in Eq. (1.19), described in Ref. [83].

two-dimensional systems. This is the problem that we explore in Chapter 5.

Many-body localized systems have a number of key signatures that distinguish them from ergodic ones:

1. Because ETH does not apply, expectation values of local operators under MBL eigenstates with energy

E do not vary smoothly with E.

2. The eigenstates of an MBL Hamiltonian have area-law entanglement entropy, while the eigenstates of

an ergodic Hamiltonian have volume-law entanglement.

3. MBL systems have an emergent integrability, i.e., they possess an extensive number of local integrals

of motion called `-bits (see Section 1.3.3), while ergodic systems do not.

4. When time-evolving a product state by an MBL Hamiltonian, the entanglement entropy of a subsys-

tem grows logarithmically in time, while in ergodic systems it grows linearly with time [105]. This

slow-growth can be seen as a consequence of the existence of `-bits. Note also that this is a distin-

guishing feature between MBL and Anderson localization, as entanglement entropy quickly saturates

to a constant value for the Anderson case [79].

5. MBL Hamiltonians have Poisson level-spacing statistics, due to the lack of level repulsion. This means

that the average 〈r〉 = 1/(2N − 2)
∑2N−1
n=2 rn of the level-spacing ratio

rn =
min(En − En−1, En+1 − En)

max(En − En−1, En+1 − En)
(1.19)
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for energy eigenvalues En is near the Poisson value rPoisson ≈ 0.39 predicted by random matrix theory

[81–84]. Generic ergodic Hamiltonians have 〈r〉 ≈ rGOE ≈ 0.53 matching the random matrix theory

prediction for the random Gaussian orthogonal ensemble (GOE) of matrices. Poisson statistics can

also be seen as coming from `-bits.

Numerical studies of MBL typically look for evidence of some of these properties. In Chapter 5, we look for

evidence of `-bits in two and three-dimensional systems.

1.3.3 Local integrals of motion (`-bits)

Many of the properties of fully MBL systems can be understood phenomenologically through the existence of

localized integrals of motion known as local bits, or `-bits [105–107]. Like the single-particle orbital density

operators â†kâk in Anderson localized systems, `-bits are conserved quantities that are exponentially localized

in space, though they have a more complicated structure.

Suppose that we find a unitary Û that diagonalizes the spin Hamiltonian of Eq. (1.18). Using this unitary,

we can construct operators of the form

τ̂zi ≡ Û σ̂zi Û† (1.20)

where σ̂zi is the Z-Pauli matrix on site i. Since τ̂zi are conjugations of Pauli matrices, they share the same

spectral properties. For example, they are traceless and binary

tr(τ̂zi ) = tr(σ̂zi ) = 0

(τ̂zi )2 = (σ̂zi )2 = I, (1.21)

which imply that exactly half of their eigenvalues are +1 and half are −1. Written in terms of the τ̂zi

operators, the Hamiltonian takes the form

ĤDH =
∑
i

J̃iτ̂
z
i +

∑
ij

J̃ij τ̂
z
i τ̂

z
j + · · ·+

∑
i1,...,ik

J̃i1,...,ik τ̂
z
i1 · · · τ̂

z
ik

+ · · · . (1.22)

The τ̂zi operators are by construction mutually commuting integrals of motion of ĤDH :

[ĤDH , τ̂
z
i ] = 0 ∀i

[τ̂zi , τ̂
z
j ] = 0 ∀i, j (1.23)
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So far this is general and not MBL-specific. Eq. (1.22) is the general form of a diagonalized Hamiltonian

and can be quite complicated, involving a linear combination of potentially exponentially many terms with

arbitrarily large products of τ̂zi operators. Likewise, the τ̂zi operators can be highly non-trivial and involve

linear combinations of exponentially many non-local Pauli strings. While we would expect complicated

non-local expressions for τ̂zi and ĤDH for generic ergodic systems, we instead expect these expressions to

simplify for MBL Hamiltonian due to their local nature.

Phenomenologically, we hypothesize that for fully MBL Hamiltonians there exists a diagonalizing Û such

that all the τ̂zi operators are quasilocal, i.e., they have support on finitely many sites up to exponentially

small corrections. Quasilocal τ̂zi operators are called localized bits or `-bits. In this phenomenological picture

of MBL, the Hamiltonian coupling constants in Eq. (1.22) decay exponentially with distance so that

J̃i1,...,ik ∝ e−maxi,j∈[1,k](‖ri−rj‖)/ξ̃ (1.24)

for some localization length ξ̃ where ri is the spatial position of site i.

While `-bits provide an appealing intuitive picture of MBL, they can be difficult to work with numerically.

Importantly, `-bits are not unique. Many unitaries, which differ by permutations, can diagonalize the

Hamiltonian. Each one leads to a different set of `-bits which can differ non-trivially and may even fail to

be quasilocal. One approach is to use exact diagonalization (see Section 2.1) and numerically search for the

permutation that produces the most localized set of `-bits. Many other methods for constructing approximate

`-bits have been explored [108–113, 96, 114, 95], with one involving tensor networks (see Section 2.3) being

used to study MBL in two-dimensions [98]. In Chapter 5, we present a new numerical method for constructing

approximate `-bits that overcomes some of the limitations of these previous methods, which allows us to

study `-bits in two and three-dimensional systems.

In the `-bit picture, we assume that MBL systems have an extensive set of quasilocal integrals of motion.

This implies a number of properties of MBL Hamiltonians, as described in the previous section. Here we

give the intuition for how `-bits give rise to one of those properties: the logarithmic growth of entanglement

in MBL systems [105].

Suppose that we initialize our system in a random product state with zero entanglement. At strong

disorder, the
∑
i J̃iτ̂

z
i terms dominate the Hamiltonian, causing each spin i to precess around τ̂zi at a rate

given by the local magnetic field J̃i. Two spins at sites i, j separated by distance rij = ‖ri − rj‖ precess at

a much slower rate given by the coupling J̃ij ∝ e−rij/ξ̃. For the dephasing of these two weakly interacting

spins to become significant, we need to time-evolve until J̃ijt ∼ 1. This then implies that dephasing is only
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significant for spins separated up to a distance

rij ∼ ξ̃ log t. (1.25)

Using dephasing as a proxy for entanglement, we then expect that at time t only spins up to distance

rij ∝ log t are entangled.

1.3.4 Experimental studies

While the study of MBL has largely been theoretical in nature, there are a number of experiments that have

looked for MBL physics with analog cold atom quantum simulators [115–119], superconducting qubit quan-

tum simulators [120–123], and even digital quantum computers [124]. Observing MBL requires preparing

and manipulating well-isolated quantum systems. In many of these experiments, coupling with the environ-

ment, or noise, can be strong which leads to thermalization, washing out any signatures of MBL. In many of

these experiments, the number of qubits simulated is small so that the measurement results can be checked

against exact numerics.

In MBL experiments, the typical procedure is to initialize the system into a product state and time-evolve

by a Hamiltonian with on-site disorder, such as a Bose-Hubbard or XXZ model. The resulting state can

then be measured to compute local observables. For example, in Ref. [118], the imbalance in the number

of atoms on the left (NL) versus right (NR) side of the system, I = (NL − NR)/(NL + NR), is measured

over time after starting with a product state with 〈I〉 6= 0. In an ergodic system, the product state quickly

thermalizes to the thermal value, 〈I〉thermal = 0 for the Hamiltonians considered in Ref. [118]. However, in

an MBL system, memory of the initial state is retained and 〈I〉 6= 0 stays non-zero for long times, which is

seen experimentally.

As quantum simulators and quantum computers advance, it will be exciting to probe MBL in larger

systems than can be simulated classically.

21



Chapter 2

Methods

In this thesis, we utilize a variety of numerical methods to study quantum systems. In this chapter, we de-

scribe the numerical techniques that we used: exact diagonalization (Section 2.1), variational Monte Carlo

(Section 2.2), tensor networks (Section 2.3), and operator-based methods (Section 2.4). Exact diagonaliza-

tion, variational Monte Carlo, and tensor network methods are used to implement the inverse method for

constructing Hamiltonians from eigenstates discussed in Chapter 3. The operator-based methods are used

in both the inverse method for constructing Hamiltonians from symmetries discussed in Chapter 4, and in

the method for constructing `-bits discussed in Chapter 5.

2.1 Exact diagonalization

2.1.1 Background

One of the most direct ways of determining the spectrum of a quantum Hamiltonian is by expressing it as

a matrix and diagonalizing it numerically using standard linear algebra techniques. This is known as exact

diagonalization (ED). It takes exponential in system size time and memory to perform ED, but the results

are exact and unbiased. The exponential cost of performing full ED limits its applications to the simulation

of small systems of about 20 spins (or qubits). A review of ED can be found in Ref. [125]

In ED, we use a basis {|n〉} to represent the Hamiltonian operator Ĥ as a Hermitian matrix Hmn =

〈m|Ĥ|n〉 = H∗nm. We will restrict our discussion to the case of spin-1/2 Hamiltonians with N spins (or

qubits). In this case, the standard computational basis used is the basis of 2N σz-eigenstates, |↑ . . . ↑〉,

|↑ . . . ↓〉 , . . ., |↓ . . . ↓〉 for spins (or |0 . . . 0〉, |0 . . . 1〉 , . . ., |1 . . . 1〉 for qubits). In this basis, the spectrum of

Ĥ can be determined by solving the eigenvalue problem

2N∑
n=1

Hmnψ
k
n = Ekψ

k
m (2.1)

using standard linear algebra techniques, such as the QR algorithm if one is interested in obtaining the full

22



spectrum or the Lanczos algorithm if one is interested in only a few eigenvectors. The complex eigenvector

ψkm corresponds to the energy eigenstate |ψk〉 =
∑2N

m=1 ψ
k
m|m〉 with energy eigenvalue Ek.

Once energy eigenvalues and eigenstates are obtained numerically, they can be used to directly compute

arbitrary observables, such as correlation functions or entanglement entropies. For example the expectation

value of Ô for an eigenstate |ψk〉 would simply be given by matrix vector multiplications

〈ψk|Ô|ψk〉 =
∑
mn

ψkm
∗
Omnψ

k
n (2.2)

where Omn = 〈m|Ô|n〉 is the operator in basis {|n〉}, which is usually easy to compute.

2.1.2 Sparse local operators

Physical Hamiltonians have additional structure that make them easier to perform calculations with than

arbitrary Hermitian matrices. Namely, physical Hamiltonians are usually sparse. As an example, consider

the one-dimensional spin-1/2 Heisenberg Hamiltonian, a prototypical spin Hamiltonian:

Ĥ =

N−1∑
j=1

Sj · Sj+1 =

N−1∑
j=1

1

4
(σxj σ

x
j+1 + σyj σ

y
j+1 + σzjσ

z
j+1) (2.3)

where S = (σx/2, σy/2, σz/2) and σx, σy, σz are the Pauli matrices. Note that this Hamiltonian is a sum

of Pauli strings, i.e., tensor products of Pauli matrices and the identity matrix I. For example, σyj σ
y
j+1

is short-hand for the Pauli string I1 ⊗ · · · ⊗ Ij−1 ⊗ σyj ⊗ σ
y
j+1 ⊗ Ij+2 ⊗ · · · ⊗ IN . Pauli strings are highly

sparse matrices. They are 2N × 2N matrices, but only contain 2N non-zero entries. Therefore, in Eq. (2.3),

the Hamiltonian has at most 3(N − 1)2N non-zero entries out of all possible 4N entries. In general, spin

Hamiltonians with local interactions are sums of poly(N) Pauli strings, making them sparse as well. This

sparsity is practically beneficial for performing ED calculations, as it allows for more memory-efficient storage

of Hamiltonians. It is particularly beneficial in calculations of individual eigenstates using iterative methods

such as the Lanczos algorithm, since those methods have been well adapted to take advantage of sparse

matrix-vector multiplication.

2.1.3 Symmetries

Symmetries reduce the cost of performing ED. A symmetry Ô is a Hermitian operator that commutes

with the Hamiltonian1, [Ô, Ĥ] = 0. A fact from linear algebra is that two commuting operators can

1Sometimes others refer to a symmetry as a unitary operator Û that commutes with a Hamiltonian. Such operators also
satisfy ÛĤÛ† = Ĥ.
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be simultaneously diagonalized. This means that there exists an orthonormal basis |Em, λn, l〉 such that

Ĥ|Em, λn, l〉 = Em|Em, λn, l〉 and Ô|Em, λn, l〉 = λn|Em, λn, l〉. The l index accounts for the possibility of

multiple degenerate states with the same Em or λn eigenvalues. The goal of ED with symmetries is to find

this basis.

When working with a symmetry Ô, we usually know the basis |λn, l〉 that diagonalizes it. For example,

for Ô =
∑
i σ

z
i , which commutes with Eq. (2.3), the |λn, l〉 eigenstates are spin configurations (product

states) with net z-magnetization λn. To be explicit, for N = 2 spins, the states are

|λ1 = 2, l = 1〉 = |↑↑〉 ,

|λ2 = 0, l = 1〉 = |↑↓〉 , |λ2 = 0, l = 2〉 = |↓↑〉 ,

|λ3 = −2, l = 1〉 = |↓↓〉 . (2.4)

Since the states |λn, l〉 and |λn′ , l′〉 for λn 6= λn′ are orthogonal and eigenstates of Ĥ, that means that the

matrix elements connecting different eigenvalues of Ô are zero: 〈λn, l| Ĥ|λn′ , l′〉 = 0. In other words, in the

|λn, l〉 basis, the Hamiltonian is block-diagonal, with different blocks corresponding to different eigenvalues

(or quantum numbers) λn. If one is able to explicitly construct the Hamiltonian in the |λn, l〉 basis, then one

can diagonalize the Hamiltonian block by block to find the |Em, λn, l〉 states, which is more efficient than

diagonalizing the entire Hamiltonian at once.

More complicated symmetries, for example space group, point group, or continuous symmetries, can also

be handled similarly using tools from representation theory [126]. See Ref. [127] for more details on how

symmetries can be incorporated into large-scale ED calculations.

2.2 Variational Monte Carlo

2.2.1 Background

Variational Monte Carlo (VMC) is an approach for computing observables of parametrized families of vari-

ational wave functions by Markov chain Monte Carlo sampling [128]. Typically, VMC is combined with an

optimization procedure, such as stochastic gradient descent, in order to tune the variational wave function

until it becomes a good approximate of the ground state of a Hamiltonian. Computing observables with

VMC requires polynomial time and memory for many interesting variational wave functions, but only pro-

duces approximate results with statistical errors. Performing VMC optimization also requires polynomial

time and memory, but can result in a highly biased approximate ground state with properties deviating
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significantly from the true ground state of the system. VMC can be used to simulate systems of hundreds

of spins or qubits. A review of VMC can be found in Ref. [128].

2.2.2 Sampling wave functions using Markov chains

In VMC, our goal is to estimate the expectation value of an observable 〈ψθ|Ô|ψθ〉 for a variational wave

function |ψθ〉 with parameters θ by sampling a Markov chain. This sampling is done in a computational

basis |R〉2. By using the resolution of the identity I =
∑
R |R〉 〈R| and assuming |ψθ〉 is normalized, we see

that the expectation value that we are interested in can be written as

〈ψθ| Ô|ψθ〉 =
∑
R

〈ψθ| Ô|R〉〈R|ψθ〉

=
∑
R

〈ψθ| Ô|R〉
〈ψθ|R〉

|〈R|ψθ〉|2 ≡
∑
R

OL(R)P (R) (2.5)

where OL(R) ≡ 〈ψθ| Ô|R〉/〈ψθ|R〉 is called the local-energy (when Ô is a Hamiltonian) and P (R) ≡ |〈R|ψθ〉|2

is a probability distribution. Note that we are usually interested in estimating local observables Ô that are a

sum of poly(N) Pauli strings, where N is the system size. For such observables, the local-energy for a fixed

|R〉 can be written as

OL(R) =
∑
R′

〈ψθ|R′〉
〈ψθ|R〉

〈R′|Ô|R〉 (2.6)

where 〈R′|Ô|R〉 6= 0 for only poly(N) possible |R′〉. Therefore, for local observables, it is efficient to compute

the local-energy provided that 〈ψθ|R′〉/〈ψθ|R〉 is efficient to evaluate.

The expectation value of Eq. (2.5) can be estimated as

〈ψθ| Ô|ψθ〉 ≈
1

NS

NS∑
s=1

OL(Rs) (2.7)

where R1, . . . , RNS are samples drawn from P (R). In VMC, this sampling can be done efficiently (for certain

variational wave functions |ψθ〉) by using the Metropolis Markov chain Monte Carlo algorithm [129, 130].

The Metropolis algorithm generates samples from a desired probability distribution P (R) by constructing

a Markov chain, a memoryless random process, with that probability distribution as its steady state distri-

bution and sampling from it. Markov chains generate samples over time, with each new sample depending

only on the sample from the previous time-step. In the Metropolis algorithm, each new Markov chain sample

2This basis is usually the same σz-basis used in ED described in Section 2.1 but it can be arbitrary.
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is produced in two steps: (1) a move from a configuration R to R′ is proposed with transition probability

T (R→ R′) and (2) the move is accepted with acceptance probability

A(R→ R′) = min

(
1,
P (R′)

P (R)

T (R′ → R)

T (R→ R′)

)
. (2.8)

There is great freedom in choosing the transition probability T (R → R′) and different choices can affect

how often moves are accepted and how quickly the Markov chain reaches its steady state. In the context of

VMC on spin systems, the proposed move is often chosen to be a random spin flip (where spin configuration

R′ differs from configuration R by flipping the spin at a random site i) or a random spin exchange (where

R′ differs from R by exchanging the spins at random sites i, j), in which case T (R → R′) = T (R′ → R) is

constant.

It is important to note that both the calculation of the acceptance probability in Eq. (2.8)3 and the eval-

uation of the local-energy in Eq. (2.7) require computing the wave function ratio 〈ψθ|R′〉/〈ψθ|R〉. Therefore,

VMC is only efficient if it is possible to efficiently compute this ratio4.

2.2.3 The variational principle and optimization

The variational principle states that the energy of any state is an upper bound on the ground state energy.

By optimizing a variational wave function |ψθ〉 so that its energy is minimized, we can find an approximation

to the true ground state.

Consider the basis of energy eigenstates |n〉 of Ĥ with energies En, where |0〉 is the ground state with

energy E0. Any normalized state |ψ〉 can be expanded in this basis

|ψ〉 =
∑
n

cn|n〉 (2.9)

where
∑
n |cn|2 = 1. The average energy of this state is then

〈ψ|Ĥ|ψ〉 =
∑
n

|cn|2En ≥
∑
n

|cn|2E0 = E0, (2.10)

proving the result.

In VMC optimization, one performs gradient descent to minimize the average energy of the wave function

|ψθ〉 and lower this upper bound. Gradient descent works by iteratively updating the parameters in the

3Since P (R′)/P (R) = |〈ψθ|R′〉/〈ψθ|R〉|2.
4Interestingly, since only the ratio is ever required in VMC, one can perform VMC calculations using unnormalized wave

functions.
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direction that minimizes the objective function (the energy)

θ′ = θ − η∂θ〈ψθ|Ĥ|ψθ〉 (2.11)

where η is the step size or learning rate. The energy gradients can be computed using Markov chain Monte

Carlo as described in the previous section. In particular, the expression for a gradient is

∂θ〈ψθ|Ĥ|ψθ〉 =
∑
R,R′

∂θ

(
〈ψθ|R〉〈R|Ĥ|R′〉〈R′|ψθ〉

)
=
∑
R,R′

〈R|Ĥ|R′〉 [(∂θ〈ψθ|R〉)〈R′|ψθ〉+ 〈ψθ|R〉(∂θ〈R′|ψθ〉)]

=
∑
R,R′

〈R|Ĥ|R′〉
[
∂θ〈ψθ|R〉
〈ψθ|R′〉

|〈R′|ψθ〉|2 +
∂θ〈R′|ψθ〉
〈R|ψθ〉

|〈ψθ|R〉|2
]

=
∑
R,R′

2Re

[
〈R′|Ĥ|R〉∂θ〈ψθ|R

′〉
〈ψθ|R〉

]
|〈R|ψθ〉|2 ≡

∑
R

ÕL(R)P (R) (2.12)

where P (R) ≡ |〈R|ψθ〉|2 is the probability distribution of |ψθ〉 and ÕL(R) ≡ 2Re
[∑

R′〈R′|Ĥ|R〉
∂θ〈ψθ|R′〉
〈ψθ|R〉

]
is a modified local energy that involves computing ratios of the gradient of the wave function over the wave

function. By sampling configurations Rs ∼ P (R) from a Markov chain, the gradient can be estimated as

before by computing

∂θ〈ψθ|Ĥ|ψθ〉 ≈
1

NS

NS∑
s=1

ÕL(Rs), (2.13)

which can be done efficiently as long as the gradient ratios (∂θ〈ψθ|R′〉)/〈ψθ|R〉 can be efficiently computed.

Another optimization procedure often used in VMC optimization is stochastic reconfiguration [128].

This procedure can be interpreted as performing imaginary time evolution e−βĤ |ψθ〉 in many small steps

and after each step projecting into the space of variational states of the form |ψθ〉. After many steps,

this evolution will reach the ground state, assuming the projection is accurate enough, since e−βĤ |ψθ〉 =∑
n e
−βEn〈n|ψθ〉|n〉

β→∞−−−−→ |0〉.

2.2.4 Types of variational wave functions

Many types of variational wave functions that can be implemented efficiently in VMC have been examined

over the years. Examples include Slater Determinants, Fermionic resonating valence bond states, projected

BCS states [128], and neural networks [131]. An example of a variational wave function that cannot be

implemented efficiently in VMC is a generic Bosonic resonating valence bond state [132], a state whose
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wave function ratio evaluation involves the computation of a permanent – a task that is known to be

computationally difficult.

2.3 Tensor network methods

2.3.1 Background

Tensor networks states are a class of quantum states whose state amplitudes are described by the contraction

of a network of tensors. They provide a useful theoretical framework for understanding entanglement in

quantum systems. Particular types of tensor networks, such as matrix product states or tree tensor networks,

are computationally efficient to work with and can be used to approximate the ground states of local

Hamiltonians. For one-dimensional gapped local Hamiltonians, it is possible to find highly accurate matrix

product state representations of the ground state for systems with hundreds of spins. One can view tensor

networks as a class of variational wave functions, like those used in VMC, whose properties can be computed

directly by contracting tensors rather than by sampling Markov chains. Excellent reviews of tensor networks

can be found in Refs. [133–138].

A simple example of a tensor network state is

|ψ〉 =
∑

ijklσ1σ2

Aijkσ1Bjklσ2Cil|σ1σ2〉 (2.14)

where A and B are rank-4 tensors and C is a rank-2 tensor. Tensor networks have convenient diagrammatic

representations, using the Penrose graphical notation. In this notation, a rank-k tensor is represented as a

shape with k lines coming out of it, one for each index. When two shapes share a line, that corresponds to a

contraction, or summation, over the shared index. For example, the tensor network in Eq. (2.14) is depicted

diagrammatically in Fig. 2.1. Contracted indices (indices i, j, k, l in the example) are called virtual indices

and non-contracted indices (indices σ1, σ2) are called physical indices, since they correspond to the degrees

of freedom of the quantum systems, such as spin configurations.

2.3.2 Matrix product states

Matrix product states (MPS) are a widely used type of tensor network with a one-dimensional structure.

An MPS on an open chain of L sites takes the form

|ψ〉 =
∑

σ1,...,σL

A
(σ1)
1 · · ·A(σL)

L |σ1 · · ·σL〉 (2.15)
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Figure 2.1: The tensor network of Eq. (2.14) represented diagrammatically. Here for clarity we explicitly
label all the indices in the tensor network, but in many situations they are drawn without labels.
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…

Figure 2.2: A matrix product state.

where A
(σ)
i is a χ× χ matrix (except for i = 1, L, when it is a row or column vector) where χ is the bond-

dimension and σi = 0, . . . , d − 1 where d is the local Hilbert space dimension (d = 2 for spins or qubits).

Fig. 2.2 shows the diagrammatic representation of Eq. (2.15). In general, MPS with periodic boundaries can

also be considered.

Matrix product states have a gauge freedom that can be exploited to simplify calculations. In particular,

MPS can be put into a “canonical form” that allows for more efficient MPS contractions. The process of

putting an MPS into canonical form involves iterating the following procedure:

1. Between neighboring sites i and j, construct the tensor Bασi;βσj =
∑
γ(Aσii )αγ(A

σj
j )γβ .

2. Perform a singular value decomposition5 on the matrix Bab where a = (α, σi) and b = (β, σj) are

grouped indices. This will return B = UΛV †, where U and V are unitary matrices and Λii = λi ≥ 0

is a diagonal matrix of singular values.

3. Update the MPS tensors on sites i and j: (A
(σi)
i )αβ ← U(ασi);β and (A

(σj)
j )αβ ←

∑
γ λγV

†
γ;(βσj)

.

After this procedure, the Ai tensor on site i is an isometry, satisfying either
∑
σi
Aσii
†Aσii = I when i < j or∑

σi
Aσii A

σi
i
† = I when j > i, but the Aj tensor on site j is not. By repeating this procedure from i = 1 to

i = L − 1 (from i = L to i = 2), we can make the A1, . . . , AL−1 (A2, . . . , AL) MPS tensors into isometries,

which is known as the left-canonical form (right-canonical form). One can also push the non-isometric tensor,

called the orthogonality center of the MPS, into any site in the middle of the MPS, which is known as the

5This same procedure can also be done using a QR decomposition. In that case, we would essentially replace U with Q and
ΛV † with R.
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Figure 2.3: The isometry condition for an MPS tensor in (a) left-canonical and (b) right-canonical form. (c)
The contraction 〈ψ|ψ〉 of an MPS |ψ〉 in mixed-canonical form with orthogonality center at site j. (d) The
contraction of a correlation function 〈ψ|σxi σxk |ψ〉 for an MPS with orthogonality center j ∈ (i, k).

mixed-canonical form6. Fig. 2.3(a)-(b) show what the isometry conditions of canonized MPS tensors looks

like diagrammatically. In this figure, circles represent isometries and squares represent generic tensors.

Numerous quantities can be efficiently computed for an MPS in canonical form by using the properties of

the isometric tensors. For example, the norm of a canonized MPS with orthogonality center at site j simplifies

to a summation involving only a single tensor 〈ψ|ψ〉 =
∑
σjαβ

(A
(σj)
j )αβ(A

(σj)
j

∗
)αβ , as shown in Fig. 2.3(c).

Similarly, the computation of expectation values of Pauli strings also drastically simplifies compared to the

general tensor contraction of an MPS not in canonical form. For a Pauli string
∏k
l=i σ

sl
l between sites i and

k, the expectation value 〈ψ|
∏k
l=i σ

sl
l |ψ〉 for an MPS with orthogonality center j between i and k involves

the contraction of 2|i − k| tensors rather than 2L tensors as would be required for a non-canonized MPS.

An example of this simplification for a 2-local Pauli string is shown in Fig. 2.3(d).

Matrix product states with constant bond dimensions are good approximations for the ground states

of one-dimensional gapped local Hamiltonians [139]. Moreover, there exists an efficient classical algorithm,

the density matrix renormalization group (DMRG), for constructing these ground state MPS [140]. An

open-source implementation of DMRG and other MPS algorithms is available in Ref. [141].

2.3.3 Parent Hamiltonians

For generic matrix product states, local frustration-free parent Hamiltonians can be explicitly constructed

with those MPS as exact ground states [24]. These parent Hamiltonians are explicit solutions to the inverse

6Note that in some MPS algorithms, such as the density matrix renormalization group, the orthogonality center of the MPS
is repeatedly moved, or sweeped, from one edge of the chain to the other.
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problem of finding Hamiltonians with desired ground states for a limited class of states. Our description of

MPS parent Hamiltonians closely follows Ref. [142].

Consider a length L translationally-invariant MPS |ψ〉 with periodic boundary conditions in canonical

form, with MPS tensor A(σ). For this MPS, we define the map

ΓL : X →
d−1∑

σ1,...,σL=0

tr
(
XA(σ1) · · ·A(σL)

)
|σ1 . . . σL〉 (2.16)

which maps χ × χ matrices in the virtual bond space to vectors in the dL-dimensional Hilbert space of

states. An MPS for which the map ΓL is injective for L ≥ L0 but not L < L0 is called a L0-injective MPS

or injective MPS for short. Generic MPS are injective, with the set of non-injective MPS forming a set of

measure zero.

For an L0-injective MPS, the reduced density matrix on L consecutive sites ρL has rank χ2 for L ≥ L0,

i.e., the rank of the MPS density matrix is limited by the bond-dimension χ. The Hilbert space of states

on L0 has dimension dL0 , which is generally larger than χ2. When this is the case, there is a dL0 − χ2

dimensional subspace of the Hilbert space that ρL0
does not act on. Call Pn the projector onto this space

for sites j = n to j = n+ L0 − 1. For these projectors, PnρL0 = 0 (and therefore Pn|ψ〉 = 0).

We can construct a parent Hamiltonian using a sum of these projectors on neighboring blocks

ĤPH =

L∑
n=1

Pn. (2.17)

The MPS |ψ〉 is the unique ground state of ĤPH [24]. This Hamiltonian is local since each Pn acts on up to

a constant L0 sites (assuming constant bond-dimension χ). It is also frustration-free, which means that its

ground state |ψ〉 is also the ground state of each local term Pn of the Hamiltonian.

2.3.4 Other tensor networks

There are many types of tensor networks that have been explored in the literature, with various network

topologies (See Fig. 2.4 for some examples). Unfortunately, many of these tensor networks are much more

difficult to contract than matrix product states, such as the projected entangled pair states (PEPS) [25],

the two-dimensional generalization of MPS. However, tree-tensor networks (TTN) [144] and the multi-scale

entanglement-renormalization ansatz (MERA) [145] are examples of tensor networks that can be efficiently

contracted due to their special structure. In fact, an efficient DMRG-like algorithm exists for optimizing

TTNs [146].
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Figure 2.4: (From Ref. [143]) Examples of commonly studied tensor networks.

Note that parent Hamiltonians can also be constructed for PEPS in a similar manner as for MPS [26, 142].

2.4 Operator-based methods

Many numerical methods for studying quantum many-body systems, such as the other methods described in

this chapter, work by performing calculations using quantum states. However, it can be fruitful to instead

perform calculations using operators that act on those states. This is particularly helpful when analyzing

the symmetries of a quantum system. In general, working with operators is more computationally expensive

than working with quantum states, since the space of operators is much larger than the space of states.

However, when operators are expected to be local, then a small basis of local operators can be used to

perform efficient calculations.

A quantum state |ψ〉 is a vector in a complex Hilbert space. For example, for N -qubit systems, |ψ〉 ∈

(C2)⊗N , which is a 2N -dimensional space. The operators Â : (C2)⊗N → (C2)⊗N that act on vectors in this

space also form their own (2N )2 = 4N dimensional complex vector space. A basis for this operator space is

|j〉 〈k| for j, k = 1, . . . , 2N , where {|j〉}2Nj=1 is an orthonormal basis for the state space (C2)⊗N . Moreover,

like for the state space, the operator space has an inner product: the Hilbert-Schmidt inner product

〈Â, B̂〉 ≡ tr
(
Â†B̂

)
/tr(I) (2.18)
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where I is the identity operator, so that tr(I) = 2N for N qubits7. One can check that, since {|j〉}2Nj=1 is an

orthonormal basis, the |j〉 〈k| operators are also orthogonal (though not normalized in our convention).

Hermitian operators, which satisfy Â† = Â, are of particular interest since they represent physical observ-

ables such as correlation functions and Hamiltonians. These operators form a real vector space, which can be

spanned by a basis of Hermitian operators, such as the basis with operators |j〉 〈j| , |j〉 〈k|+ |k〉 〈j| , i|j〉 〈k| −

i|k〉 〈j| where j < k, j, k ∈ {1, . . . , 2N}. Another important basis is the basis of Pauli strings Ŝa =
∏N
j=1 σ

sj
j ,

where sj ∈ {0, 1, 2, 3}, σ0 = I, and σs for s = 1, 2, 3 are Pauli matrices (see also Section 2.1). Pauli strings

are orthonormal with respect to the inner product in Eq. (2.18) and span the entire 4N -dimensional space of

N -qubit operators. Note that, through the Jordan-Wigner transformation (see Sections B.2, B.4, and B.3),

a Pauli string can be converted into a fermionic operator, so they can be used to represent operators acting

on fermions in addition to spins and qubits.

In this thesis, we will mainly be interested in local Hermitian operators. For qubit or spin systems, a

k-local operator Ĥ is an operator that is a linear combinations of k-local Pauli strings

Ĥ =
∑
a

JaŜa (2.19)

where a k-local Pauli string is a product of at most k non-identity Pauli matrices. Many well-studied

Hamiltonians, such as the Heisenberg spin chain in Eq. (2.3), are 2-local, though some Hamiltonians, such

as the 4-local toric code Hamiltonian in Eq. (1.6) [60], have more non-local interactions. Essentially, most

Hamiltonians of interest are k-local for a small constant k. The space of such k-local operators has dimension8∑k
k′=1

(
N
k′

)
3k
′
, which for a fixed k is polynomial in N . By only considering strictly local operators, we are

able to work in a polynomially-sized basis of operators and avoid the exponential cost of working with the full

exponentially-sized operator space. This is what makes the inverse method for constructing Hamiltonians

with desired eigenstates, described in Chapter 3, efficient. If one is instead interested in quasi-local operators,

which have exponentially decaying support Ja ∼ e−k/ξ for k-local Pauli strings Ŝa, then one can approximate

the quasi-local operator using a strictly local basis of operators. This is what we do in Chapter 5 to find

approximate quasi-local integrals of motion (`-bits) in many-body localized systems.

When performing computations with operators, we will need to be able to compute the product AB,

commutator [A,B] = AB−BA, or anticommutator {A,B} = AB+BA between two operators A =
∑
a JaŜa

and B =
∑
bKbŜb, as well as traces of operators. These can all be done efficiently by using the algebraic

7Since we are working with finite-dimensional vector spaces, the Hilbert-Schmidt inner product is equivalent to the Frobenius
inner product.

8This is assuming arbitrary long-range k-local interactions. If spatial locality is also required, the dimensionality is reduced
further.
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properties of Pauli strings. In particular, for Pauli matrices,

σaσb = δabI + iεabcσ
c (2.20)

where εabc is the fully anti-symmetric tensor or Levi-Civita symbol, (σa)2 = I, and tr(σa) = 0. These

properties imply that all Pauli strings except for the identity operator are traceless and that any product

(or commutator or anticommutator) of two Pauli strings is another Pauli string. These properties make

algebraic manipulation of operators that are linear combinations of Pauli strings simple. For more details

on how we perform these manipulations, see Appendices B.2 and B.6, or our open-source Python code [47].
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Chapter 3

From eigenstates to Hamiltonians

This chapter is based on the work presented in Ref. [41], ©2021 American Physical Society, done in collab-

oration with my advisor Prof. Bryan Clark.

3.1 Introduction

Our understanding of quantum many-body physics comes primarily from the use of “forward methods.” In

the forward method approach, shown in Fig. 3.1(a), a quantum model describing a material, e.g., a model

Hamiltonian, is solved. Often solving each Hamiltonian is difficult requiring expensive numerics or complex

analytic approaches. This restricts our attention to a few representative Hamiltonians or materials which

support particular properties or interesting physics. However, the space of quantum models is vast and

high-dimensional. The forward approach provides a limited perspective by restricting our focus to a small

fraction of this space. The entire space, though, almost certainly contains a myriad of interesting physical

Hamiltonians corresponding to undiscovered phases, unknown exactly solvable points, and Hamiltonians

with desirable properties.

While determining the ground state properties from a Hamiltonian is difficult, understanding interesting

physics from simple prototypical wave functions is more straightforward. For this reason, wave functions

such as resonating valence bond (RVB) states [147, 148], projected BCS states [148–150], and Laughlin wave

functions [151, 152] have been widely used to understand spin liquids, high temperature superconductivity,

and fractional quantum Hall physics in situations where Hamiltonian methods have not been feasible. Since

these prototypical wave functions are easier to work with, one can consider using them as inputs for an

“inverse method” approach for constructing parent Hamiltonians that have these wave functions as ground

states. In fact, parent Hamiltonians have already been constructed in a variety of contexts and include,

among others [153, 154, 26, 155–160, 107], RVB parent Hamiltonians on a Kagome lattice [29–31], matrix

product state parent Hamiltonians for one-dimensional systems [22–24], and Haldane pseudopotentials for a

2D electron gas [161, 162]. However, the methods for constructing parent Hamiltonians are wave function-
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specific, normally produce one or a small number of parent Hamiltonians, and often result in unphysical

models. To overcome these limitations, we developed a novel inverse method that automates the construction

of parent Hamiltonians from wave functions by searching for models in a large space of “physically reasonable”

Hamiltonians. More broadly, inverse methods have been successful in applications such as solving machine

learning problems [6], targeting many-particle ordering in classical materials [15, 16, 19, 20, 163–173, 21],

and promoting certain properties in quantum many-body systems [174–179].

Our new inverse method, Eigenstate-to-Hamiltonian Construction (EHC), takes as input a target wave

function and a target space of Hamiltonians and produces as output the Hamiltonians within the target

space for which the wave function is an eigenstate (see Fig. 3.1(b)). EHC can be readily implemented

with existing numerical tools. The key step of the method is the evaluation and analysis of the quantum

covariance matrix (QCM) (see Eq. (3.1)). The wave functions provided as input to EHC need only to be

represented in a way in which the QCM can be determined, such as numerically through the density matrix

renormalization group (DMRG) [140] or variational Monte Carlo (VMC) [180]. We show that EHC can be

implemented in an efficient manner, with the procedure scaling quadratically in the number of variational

parameters in the target space of Hamiltonians being considered.

EHC helps solve an important general problem that has been actively pursued for decades, finding

Hamiltonians with interesting ground state physics, by using the inverse approach of constructing parent

Hamiltonians from wave functions. As described above, parent Hamiltonians have been constructed, with

significant effort, in many specific contexts to better understand physical systems ranging from spin liquids

to fractional quantum Hall systems. EHC replaces the insight required to find parent Hamiltonians with an

efficient and general approach that can automate their discovery.

While this work focuses on describing the method and demonstrating its approach through a number of

simple illustrative examples, it is important to note that there are many known interesting wave functions

that this method could be fruitfully applied to in the future. Examples range from the projective symmetry

group (PSG) wave functions [57, 181–183], which span a large number of spin liquid phases, to Gutzwiller-

projected wave functions, which are heavily used in variational studies of unconventional superconductivity

[149, 184, 150], to wave functions for fractional Chern insulators [185]. Finding physically realistic parent

Hamiltonians for these wave functions could lead to important breakthroughs in spin liquid physics, high

temperature superconductivity, and topological phases of matter. There are also a myriad of other potential

uses for the EHC framework in fields such as quantum material design, cold-atom quantum simulation,

and quantum computing. For example, the EHC framework could help cold-atom experimentalists find

Hamiltonians for specific quantum ground states which are constructible within the hardware constraints of
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their experiment.

After explaining the method, we discuss three broad applications of EHC. In each application, we dis-

cover some unexpected relations between wave functions and the space of Hamiltonians.

(I) Hamiltonian Discovery: The most straightforward application of EHC is to discover new, simpler, or

more experimentally accessible parent Hamiltonians for wave functions without known parent Hamiltonians.

To illustrate this procedure, we provide as input to EHC a uniform superposition of frustrated spin config-

urations and automatically find Hamiltonians with this state as an exact ground state.

(II) State Collision: A second application of EHC is to the study of degenerate ground states. Here we

introduce a generalized form of EHC, called Degenerate Eigenstate-to-Hamiltonian Construction (DEHC),

that receives as input many wave functions and find spaces of Hamiltonians for which those wave functions

are degenerate eigenstates. DEHC can be used to identify level crossings where two potential phases collide

or to identify Hamiltonians with topological degeneracy. We illustrate this approach by colliding the ground

states of the Majumdar-Ghosh model [186, 187] and the XXZ0 two-leg ladder [188], which are singlet dimer

states and projected 3-coloring states, respectively.

(III) Phase Expansion: As a final application, we show how to use EHC to take a known ground state

wave function and expand the region of Hamiltonian space over which this wave function is a ground state.

Surprisingly, we discover that many previously known models are in fact special points in large spaces of

non-trivial Hamiltonians with identical ground states. We show examples of this procedure by expanding

the ground state phase diagram of the XX chain, the Heisenberg chain, the Kitaev chain, and a 2D BdG

model.

Altogether, in applications (I)-(III), we use seven different types of wave functions as input to EHC and

in each case are able to successfully construct new non-trivial parent Hamiltonians.

3.2 Method

In this section, we introduce our new method, the Eigenstate-to-Hamiltonian Construction (EHC). EHC

takes as input both a target state |ψT 〉 and a target space of Hamiltonians ĤT and produces as output

the space of Hamiltonians that contains |ψT 〉 as an energy eigenstate, which we call the eigenstate space

of Hamiltonians. Within the eigenstate space, it is possible for the state |ψT 〉 to be a ground state in a

particular region, which we call the ground state manifold. This hierarchy of Hamiltonian spaces is depicted

in Fig. 3.2.
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Forward method Inverse method

Ground state Target state

HamiltoniansHamiltonian

Figure 3.1: (a) A typical forward method used in quantum mechanics finds the ground state |ψ0〉 of a single
Hamiltonian Ĥ. (b) We introduce a new inverse method, EHC, that finds Hamiltonian(s) Ĥ1, Ĥ2, . . . from
a target state |ψT 〉, with the property that |ψT 〉 is an energy eigenstate of these Hamiltonian(s).
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Figure 3.2: All Hamiltonians of a finite-dimensional quantum system form a real vector space of Hermitian
operators (shown in red). Eigenstate-to-Hamiltonian Construction (EHC) is performed in a target space of
Hamiltonians, a physically meaningful subspace of the entire vector space chosen by the user (shown in blue).
The output of EHC is the eigenstate space, a subspace of the target space consisting of Hamiltonians that
contain a target wave function |ψT 〉 as an energy eigenstate (shown in green). Using ground state methods,
one can further map out the ground state manifold, the region in eigenstate space where the target state
|ψT 〉 is a ground state (shown in white).

The target space of Hamiltonians ĤT is a subspace of the vector space of all possible Hamiltonians. The

possible states of a finite system of N quantum degrees of freedom with local dimension d, e.g., d = 2 for

s = 1/2 spins, form a complex vector space of dimension dN . The possible Hamiltonians that can act on

this system are all dN × dN Hermitian operators, which form a real vector space of dimension
(
dN
)2

= d2N .

The target space is a small dT -dimensional physically meaningful subspace of Hamiltonian space that we

choose when using the EHC method. In particular, we define our target space by choosing a basis of

dT � d2N Hermitian operators {ĥa}dTa=1. Defined this way, the target space contains Hamiltonians of the

form ĤT =
∑dT
a=1 Jaĥa with real Ja. While any set of linearly independent Hermitian operators can be used

to define the target space, some natural choices for operators include local one and two-site operators.

The central tool used in EHC is the quantum covariance matrix (QCM), a dT × dT matrix whose matrix
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elements are given by

(CT )ab = 〈ĥaĥb〉T − 〈ĥa〉T 〈ĥb〉T (3.1)

where 〈Ô〉T ≡ 〈ψT | Ô|ψT 〉/ 〈ψT |ψT 〉 and a, b = 1, . . . , dT . The QCM is a quantum-mechanical generalization

of a classical covariance matrix, where statistical expectation values of random variables under a probability

distribution are replaced by quantum expectation values of Hermitian operators under a wave function. It

can be easily shown that CT is Hermitian and positive semi-definite. Most importantly, CT can be used to

compute the energy variance of the target state for Hamiltonians in the target space:

σ2
T = 〈Ĥ2

T 〉T − 〈ĤT 〉2T =

dT∑
a=1

dT∑
b=1

Ja(CT )abJb ≥ 0. (3.2)

From Eq. (3.2), one can see that an eigenvector of CT with zero eigenvalue corresponds to a vector of

coupling constants J̃a and therefore a Hamiltonian H̃ =
∑
a J̃aĥa with zero energy variance under the target

state |ψT 〉. Simply by computing the null space of the QCM, we are able to find the eigenstate space of

Hamiltonians for |ψT 〉.

There are three general cases for the dimensionality of the null space of the QCM. (1) In the case of

a one-dimensional null space, there is a single null vector, and therefore a uniquely specified Hamiltonian

[189–191] in the target space, for which the target state |ψT 〉 is an eigenstate. (2) In the case of a many-

dimensional null space, there is a multi-dimensional space of Hamiltonians, which includes any Hamiltonian

which can be constructed from a linear combination of the null vectors, which have |ψT 〉 as an eigenstate. The

null vectors obtained from numerical decompositions are often in poor representations that are difficult to

interpret. To overcome this issue we use an algorithm, described in Ref. [192], which heuristically generates

the sparsest basis for the null space. This ensures that each Hamiltonian generated from a basis state in

our eigenstate space is constructed from only a small number of distinct Hermitian operators ĥa. While we

find this decomposition fruitful in understanding the resulting Hamiltonians, it is still an important open

problem to determine other useful ways of representing the vectors in the null space. (3) Finally, in the

case when the QCM has no null space, the target state |ψT 〉 is not an eigenstate of any Hamiltonian within

the chosen target space of Hamiltonians. Nonetheless, the smallest eigenvalues of the QCM still potentially

contain useful information. Eigenvectors of the QCM with small eigenvalues correspond to Hamiltonians

with small variance under the target state |ψT 〉. This means that the lowest eigenvectors of the QCM

represent Hamiltonians under which the target wave function |ψT 〉 is “close” to an eigenstate. It will be
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important future work to better understand the implications of this.

EHC is a simple, non-iterative, and remarkably efficient procedure that only requires the computation

of d2
T + dT expectation values of correlation functions 〈ĥaĥb〉T and observables 〈ĥa〉T . Standard numerical

methods for computing such expectation values, such as VMC, DMRG, or exact diagonalization (ED), can

be used to evaluate the entries of the QCM. For our specific calculations, we used DMRG, i.e., matrix

product state (MPS) methods, and VMC.

When using DMRG, we represent the target state |ψT 〉 as a MPS, and the Hermitian operators ĥa as

low bond dimension matrix product operators (MPOs). This allows us to efficiently evaluate 〈ĥaĥb〉T and

〈ĥa〉T with standard methods, by contracting the MPS |ψT 〉 with the ĥaĥb and ĥa MPOs. We performed

our MPS calculations on finite size systems of up to N = 32 sites and were able to compute all of the entries

of the QCM to machine precision.

With VMC, we estimated the expectation values of observables Ô ∈ {ĥaĥb, ĥa} under the variational

target wave function |ψT 〉:

〈Ô〉T =
〈ψT |Ô|ψT 〉
〈ψT |ψT 〉

=
∑
R

|〈ψT |R〉|2∑
R′ |〈ψT |R′〉|2

〈R|Ô|ψT 〉
〈R|ψT 〉

by sampling configurations |R〉 from the probability distribution ∝ |〈ψT |R〉|2 with Metropolis Markov chain

Monte Carlo and computing O(R) ≡ 〈R|Ô|ψT 〉/〈R|ψT 〉 [193]. The O(R) can be concurrently evaluated

during the Markov chain sampling, which means the entries of the QCM have reduced relative statistical

noise. Alternatively, with VMC, one can also generate the QCM from a Ns × dT sample matrix Msa =

〈Rs|ĥa|ψT 〉/〈Rs|ψT 〉 for {|Rs〉}Nss=1 sampled from ∝ |〈ψT |R〉|2. The sample matrix can be computed more

efficiently than the QCM directly, requiring calculating dT observables per sample instead of d2
T . Moreover,

similar to principle component analysis (PCA), one can perform SVD on an appropriately-shifted sample

matrix to learn about the eigenvectors of the QCM 1.

We empirically found that even though VMC produces a noisy statistical estimate of the QCM, we

can still robustly identify properties of the QCM. Interestingly, the dimensionality of the null space has

significantly lower statistical noise than the numerical entries of the null vectors.

Finally, in addition to EHC, we developed a generalized form of the method for finding a space of

Hamiltonians with multiple target wave functions |ψT,1〉, |ψT,2〉, . . . as degenerate energy eigenstates, called

Degenerate Eigenstate-to-Hamiltonian Construction (DEHC), that we discuss in the appendix.

1In fact, to learn about the null space of the QCM, one can choose the configurations in the sample matrix arbitrarily.
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Figure 3.3: The steps of Eigenstate-to-Hamiltonian Construction (EHC). 1 Represent the target state |ψT 〉
numerically using, for example, MPS, VMC, or ED techniques. 2 Compute the quantum covariance matrix
(QCM) CT given by Eq. (3.1). 3 Perform a singular value decomposition (SVD) to decompose CT into CT =
UDU†, with the columns of U representing the singular vectors and the diagonal entries of D representing
their corresponding singular values. Identify the null vectors, i.e., the singular vectors with zero singular
values. The null vectors correspond to the coupling constants of Hamiltonians with |ψT 〉 as an energy
eigenstate. The CT matrix depicted is the QCM for the XX chain ground state used in our phase expansion
example.

?

(a) (b)

Figure 3.4: (a) For a classical Ising antiferromagnetic triangle, all three bond energies cannot be simultane-
ously minimized, leading to a six-fold ground state degeneracy. (b) The uniform frustrated Ising (UFI) state
is a uniform superposition of the ground states of an antiferromagnetic Ising model on a lattice of triangles.
In this case, we consider the UFI state on a triangular two-leg ladder.

3.3 Results and discussion

With a few illustrative examples, we demonstrate three applications of the EHC method – Hamiltonian

discovery, state collision, and phase expansion. Additional examples of phase expansion on the Heisenberg

chain and the Kitaev chain are discussed in the appendix. A brief summary of our results using the EHC

method are shown in Table 3.1.

3.3.1 Hamiltonian discovery

In this section, we investigate a new type of wave function and use the EHC method to construct a parent

Hamiltonian for which it is a ground state.
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Target state(s) dT Dim. e.s. space Dim. g.s. manifold
|ψUFI〉 111 21 ≥ 3

|ψ±SD〉 8 4 4

|ψm,lP3C〉 8 3 3

|ψ±SD〉 & |ψm,lP3C〉 8 2 2
|ψXX〉 198 22 ≥ 3
|ψBCS〉 408 16 ≥ 2
|ψ±KC〉 210 77 ≥ 22
|ψH〉 198 39 ≥ 3
|ψ±SD〉 198 108 ≥ 36

Table 3.1: A summary of the results of Eigenstate-to-Hamiltonian Construction (EHC) calculations per-
formed in this work. Target states and a target space of Hamiltonians of dimension dT are provided as input
to EHC. The output of EHC is an eigenstate space of Hamiltonians. Ground state methods were used to
map out the ground state manifold, but often could only provide a lower bound on the dimensionality of
the manifold. The first row is our Hamiltonian discovery result, the next three rows are our state collision
results, and the last rows are our phase expansion results. The phase expansion results for the ground states
of the Kitaev chain, Heisenberg chain, and Majumdar-Ghosh model, |ψ±KC〉, |ψH〉, |ψ

±
SD〉, respectively, were

obtained for length N = 12 chains and are discussed in the appendix.

We choose a quantum state that is derived from classical magnetically frustrated spin configurations. As

shown in Fig. 3.4(a), an Ising antiferromagnet on a triangle-tiled lattice exhibits geometric frustration, which

results in a large ground state degeneracy. The simplest such model is the antiferromagnetic Ising model

on the triangular two-leg ladder: ĤI =
∑N
i=1

(
σzi σ

z
i+1 + 1

2σ
z
i σ

z
i+2

)
. This model contains combinatorially

many ground state spin configurations chosen so that each triangle has exactly two up or two down spins.

We analyze a new type of wave function, called the uniform frustrated Ising (UFI) state |ψUFI〉, shown in

Fig. 3.4(b), which is an equal superposition of the ĤI ground state spin configurations. We use the UFI

state as the target state in EHC and discover Hamiltonians for which it is the ground state. While we do

not study the properties of this state, our consideration of it is inspired by other wave functions that are

uniform superpositions of ordered states, such as the uniform RVB state [147, 148] and uniform dimer states

[194–196], which have played important roles in spin liquid physics. We represented our target wave function

|ψT 〉 = |ψUFI〉 numerically as a matrix product state (MPS) for finite periodic ladders of size N = 8, 12, 16.

In addition to the target wave function |ψT 〉, EHC needs a target space of physically meaningful Hamil-

tonians ĤT =
∑dT
a=1 Jaĥa in which to search for parent Hamiltonians. For our target space of Hamiltonians,

we considered a large dT = 111 dimensional space of Hamiltonians spanned by periodic, local operators

made from products of Pauli matrices on up to 3 sites separated spatially up to a distance of 3 sites away
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on the ladder. Some operators in this target space include:

ĥ1 ≡
N∑
i=1

σxi ĥ5 ≡
N∑
i=1

σxi σ
y
i+1

ĥ28 ≡
N∑
i=1

σzi σ
x
i+3 ĥ66 ≡

N∑
i=1

σxi σ
z
i+1σ

z
i+3. (3.3)

Using the finite MPS representation of |ψUFI〉, we computed the 111× 111 quantum covariance matrix

(QCM) for the target space defined by the operators ĥ1, . . . , ĥ111. We identified 21 null vectors of the QCM.

These correspond to a space of 21 Hamiltonians with |ψUFI〉 as an eigenstate, which includes the Ising model

ĤI . Here, we focus on two non-trivial operators in this space

Ĥ
(1)
UFI =

N∑
i=1

1

2
σzi σ

z
i+2 + σzi σ

z
i+3 + σxi σ

z
i+1σ

z
i+2 − σzi−2σ

x
i σ

z
i+1

Ĥ
(2)
UFI =

N∑
i=1

1

2
σzi σ

z
i+2 + σzi σ

z
i+3 + σzi−2σ

z
i−1σ

x
i − σzi−1σ

x
i σ

z
i+2.

which contain Ising interactions within and between triangles on the ladder as well as off-diagonal three site

interactions of the form σxσzσz between triangles. These operators exist in four-site unit cells. We found

that the UFI state is an E = −N/2 energy eigenstate of these operators. Other operators in the eigenstate

space are discussed in the appendix.

Using DMRG and ED for ladders of N = 8, 12, 16, 20 sites, we studied the ground state manifold of the

Hamiltonian

JĤI + J1Ĥ
(1)
UFI + J2Ĥ

(2)
UFI . (3.4)

Interestingly, for J > 0 and 0 < J1/J = J2/J < Jc/J , we found that the UFI state is a ground state

of Eq. (3.4), where Jc/J depends on system size (Jc/J ≈ 0.25, 0.20, 0.175 for N = 8, 12, 16, respectively).

Moreover, for the system sizes studied, we determined empirically that for this range of parameters |ψUFI〉

exists in a degenerate ground state manifold containing 5 + N/4 states. Ultimately, our results show that

there is a family of quantum models adiabatically connected to the antiferromagnetic Ising two-leg ladder

with the UFI state as a ground state.
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3.3.2 State collision

In this section, we consider many wave functions at the same time and use our inverse method to construct

parent Hamiltonians that have all of them as degenerate ground states.

Naively, one might attempt to solve this problem by applying the EHC method repeatedly, once for each

wave function, and combining the results. However, this approach would only reveal where in Hamiltonian

space the wave functions are simultaneous eigenstates, but not where they are degenerate eigenstates. To

properly solve this problem, one needs to use the generalization of EHC for degenerate wave functions,

DEHC, to find the appropriate eigenstate space. In the following example, we apply DEHC to a triangular

two-leg ladder system and search for the eigenstate space where two singlet dimer states and all “projected

3-coloring states” are degenerate.

The singlet dimer states are |ψ±SD〉 = (|ψ1,2ψ3,4 · · ·ψN−1,N 〉 ± |ψ2,3ψ4,5 · · ·ψN,1〉)/
√

2 where |ψi,j〉 ≡

(|↑i↓j〉−|↓i↑j〉)/
√

2 is a singlet dimer between sites i and j. The states |ψ±SD〉 are the two degenerate ground

states of the periodic Majumdar-Ghosh model [186, 187].

The projected 3-coloring states [188] are projected product states of the form |ψm,lP3C〉 ≡ PSz=m

(⊗N
i=1 |ni〉

)
where |ni〉 ≡ (|↑i〉+ωni |↓i〉)/

√
2 with ni ∈ {0, 1, 2}, PSz=m is a projection onto the Sz-sector with magneti-

zation m, ω ≡ ei2π/3, and each triangle of the two-leg ladder is 3-colored so that ni, ni+1, ni+2 are different

for every i. The parameter l labels the two possible 3-colorings of the two-leg ladder. There are 2N linearly

independent projected 3-coloring states |ψm,lP3C〉.

As input to DEHC, we provide a dT = 8 dimensional target space of Hamiltonians spanned by local

two-site exchange and Ising interactions on even and odd sites. The first four operators, which act on even

sites, are

ĥ1 ≡
N/2∑
i=1

∑
ρ=x,y

Sρ2iS
ρ
2i+1 ĥ2 ≡

N/2∑
i=1

Sz2iS
z
2i+1

ĥ3 ≡
N/2∑
i=1

∑
ρ=x,y

Sρ2iS
ρ
2i+2 ĥ4 ≡

N/2∑
i=1

Sz2iS
z
2i+2 (3.5)

where Sρi = σρi /2 are spin-1/2 operators. The other four act on odd sites. Also provided as input to DEHC,

are all 2N + 2 projected 3-coloring and singlet dimer states.

From a single DEHC calculation, we found the following two-dimensional space of Hamiltonians for which
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the singlet dimer states and projected 3-coloring states are degenerate eigenstates

K1

(
N∑
i=1

Ĥ
(i,1)
XXZ0 +

1

2

N∑
i=1

Ĥ
(i,2)
XXZ0

)
+K2

N∑
i=1

(−1)iĤ
(i,2)
XXZ0 (3.6)

with parameters K1 and K2 defining the space, where Ĥ
(i,r)
XXZ0 ≡ Sxi Sxi+r + Syi S

y
i+r − 1

2S
z
i S

z
i+r

2. This space

of Hamiltonians is where the two sets of states “collide” and become degenerate with one another.

To better understand the Hamiltonians surrounding this “collision region,” we performed two more DEHC

calculations, one with only the singlet dimer states as input and one with only the projected 3-coloring states

as input. In both cases, we considered the same 8-dimensional target space of Hamiltonians described above.

From one calculation, we found that the singlet dimer states |ψ±SD〉 are degenerate energy eigenstates of

a four-dimensional space of Hamiltonians

N∑
i=1

∑
ρ=x,y

[
Jxy

(
Sρi S

ρ
i+1 +

1

2
Sρi S

ρ
i+2

)
+ (−1)iδxyS

ρ
i S

ρ
i+2

]

+

N∑
i=1

[
Jz

(
Szi S

z
i+1 +

1

2
Szi S

z
i+2

)
+ (−1)iδzS

z
i S

z
i+2

]
(3.7)

with parameters Jxy, Jz, δxy, δz defining the space.

From the other calculation, we found that the projected 3-coloring states |ψm,lP3C〉 are degenerate eigen-

states of a three-dimensional space of Hamiltonians

JXXZ0

N∑
i=1

Ĥ
(i,1)
XXZ0 + εe

N/2∑
i=1

Ĥ
(2i,2)
XXZ0 + εo

N/2∑
i=1

Ĥ
(2i+1,2)
XXZ0 (3.8)

where JXXZ0, εe, εo are the three parameters defining the space.

Informed by our inverse method calculations, we could effectively map out the ground state manifolds

of the singlet dimer states and the projected 3-coloring states by performing DMRG on the models defined

by Eqs. (3.6), (3.7), (3.8) on finite size ladders of size N = 12, 16, 32. Due to the low dimensionality of the

Hamiltonian spaces considered in this example, we are able to visualize how the singlet dimer and projected

3-coloring parent Hamiltonians “collide” in Hamiltonian space. A visualization of this collision, shown in

two different ways, is depicted in Fig. 3.5.

Fig. 3.5(a) shows the ground state manifold of the singlet dimer states |ψ±SD〉 contained in a three-

dimensional projection of their four-dimensional eigenstate space. Fig. 3.5(b) shows the ground state man-

2In terms of Eq. (3.7), this corresponds to K1 ≡ Jxy ,K2 ≡ δxy subject to the constraints Jz = −Jxy/2, δz = −δxy/2.
In terms of Eq. (3.8), this corresponds to K1 ≡ JXXZ0,K2 ≡ εe − JXXZ0/2 = −εo + JXXZ0/2 or εe = K1/2 + K2 and
εo = K1/2−K2.
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Figure 3.5: State collision example. Collision of the singlet dimer states |ψ±SD〉 and the projected 3-

coloring states |ψm,lP3C〉 from (a) the perspective of the singlet dimer eigenstate space, which is given by
Eq. (3.7) with Jxy = 1 and is shown in green and (b) the perspective of the projected 3-coloring eigenstate
space, which is given by Eq. (3.8) and is shown in teal. The space where all of the states are degenerate
eigenstates is given by Eq. (3.6) and is shown in purple; it appears as a line in (a) and a plane in (b). The
collision region, where all states are degenerate ground states, occurs on the indicated line segment in (a)
and in the indicated triangular region in (b).

ifold of the projected 3-coloring states |ψm,lP3C〉 contained in their three-dimensional eigenstate space. The

combined eigenstate space where |ψ±SD〉 and |ψm,lP3C〉 are degenerate energy eigenstates, is depicted in purple

in both Fig. 3.5(a) and Fig. 3.5(b). From DMRG and ED, we found that the collision region occurs for the

set of parameters K1 > 0 and −1/2 ≤ K2/K1 ≤ 1/2 3. The collision region appears as a line segment in

Fig. 3.5(a) and as a triangular region in Fig. 3.5(b).

Note that the singlet dimer eigenstate space can be constructed from an anisotropic generalization of

a known space of “block operators” described by Ref. [197], which we discuss in the appendix. Similarly,

the projected 3-coloring eigenstate space is largely made up of a known space of triangle-tiled Hamiltonians

described by Ref. [188].

3.3.3 Phase expansion

In this section, we show with two examples, the XX chain and a 2D BDG model, how EHC can be used

to expand the zero-temperature phase diagram about a known Hamiltonian Ĥ0 to find a non-trivial many-

dimensional manifold of Hamiltonians with the same ground state wave function as Ĥ0.

When phase expanding from Ĥ0, there are generically two classes of new Hamiltonians one might find:

3In terms of Eq. (3.7), this corresponds to Jxy > 0, Jz = −Jxy/2, δz = −δxy/2, and −1/2 ≤ δxy/Jxy ≤ 1/2. In terms of
Eq. (3.8), this corresponds to JXXZ0 > 0, εe/JXXZ0 = 1− εo/JXXZ0 and 0 ≤ εe/JXXZ0 ≤ 1.
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Hamiltonians that commute with Ĥ0 and those that do not. Adding Ĥ0-commuting Hamiltonians to Ĥ0

not only preserves the target state |ψT 〉 as an eigenstate, but actually preserve all eigenstates and only acts

to shift the eigenvalues. These Hamiltonians can be the result of conserved quantities, such as total S2
z . In

our phase expansion results, we, unsurprisingly, find such Hamiltonians. However, surprisingly, we also find

non-Ĥ0-commuting Hamiltonians with |ψT 〉 as an eigenstate. Adding such Hamiltonians to Ĥ0 preserves the

target state |ψT 〉 as an energy eigenstate while modifying other eigenstates. For example, in the XX chain

and Heisenberg chain (see appendix) we find new Hamiltonians that do not commute with their respective

Ĥ0.

The periodic XX chain, ĤXX =
∑N
n=1

(
SxnS

x
n+1 + SynS

y
n+1

)
, has an antiferromagnetic ground state

|ψXX〉. We represent |ψXX〉 as a MPS, which we obtain by performing DMRG on periodic XX chains of

length N = 12. Because a priori we do not know what a possible expanded phase diagram of |ψXX〉 might

look like, we considered a large target space of Hamiltonians spanned by dT = 3
(
N
2

)
= 3N(N − 1)/2 = 198

two-site spin operators of the form

Sxi S
x
j Syi S

y
j Szi S

z
j (3.9)

where 1 ≤ i < j ≤ N . Note that these operators are simple and physically reasonable in that they only

involve two-site spin interactions, though they are non-local for spins arranged on a chain. One can easily

see that the original Hamiltonian ĤXX is contained in this target space.

Using a MPS representation of |ψXX〉, we computed the QCM for the target space given by Eq. (3.9),

which is depicted in Fig. 3.3, and found that its null space was spanned by 22 null vectors for N = 12, where

12 were related to total Sz conservation (see supplement for details) and 4 appeared to be from finite-size

effects. The remaining 6 null vectors corresponded to a space of Hamiltonians

Ĥ
(c,ε)
XX ≡

N∑
n=1

εnf (c)(n)
(
SxnS

x
n+1 + εSynS

y
n+1

)
(3.10)

where ε = ±1 and f (c)(n) = 1, sin(2πn/N), cos(2πn/N) for c = 0, 1, 2, respectively. These operators

correspond to particular types of sinusoidally modulated and anisotropic XX chain interactions. Note that

|ψXX〉 is a zero energy eigenstate of all of these operators, except for Ĥ
(0,+)
XX = ĤXX . Also, the four operators

Ĥ
(c,ε)
XX for c = 1, 2 and ε = ±1 do not commute with ĤXX . In fact, the six operators in Eq. (3.10) do not

commute with one another except in ε = ±1 pairs, so that
[
Ĥ

(c,+)
XX , Ĥ

(c,−)
XX

]
= 0 for all c.

Next, informed by the results of EHC, we mapped out the ground state manifold of |ψXX〉 by performing
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ground state calculations on Hamiltonians in the space described by Eq. (3.10) 4. We find a highly non-trivial

ground state manifold for the Hamiltonian

∑
c=0,1,2

∑
ε=±1

Jc,εĤ
(c,ε)
XX (3.11)

defined by the six parameters J0,±, J1,±, J2,±. We analyzed the ground state manifold empirically by consid-

ering two and three-dimensional projections of this space subject to the constraint J0,+ = 1. For example, for

finite size systems we found the following (approximate) two-dimensional regions where |ψXX〉 was the ground

state: |J0,−|+ |Jc,ε| . 1 for c = 1, 2 and ε = ±1; |Jc,−|+ |Jc,+| . 1 for c = 1, 2; and (J1,ε1)2 + (J2,ε2)2 . 1 for

ε1, ε2 = ±1. We also observed an example of a three-dimensional ground state manifold for |ψXX〉 with the

approximate shape of a tetrahedron, depicted in Fig. 3.6(b). The tetrahedron-like manifold has endpoints

at approximately (J0,−, J1,+, J1,−) = (−1,−1,−1), (1, 1,−1), (1,−1, 1), (−1, 1, 1) in coupling constant space.

One implication of our results is that the ground state of the XX chain is robust to specific sinusoidally

modulated XX-like perturbations. Note that the Hamiltonians found in Eq. (3.11) are related to a mapping

discussed in Ref. [198].

Finally, we discuss an application of the EHC method to a two-dimensional system using variational

Monte Carlo (VMC) to calculate the QCM. In this example, we performed phase expansion on the ground

state of the following BdG Hamiltonian on an L× L square lattice

ĤBdG = −
∑

(x,y),σ

(c†(x,y),σc(x+1,y),σ + c†(x,y),σc(x,y+1),σ + h.c.)

+
∑
(x,y)

(c(x,y),↑c(x,y),↓ + h.c.)

where (x, y) indicates the coordinates of a site in the lattice. This model is the parent Hamiltonian of the

s-wave BCS wave function |ψBCS〉 =
∏
k(uk + vkc

†
k↑c
†
−k↓)|0〉 with BCS parameters uk, vk defined in the

standard way and ∆k = ∆ = t = 1, µ = 0.

The target space provided as input to EHC was spanned by all possible one and two-site operators of

4In this case, the spin-1/2 Hamiltonian can be converted into a non-interacting Hamiltonian of spinless fermions with the
Jordan-Wigner transformation. The many-body ground state energy can then be efficiently computed by diagonalizing a
one-body Hamiltonian.
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Figure 3.6: Phase expansion schematic and example. (a) Schematic representing the expansion of a
phase diagram about a known Hamiltonian Ĥ0, which has a known ground state |ψT 〉. Shown is the target
space (blue) provided as input to the EHC method, the eigenstate space (green) of |ψT 〉 produced as the
output of EHC and the expanded ground state manifold (white) of |ψT 〉. (b) Numerical results for the phase
expansion about the Hamiltonian ĤXX with ground state |ψXX〉. Shown is a three-dimensional projection
(green) of the six-dimensional eigenstate space of |ψXX〉, given by Eq. (3.11) with J0,+ = 1 and J2,± = 0 and
the ground state manifold of |ψXX〉 (white), which almost has the shape of a tetrahedron. For simplicity of
visualization, here we plot a tetrahedron, which contains most of the ground state manifold, though ignores
a small curved region which extends slightly beyond the tetrahedron.

49



the form

∑
σ

n(x,y)σ, n(x,y)↑n(x,y)↓,
∑
σ

(c†(x,y)σc(x′,y′)σ + h.c.),

(c(x,y)↑c(x′,y′)↓ + h.c.),
∑
σ,σ′

n(x,y)σn(x′,y′)σ′ .

In our calculations, we considered an N = 4× 4 = 16 site system, which made the dimension of this target

space dT = 408.

Using VMC, we numerically estimated the QCM for the N = 16 site BCS state in this target space. The

eigenstate space produced by the EHC method contained 16 operators. One interesting Hamiltonian in this

space is the staggered s-wave pairing operator

Ĥs =
∑
(x,y)

(−1)x+y(c(x,y),↑c(x,y),↓ + h.c.). (3.12)

The s-wave BCS state |ψBCS〉 is a zero energy eigenstate of this operator. Numerically, we determined that

|ψBCS〉 is actually the ground state of the phase expanded model tĤBdG+∆sĤs for t > 0 and −1 ≤ ∆s/t ≤ 1,

even for large system sizes. An alternative approach for constructing parent Hamiltonians from BCS ground

states is given in Ref. [153].

Other examples of phase expansion for the Kitaev chain, Heisenberg chain, and Majumdar-Ghosh model

are discussed in the appendix. A visualization of the QCMs computed in our phase expansion results and

their spectra are shown in Fig. 3.7. Note that for each QCM considered, there are many eigenvalues that are

zero to numerical precision, which are separated by many orders of magnitude from the non-zero eigenvalues.

We note that for frustration-free models, such as the Kitaev chain and Majumdar-Ghosh model, we found

eigenstate spaces that were much higher-dimensional than for the other models we considered.

3.4 Summary

We have developed the Eigenstate-to-Hamiltonian Construction (EHC) which is an efficient inverse method

that can be used to produce spaces of physically meaningful parent Hamiltonians from a wave function.

Analogous to variational wave function approaches to the forward problem, EHC is a variational Hamiltonian

approach that finds parent Hamiltonians from a class of models. We anticipate that it will play a similarly

important role in strongly-correlated physics.

The key to the EHC method is computing the quantum covariance matrix (QCM) (see Eq. (3.1)),
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Figure 3.7: A summary of phase expansion results obtained in this work. In each row, we show the target
state(s) provided as input to EHC (and DEHC), the QCMs CT (and DQCMs DT , see supplement) we
calculated, and their spectra on a log scale. The eigenvectors of a QCM (or DQCM) are vectors of coupling
constants that correspond to Hamiltonians with variance σ2

T under the target state |ψT 〉. The QCM for
|ψBCS〉 in the bottom row was statistically estimated using variational Monte Carlo, while the others were
computed with matrix product states.
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from which parent Hamiltonians can be found. Even though for the examples presented in this work we

computed the QCM using VMC and DMRG, one can certainly compute the QCM using various other

analytical, numerical, and experimental approaches. For example, one can compute the QCM in the context

of sign-problem free Hamiltonians using quantum Monte Carlo.

We have described some sample applications of EHC in which we revealed some interesting and un-

foreseen structure of Hamiltonian space. We demonstrated how to find new types of Hamiltonians with

EHC by automatically constructing parent Hamiltonians for a uniform superposition of frustrated Ising spin

configurations. The discovered parent Hamiltonians are non-trivial quantum models that are adiabatically

connected to the degenerate ground state manifold of the classical Ising antiferromagnet. This example

clearly illustrates how the EHC method can quickly and with minimal theoretical ingenuity produce parent

Hamiltonians that might otherwise take significant effort or insight to discover.

We also showed how the degenerate version of EHC, DEHC, can find regions of Hamiltonian space where

many wave functions are degenerate, which allows one to automatically identify level-crossings or topological

degeneracies between different states. We demonstrated this by finding the space where singlet dimer states

and 3-coloring states “collide,” resulting in a highly degenerate ground state manifold corresponding to a

first-order quantum phase transition.

Finally we showed how to use EHC to expand the phase diagram of known model Hamiltonians, such as

the XX chain, the Kitaev chain, the Heisenberg chain, and a 2D s-wave BdG model. In doing so, we showed

that these specific models are actually special points in Hamiltonian space and that their ground states are

shared with surrounding Hamiltonians in large, non-trivial regions in this space.

3.5 Conclusions

The EHC approach fits into a broader class of techniques, such as machine learning approaches, for au-

tomating physical understanding that previously required significant insight. Moreover, given the relation

between the QCM and covariance matrices used in statistics, data science, and machine learning, one might

expect methods developed in those contexts, such as principal component analysis, to be applicable to EHC

and quantum systems.

The standard approach to condensed matter physics is to take a Hamiltonian and determine emergent

properties represented by it ground state(s). Historically this has been difficult because of the exponential

computational complexity in determining the exact ground state wave function. In this work, we invert this

approach, demonstrating a new approach to condensed matter physics. Starting with wave functions with
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desired properties, we find Hamiltonians with these ground states in time quadratic in the dimension of

the local Hamiltonian space explored by EHC. This new perspective asks us to consider more broadly the

structure of the larger phase space of physically meaningful Hamiltonians.

EHC is a general tool that allows both theorists and experimentalist to construct Hamiltonians that

have interesting physics or targeted properties in their ground states. Example uses might include targeting

ground states in cold-atom systems as well as applications to spin liquids, fractional quantum Hall physics,

unconventional superconductivity, many-body localization, frustrated magnetism, and continuum ab-initio

approaches. EHC is a key step toward the long-term goal of material design of strongly correlated materials.
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Chapter 4

From symmetries to Hamiltonians

This chapter is based on the work presented in Ref. [44], ©2021 American Physical Society, done in collab-

oration with Dr. Benjamin Villalonga Correa and my advisor Prof. Bryan Clark.

4.1 Introduction

Symmetry is central to our understanding of the phases of matter seen in nature. Many phase transitions,

such as those of liquids, magnets, or superconductors, can be described by the spontaneous breaking of

symmetry according to Landau’s theory [199]. Moreover, the existence of space group and point group

symmetries in crystalline phases of matter highly influences the formation of order in these systems. Even

topological phases of matter, exotic quantum phases that are notable for their lack of order, have non-trivial

topological symmetries that give rise to their exotic properties.

We propose a new approach for studying quantum phases of matter based on symmetries. Our new

approach, the symmetric Hamiltonian construction (SHC), is an algorithm that takes as input symmetries

and produces as output Hamiltonians that obey those symmetries. The SHC is an example of an inverse

method, a method for generating models from data. Inverse methods are widely used throughout machine

learning, such as in deep learning [6]. In physics, they have been used in classical systems to design interaction

potentials that stabilize crystalline and magnetic order [20, 15, 16, 19] and in quantum systems to design or

reconstruct Hamiltonians from eigenstates or density matrices [41–43, 37, 48] as well as to build single-body

Hamiltonians compatible with a given symmetry group [200]. The SHC algorithm extends ideas developed in

the slow operator method [45] and is quite general. The symmetries provided as input can be either integrals

of motion, which can generate continuous symmetries, or discrete symmetry transformations. Example

symmetries include particle number conservation, SU(2) symmetry, and point group symmetries, as well as

more exotic topological symmetries such as those that we consider in this work. The Hamiltonians produced

as output can be interacting as well as non-interacting; and can be made to commute or anticommute with

the input symmetry operators. Our numerical implementation of the SHC is publicly available as the QOSY:
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Quantum Operators from Symmetry Python package [47].

In this work, we use the SHC to construct new Hamiltonians for two topological systems: superconductors

with Majorana zero modes and Z2 quantum spin liquids. We engineer superconducting Hamiltonians that

commute with Majorana zero mode operators whose spatial distributions are specified as input. Separately,

we construct multiple new interacting Z2 quantum spin liquid Hamiltonians on different lattice geometries

that commute with topologically non-trivial Wilson loop operators.

Majorana zero modes are integrals of motion that occur in certain superconductors that exhibit the

statistics of Majorana fermions [70], an exotic class of fermions that are their own antiparticles [201]. In

addition to their importance to fundamental physics, Majorana fermions, which are non-Abelian anyons,

have potential applications as the building blocks for qubits in fault-tolerant quantum computers [59, 70].

Many experiments have attempted to observe Majorana fermions by engineering particular superconducting

Hamiltonians, such as the Kitaev chain [202], that are theoretically known to host Majorana zero modes

[203]. To expedite the experimental search for Majorana fermions, it is desirable to expand the small list

of superconducting Hamiltonians known to possess Majorana zero modes. For this reason, we apply the

SHC to design new examples of such Hamiltonians. We successfully construct a large family of local, highly

tunable superconducting Hamiltonians that commute with Majorana zero modes that can be distributed

arbitrarily in space. Many of these Hamiltonians have the potential to be realized in experiment.

Quantum spin liquids are exotic magnets in which spins do not order even at zero temperature due to

quantum fluctuations [55]. Gapped quantum spin liquids are topologically ordered, meaning that they exhibit

anyonic quasiparticles, ground state degeneracy that depends on the topology of the underlying lattice, and

non-local symmetries. In particular, gapped Z2 spin liquids host Abelian anyons and a particular set of

symmetries known as Wilson loops, non-local loop operators with non-trivial topological properties. Despite

significant study, there are few known model Hamiltonians that exhibit the physics of Z2 quantum spin

liquids. Some exactly solvable Hamiltonians, such as the toric code [73] and related models [155, 204, 205,

73, 206, 207], are often sums of commuting operators while other candidate Z2 spin liquid Hamiltonians

[208, 209] are difficult to solve numerically.

Using the SHC, we find new families of Z2 spin liquid Hamiltonians for spins on the square and kagome

lattices. The Hamiltonians that we discover are not sums of commuting operators, are not frustration-free,

and can possess local and non-local integrals of motion. We find that these Hamiltonians, perturbed in an

appropriate way, exhibit GOE level-spacing statistics in particular quantum number sectors, suggesting that

they could be non-integrable. These models provide new, interesting examples of Z2 topological order in

spin systems.
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Figure 4.1: The set of all possible Hamiltonians is a large vector space (shown in red). We are interested in
a small subspace of this space that consists of local Hamiltonians (shown in blue). Local Hamiltonians with
particular symmetries, such as Hamiltonians that commute with the integral of motion Â or anti-commute
with the antisymmetry B̂ or are invariant under the symmetry transformation Û , are also vector spaces
(shown in green, purple, and orange, respectively). The symmetric Hamiltonian construction takes as input
a list of symmetries, such as Â, B̂, and Û , and produces as output the space of local symmetric Hamiltonians
that obey all of these symmetries (shown in white).

The remainder of this chapter is organized as follows. Section 4.2 describes the SHC method. Section 4.3

details our construction of superconducting Hamiltonians that commute with Majorana zero modes. Sec-

tion 4.4 describes the new Z2 spin liquids that we found by searching for Hamiltonians that commute with

Wilson loops. We conclude in Section 4.5.

4.2 The symmetric Hamiltonian construction method

In this section, we describe the symmetric Hamiltonian construction (SHC) procedure for generating Hamil-

tonians with desired symmetries (see Fig. 4.1), which includes integrals of motion (Sec. 4.2.1) and symmetry

transformations (Sec. 4.2.2). In Sec. 4.2.3, we describe how these calculations can be interpreted as finding

the “ground states” of super-operator “Hamiltonians.”

Our numerical implementation of these methods is publicly available as the QOSY: Quantum Operators

from Symmetry Python package [47], whose features are briefly discussed in Appendix B.6.

4.2.1 Constructing Hamiltonians with desired integrals of motion

Here we present our method for constructing Hamiltonians with a desired integral of motion, i.e., a Hermitian

operator Ô that commutes with the Hamiltonian [Ĥ, Ô] = 0. This method takes in as input an integral of
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motion Ô and produces as output Hamiltonians Ĥ that commute with Ô. Our inverse method for finding

these symmetric Hamiltonians is based on the slow operator method [45], a forward method for finding

integrals of motion from Hamiltonians.

In the inverse method, our goal is to find a Hamiltonian that minimizes the norm of the commutator

ε ≡ ‖[Ĥ, Ô]‖2 (4.1)

subject to the constraint that ‖Ĥ‖ = 1 (which can always be achieved with a trivial normalization), where

‖Ô‖2 ≡ tr
(
Ô†Ô

)
/tr
(
Î
)

is the Frobenius norm and Î is the identity operator.

In the slow operator forward method, the goal is to find integrals of motion that minimize Eq. (4.1)

for a given Hamiltonian. Numerically, this has been done using exact diagonalization [45, 46, 210, 211],

matrix product operators [211, 212], and other tensor networks [98]. In these contexts, the Hamiltonians

studied were non-integrable models and the minimal commutator norms ε discovered were often small, but

not exactly zero, making the optimized operators approximate integrals of motion. Generically, we expect

the inverse problem to be easier than the forward one. This is because integrals of motion can be highly

non-local while physical Hamiltonians should be local. Since local operators make up a much smaller space of

operators, it is much easier to search for local Hamiltonians than non-local integrals of motion. In Section 4.4,

for particular Ô, we are able to efficiently find Hamiltonians for which ε ≈ 10−16 in finite-size systems.

Instead of representing the operators Ĥ and Ô in Eq. (4.1) as matrices or tensor networks, we find it

useful to expand both of these operators in a basis of operator strings Ŝ1, . . . , Ŝd that span a d-dimensional

space of Hermitian operators. In particular, we consider three different types of operator strings, Pauli

strings, Fermion strings, and Majorana strings, to represent all possible spin-1/2 and fermionic operators.

For a system of n spin-1/2 qubits, we define a 4n-dimensional basis of Pauli strings:

Ŝa = σ̂t11 ⊗ · · · ⊗ σ̂tnn (4.2)

where a = 1, . . . , 4n is a unique index for the operator, ti ∈ {0, 1, 2, 3}, σ̂0 = Î, and σ̂1, σ̂2, σ̂3 are Pauli

matrices.

For a system of n fermions, we likewise define a 4n-dimensional basis of Fermion strings, which come in
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three types:

Ŝa =


ĉ†i1 · · · ĉ

†
im
ĉim · · · ĉi1 ,

ĉ†i1 · · · ĉ
†
im
ĉjl · · · ĉj1 + H.c.,

iĉ†i1 · · · ĉ
†
im
ĉjl · · · ĉj1 + H.c.,

(4.3)

where ĉ†j and ĉj are fermionic creation and anhillation operators, 1 ≤ i1 < . . . < im ≤ n, 1 ≤ j1 < . . . ≤ jl ≤

n, 0 ≤ l ≤ m ≤ n, and the indices are lexicographically ordered so that (j1, . . . , jl) < (i1, . . . , im).

Finally, for fermions, we also define a 4n-dimensional basis of Majorana strings:

Ŝa = iσa τ̂ t11 · · · τ̂ tnn (4.4)

where ti ∈ {0, 1, 2, 3}, (τ̂0
i , τ̂

1
i , τ̂

2
i , τ̂

3
i ) = (Î , âi, b̂i, d̂i), and σa ∈ {0, 1} is chosen to make Ŝa Hermitian.

The operators âi ≡ ĉi + ĉ†i , b̂i ≡ −i(ĉi − ĉ†i ) are Majorana fermions and d̂i ≡ −iâib̂i = Î − 2ĉ†i ĉi is a

fermion parity operator. A discussion of the properties of these three operator string bases is provided in

Appendices B.2, B.3, and B.4.

We perform our SHC calculations directly in a basis of operator strings. The Hamiltonian (unknown) and

integral of motion (known) can be written in terms of operator strings as Ĥ =
∑
a JaŜa and Ô =

∑
b gbŜb,

respectively, where Ja (unknown) and gb (known) are real coupling constants. Our goal is to find Ja such

that the commutator norm is zero: ε = 0. The commutator between two operator strings can be expanded

in terms of other operator strings

[Ŝa, Ŝb] =
∑
c

f cabŜc (4.5)

where f cab = −f cba are (basis-dependent) structure constants. Importantly, for bases of Pauli strings and

Majorana strings, the structure constants f cab are highly sparse and easy to compute algebraically without

representing the operator strings as matrices or tensor networks (see Appendices B.2 and B.4 for details).

Computing the structure constants for Fermion strings, however, is not efficient, so we instead perform

computations in the Majorana string basis and convert back and forth to the Fermion string basis as needed.

Using the structure constants, we define the Liouvillian matrix (LÔ)ca ≡
∑
b gbf

c
ab, which describes how

operator strings commute with the known integral of motion: [Ŝa, Ô] =
∑
c(LÔ)caŜc.

Finally, using the Liouvillian matrix, we can define the commutant matrix CÔ [46], the central quantity
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that we will work with in the inverse method 1:

CÔ ≡ L
†
Ô
LÔ. (4.6)

The commutator norm can then be written as a quadratic form involving the commutant matrix

ε = JTCÔJ (4.7)

where J is the vector of coupling constants of the Hamiltonian. The commutant matrix CÔ is Hermitian

and positive semi-definite, making its eigenvalues real and non-negative.

A normalized eigenvector J of CÔ with eigenvalue ε corresponds to a Hamiltonian Ĥ =
∑
a JaŜa whose

commutator norm with Ô is
∥∥[Ĥ, Ô]

∥∥2
= ε. This indicates that the operators Ĥ and Ô exactly commute

when J is a null vector, i.e., an eigenvector with zero eigenvalue (ε = 0), of the commutant matrix. Therefore,

a null vector J corresponds to a Hamiltonian Ĥ with Ô as an integral of motion. Moreover, since any linear

combination of null vectors is also a null vector, we see that the null space of CÔ corresponds to an entire

vector space of Hamiltonians with the desired integral of motion Ô.

We now can see that the inverse method for finding Hamiltonians with a desired integral of motion

amounts to finding the null space, or zero modes, of the commutant matrix. As we will discuss in Sec. 4.2.3,

computing the null space of the commutant matrix can be done in a number of ways. The simplest way to do

this is to explicitly construct the commutant matrix and diagonalize it numerically for a finite-dimensional

basis of operator strings. This is feasible when searching for Hamiltonians since they can be represented as

local operators, which can be spanned by relatively low-dimensional spaces of local operator strings.

For a fixed d-dimensional space of operators, it is interesting to consider the possible dimensionality

of the commutant matrix’s null space. If the null space of CÔ is one-dimensional, then there is a unique

Hamiltonian Ĥ in the chosen space that commutes with Ô. If the null space dimension is greater than

one, then there are many Hamiltonians Ĥ1, Ĥ2, . . . in that space that, in any linear combination, commute

with Ô. If the null space dimension is zero, then there is no Hamiltonian that exactly commutes with Ô in

the chosen space. Nonetheless, since the eigenvalues of CÔ correspond to commutator norms, the smallest

eigenvalue eigenvector of CÔ corresponds to the Hamiltonian in the space that is “closest” to commuting

with Ô 2.

We also generalize this inverse method to construct Hamiltonians with desired antisymmetries, i.e.,

1As discussed in the Appendix, this is the form of the commutant matrix for an orthonormal basis of operator strings, such
as the Pauli string or Majorana string bases.

2This is related to the original motivation to name the forward method the slow operator method, since energy eigenstates
exhibit slowly varying expectation values over these quasi-integrals of motion.
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Hamiltonians Ĥ that anti-commute with a desired operator Ô. To find Hamiltonians that anti-commute

with Ô, we look for Hamiltonians that minimize the anti-commutator norm

ε̄ = ||{Ĥ, Ô}||2 = JT C̄ÔJ (4.8)

where C̄Ô = L̄†
Ô
L̄Ô is the anti-commutant matrix, (L̄Ô)ca ≡

∑
b gbf̄

c
ab, and {Ŝa, Ŝb} ≡

∑
c f̄

c
abŜc. Similar to

the method described above, finding Hamiltonians that anti-commute with Ô amounts to finding the null

space of the anti-commutant matrix C̄Ô.

Finally, we note that the inverse method described in this section is directly related to the recently

developed eigenstate-to-Hamiltonian construction (EHC) algorithm [41–43] for constructing Hamiltonians

from eigenstates. In fact, as pointed out in Ref. [42], if the integral of motion corresponds to a pure state

density matrix, Ô = |ψ〉 〈ψ|, then the commutant matrix of Eq. (4.6) is proportional to the quantum

covariance matrix 〈ψ| ŜaŜb|ψ〉 − 〈ψ| Ŝa|ψ〉 〈ψ| Ŝb|ψ〉, which is the central quantity computed in the EHC

algorithm. Moreover, if the integral of motion is a mixed state density matrix, then the SHC method is

closely related to the method described in Ref. [37] for learning Hamiltonians from local measurements.

4.2.2 Constructing Hamiltonians that are invariant under desired symmetry

transformations

Next, we detail how to construct Hamiltonians that are invariant under desired discrete symmetry transfor-

mations, i.e., unitary operators Ûg associated with a finite group g ∈ G that leave the Hamiltonian invariant

ÛgĤÛ−1
g = Ĥ. Since [Ĥ, Ûg] = 0, in principle the method from Sec. 4.2.1 could be applied. However,

generically, Ûg will be a sum of many operator strings, making such calculations intractable in the basis

of operator strings. Instead, in this section, we describe two alternative efficient approaches that take as

input a finite symmetry group G made of symmetry transformations, such as space group, time-reversal,

and charge-conjugation symmetries, and produce as output Hamiltonians invariant under the action of these

transformations.

In the first approach, we directly symmetrize our basis of operator strings to produce a new basis of

symmetric operators [200]

Ŝ ′a ≡
∑
g∈G

g · Ŝa (4.9)

where g · Ŝa is the group action of the element g on the operator string Ŝa, which maps that operator
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string to a linear combination of other operator strings. This is similar to a symmetrization procedure

performed by Ref. [200]. For finite groups of order |G| and bases of operator strings of dimension d, we

can enumerate over all operator strings and perform this calculation in time d|G|. When performing such

calculations, one needs to take care to ignore non-symmetrizable operator strings 3 and not include linearly

dependent symmetrized operators. In this new symmetrized basis, any linear combination Ĥ =
∑
a JaŜ ′a of

the symmetrized operators is a Hamiltonian that is invariant under the transformations in the symmetry

group G.

In the second approach, we analyze the spectrum of the representations of the generators of the symmetry

group G in the space of operator strings. In particular, consider an element g ∈ G that can be represented

by a unitary (or anti-unitary) operator Ûg acting on the usual Hilbert space of states. The action of the

symmetry transformation g on an operator string is given by conjugation with Ûg and can be expanded in

terms of other operator strings:

g · Ŝa ≡ ÛgŜaÛ−1
g =

∑
b

(Dg)baŜb. (4.10)

The matrix Dg is the representation of the symmetry transformation g on the space of operator strings and

for common symmetry operators, such as space group symmetries, particle-hole symmetry, and time-reversal

symmetry, can be straight-forwardly computed as we discuss in Appendix B.5. From Eq. (4.10), we see that

a Hamiltonian Ĥ =
∑
a JaŜa transforms under the symmetry as 4

g · Ĥ = ÛgĤÛ−1
g =

∑
a

JaÛgŜaÛ−1
g =

∑
a,b

(Dg)baJaŜb. (4.11)

From Eq. (4.11), we see that g · Ĥ = ±Ĥ when J is an eigenvector of Dg with eigenvalue ±1. The

(+1)-eigenvalue eigenvectors correspond to the coupling constants of Hamiltonians with g as a symmetry

so that [Ĥ, Ûg] = 0. Likewise, the (−1)-eigenvalue eigenvectors correspond to Hamiltonians with g as an

antisymmetry so that {Ĥ, Ûg} = 0. Therefore, we see that we can find Hamiltonians that are invariant

under a desired symmetry transformation g by finding the (+1)-eigenvectors of the representation Dg, and

likewise for antisymmetries the (−1)-eigenvectors of Dg. To find Hamiltonians that are invariant under

all of the symmetry transformations in the symmetry group G, one can compute the intersection of the

(+1)-eigenspaces of the representations of the group’s generators.

3Consider the Majorana string Ŝ1 ≡ iâ1â2 and the symmetry group of permutations G = {(12), (21)}. Upon symmetrization,

this string is Ŝ′1 ≡ (12) · iâ1â2 + (21) · iâ1â2 = iâ1â2 + iâ2â1 = iâ1â2 − iâ1â2 = 0, making it unsymmetrizable.
4Antiunitary operators, such as time-reversal, are antilinear transformations. Since we require Ĥ to be Hermitian, the Ja

are real and are unaffected by the antilinearity of Ûg .
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4.2.3 Constructing Hamiltonians with desired symmetries by finding the

ground states of superoperators

In the methods described above in Secs. 4.2.1 and 4.2.2, we perform calculations in a Hilbert space of

Hermitian operators. The commutant matrix CÔ and representation Dg can be interpreted as superoperators

acting on operators in this space. From this perspective, we can frame the inverse problem of constructing

Hamiltonians with a set of desired symmetries and antisymmetries as finding the ground state of a particular

Hermitian, positive semi-definite “superoperator Hamiltonian.”

In particular, if we desire to construct Hamiltonians that commute with integrals of motion Ô1, . . . , ÔN1
,

anti-commute with Ô′1, . . . , Ô′N2
, are invariant under symmetry transformations g1, . . . , gM1

and anti-invariant

under g′1, . . . , g
′
M2

, then we can do so by finding the “ground states” of the superoperator Hamiltonian

H ≡
N1∑
i=1

CÔi +

N2∑
j=1

C̄Ô′j
+

M1∑
k=1

[
I − 1

2
(Dgk +D†gk)

]

+

M2∑
l=1

[
I +

1

2
(Dg′l

+D†g′l
)

]
(4.12)

which is Hermitian and positive semi-definite by construction, where I is the identity superoperator. If we

find ground states of H that have zero “energy,” then we have found Hamiltonians that obey all of the

desired symmetries at once. If the ground state energy is non-zero, then the energy indicates how much the

discovered Hamiltonian fails to commute (or anti-commute) with the given symmetries.

The simplest way to find the ground states of the superoperator Hamiltonian H is to write it as a

matrix in a basis of operators and perform exact diagonalization on the matrix, e.g., using the Lanczos

algorithm. Consider performing such a calculation in the Pauli string basis. Rather than working in the

full 4n-dimensional space of operators for a system of n spins, it is convenient to consider a much smaller

basis of range-R k-local Pauli strings. Range-R k-local Pauli strings are Pauli strings made from a product

of k (non-Identity) Pauli matrices on sites separated spatially by at most the maximum distance R. For

example, the space of range-2 3-local Pauli strings on a 1D chain includes all possible spin Hamiltonians with

three-site interactions between nearest and next nearest neighbor sites. In Sections 4.3 and 4.4, we obtain

our results by exactly diagonalizing H in range-R k-local bases of Majorana strings and Pauli strings.

Finally, we note that many other well-developed methods can be used to find the ground states of H.

For example, one can represent the superoperator H as a matrix product operator [213, 212] and perform

DMRG to find its ground state(s) or use methods such as variational Monte Carlo or other forms of quantum

Monte Carlo to do so. In attempting this, one should keep in mind that, even though the notion of locality
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might be kept in H, there is no known guarantee for its gapped/gapless nature, which might hinder the

applicability of these methods.

4.3 Hamiltonians with zero modes

In this section, we use the SHC to analytically design non-interacting and interacting Hamiltonians that

commute with a desired pair of zero modes that can be distributed arbitrarily in space. First, we present

some theoretical background on zero modes and Majorana zero modes (MZMs). Then, we describe our

general framework for constructing these Hamiltonians out of “bond operator” building blocks, which are

two-site operators that involve fermionic hopping, pairing, and chemical potentials. Finally, we provide

examples of how this procedure can produce various Hamiltonians that commute with zero modes. We start

by finding p-wave superconducting Hamiltonians that exactly commute with either exponentially-decaying

MZMs, Gaussian-distributed MZMs, or zero modes with complicated spatial distributions. Then we give

examples of s-wave superconducting Hamiltonians and interacting Hamiltonians that commute with MZMs.

Background. A zero mode γ̂ is a Hermitian operator that [214–216]:

1. commutes with the Hamiltonian: [γ̂, Ĥ] = 0

2. squares to identity: γ̂2 = Î

3. anticommutes with fermion parity: {γ̂, (−1)N̂} = 0

where Ĥ is a Hamiltonian that conserves fermion parity [Ĥ, (−1)N̂ ] = 0, where (−1)N̂ ≡
∏
j(Î − 2n̂j).

Property 1 indicates that a zero mode is a symmetry of the system; property 2 indicates that its eigenvalues

are ±1; and property 3 indicates that each state |ψ+〉 with definite fermion parity η = ±1 comes paired with

an orthogonal state |ψ−〉 ≡ γ̂|ψ+〉 with opposite parity −η. For fermion-parity-conserving Hamiltonians, the

opposite parity states |ψ+〉 and |ψ−〉 are degenerate energy eigenstates.

Generically, zero modes come in pairs. For M pairs of zero modes, the operators γ̂(1), . . . , γ̂(2M) all

commute with the Hamiltonian and satisfy the anticommutation relations

{γ̂(m), γ̂(n)} = 2δmn. (4.13)

These 2M zero modes lead to a 2M -fold degeneracy in each of the eigenstates of the Hamiltonian. By

pairing zero modes into complex fermions f̂m ≡ (γ̂(2m−1) + iγ̂(2m))/2 for m = 1, . . . ,M , we can see that

the number operators f̂†mf̂m commute with the Hamiltonian and each other. Therefore, these operators are

simultaneously diagonalizable and the Hamiltonian eigenstates can be labeled by the occupation numbers
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0, 1 for each of the M number operators [59]. From properties 1-3, we can deduce that these 2M many-body

states are degenerate in energy and that the f̂†m operators create single-quasiparticle modes of zero energy.

Finally, we mention that Majorana zero modes (MZMs) are zero modes that are spatially localized and

well-separated from one another [70]. These properties allow such zero modes to exhibit the non-Abelian

statistics of Ising anyons [59].

In this work, we will consider zero modes of the form

γ̂(1) =
∑
j

α
(1)
j âj + β

(1)
j b̂j ,

γ̂(2) =
∑
j

α
(2)
j âj + β

(2)
j b̂j , (4.14)

where α
(1)
j , β

(1)
j and α

(2)
j , β

(2)
j are real parameters that specify the “amplitudes” of the zero modes on site j

(or, more generically, orbital j). To ensure that γ̂(1) and γ̂(2) are zero modes with the properties mentioned

above, the parameters are constrained such that (γ̂(1))2 = (γ̂(2))2 = Î and {γ̂(1), γ̂(2)} = 0. This implies

that the zero modes are orthonormal,

||γ̂(1)||2 =
∑
j

(α
(1)
j )2 + (β

(1)
j )2 = 1,

||γ̂(2)||2 =
∑
j

(α
(2)
j )2 + (β

(2)
j )2 = 1,

〈γ̂(1), γ̂(2)〉 =
∑
j

α
(1)
j α

(2)
j + β

(1)
j β

(2)
j = 0. (4.15)

Framework for designing zero mode Hamiltonians. We present a novel framework, illustrated in

Fig. 4.2, for designing Hamiltonians that commute with a desired pair of zero modes γ̂(1) and γ̂(2) that can

be distributed arbitrarily in space. Here we focus on the case of two zero modes, though it is straightforward

to generalize to an arbitrary number. Given a spatial distribution of the two zero modes specified by the

values of α
(1)
j , β

(1)
j and α

(2)
j , β

(2)
j in Eq. (4.14), we output a family of Hamiltonians

ĤZM =
∑
ij

Jij ĥij , (4.16)

64



that commute with the two zero modes and are built from Hermitian bond operators

ĥij =
[
(t̃Rij + it̃Iij)ĉ

†
i ĉj + (∆̃R

ij + i∆̃I
ij)ĉ
†
i ĉ
†
j + H.c.

]
+ µ̃

(ij)
i n̂i + µ̃

(ij)
j n̂j , (4.17)

which act only on sites i and j. The Jij are real parameters that independently scale each bond operator

and are arbitrary up to the constraint that they must be non-zero on a connected graph of bonds {(i, j)}.

This constraint guarantees that the Hamiltonians do not commute with any other zero modes that are linear

combinations of the Majorana fermions âj and b̂j other than γ̂(1) and γ̂(2) 5. The family of Hamiltonians

in Eq. (4.16) includes Hamiltonians on various lattices and graphs such as square lattices, kagome lattices,

tetrahedral lattices, trees, and aperiodic tilings.

We were able to determine the analytic form of the bond operators ĥij and their properties by computing

the commutant matrices Cγ̂(1) , Cγ̂(2) , and Cĥij , as described in Appendix B.7. The parameters of the bond

operators ĥij depend on the zero mode amplitudes α
(1)
j , β

(1)
j and α

(2)
j , β

(2)
j on orbitals i and j and take the

form

t̃Rij ≡ −α
(1)
i β

(2)
j + β

(1)
i α

(2)
j − α

(1)
j β

(2)
i + β

(1)
j α

(2)
i ,

t̃Iij ≡ −α
(1)
i α

(2)
j − β

(1)
i β

(2)
j + α

(1)
j α

(2)
i + β

(1)
j β

(2)
i ,

∆̃R
ij ≡ −α

(1)
i β

(2)
j − β

(1)
i α

(2)
j + α

(1)
j β

(2)
i + β

(1)
j α

(2)
i ,

∆̃I
ij ≡ +α

(1)
i α

(2)
j − β

(1)
i β

(2)
j − α

(1)
j α

(2)
i + β

(1)
j β

(2)
i ,

µ̃
(ij)
i ≡ 2(α

(1)
j β

(2)
j − β

(1)
j α

(2)
j ),

µ̃
(ij)
j ≡ 2(α

(1)
i β

(2)
i − β

(1)
i α

(2)
i ). (4.18)

For the chemical potential parameters µ̃
(ij)
i and µ̃

(ij)
j , we add an (ij) superscript to make clear that these

chemical potentials on sites i and j are associated with the bond operator ĥij and not another bond operator,

such as ĥik or ĥkj . Also, importantly, we choose an ordering convention for our fermionic operators and

require that i < j for each bond operator ĥij to be consistent with our convention.

Each bond operator ĥij individually commutes with γ̂(1) and γ̂(2), though overlapping bond operators do

not commute with one another: [ĥij , ĥjk] 6= 0. This makes the ĤZM Hamiltonians analogous to frustration-

5There is an additional subtlety, discussed in Appendix B.7, that arises when (α
(1)
i , β

(1)
i , α

(1)
j , β

(1)
j ) ∝ (α

(2)
i , β

(2)
i , α

(2)
j , β

(2)
j ).

In this case, the ĥij bond operator does not uniquely isolate the γ̂(1), γ̂(2) zero modes as the only zero modes that commute

with ĤZM . Such bond operators can be added to the Hamiltonian ĤZM , but they do not count towards the connected graph
constraint.
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1.

2.

Figure 4.2: Steps for constructing zero mode Hamiltonians on an arbitrary graph. 1. Specify the spatial dis-

tributions of the zero modes γ̂(1) and γ̂(2) by choosing their amplitudes α
(1)
j , β

(1)
j and α

(2)
j , β

(2)
j , respectively,

on the vertices j of the graph. 2. Draw a set of edges between the vertices until the vertices and edges form
a connected graph. The resulting graph represents a family of Hamiltonians of the form ĤZM =

∑
ij Jij ĥij ,

where Jij 6= 0 on the (i, j) edges and ĥij are bond operators specified by Eq. (4.17). These Hamiltonians
exactly commute with γ̂(1) and γ̂(2) and no other zero modes of the form of Eq. (4.14).

free Hamiltonians, which by definition have ground states that are simultaneously the ground states of each

local term in the Hamiltonian [217, 218].

We can rewrite Eq. (4.16) as

ĤZM =
∑
ij

[
(tRij + itIij)ĉ

†
i ĉj + (∆R

ij + i∆I
ij)ĉ
†
i ĉ
†
j + H.c.

]
+
∑
j

µj n̂j (4.19)

whose parameters take on the values

tRij = Jij t̃
R
ij , tIij = Jij t̃

I
ij , ∆R

ij = Jij∆̃
R
ij , ∆I

ij = Jij∆̃
I
ij , (4.20)

and

µj =
∑
i<j

Jij µ̃
(ij)
j +

∑
i>j

Jjiµ̃
(ji)
j . (4.21)

The chemical potential on a site j is the sum of the chemical potentials contributed by each bond operator.

The need for two sums is due to our choice of convention that i < j for each bond operator ĥij .

To simplify the remaining discussion in our examples, we consider the restricted class of zero modes with
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β
(1)
j = α

(2)
j = 0 for all j:

γ̂(1) =
∑
j

αj âj , γ̂(2) =
∑
j

βj b̂j , (4.22)

where we relabeled α
(1)
j → αj and β

(2)
j → βj . One reason to consider this class of zero modes is that it

contains the zero modes of the Kitaev chain [202]. Another reason is that, upon normalization, these zero

modes automatically satisfy Eq. (4.15).

For the zero modes of Eq. (4.22), the bond operator can be simplified to

ĥij ≡ t̃ij
(
ĉ†i ĉj + H.c.

)
+ ∆̃ij

(
ĉ†i ĉ
†
j + H.c.

)
+ µ̃

(ij)
i n̂i + µ̃

(ij)
j n̂j (4.23)

where

t̃ij ≡ 1 +
αj/αi
βj/βi

, ∆̃ij ≡ 1− αj/αi
βj/βi

µ̃
(ij)
i ≡ −2αj/αi, µ̃

(ij)
j ≡ −2βi/βj . (4.24)

Example: Exponentially decaying Majorana zero modes. As a first example, we discuss how to

use our framework to construct p-wave 1D chain Hamiltonians with exponentially decaying Majorana zero

modes. We will see that the models we construct this way are closely related to the Kitaev chain, which has

nearly exponentially decaying MZMs [202].

As input, we choose two MZMs exponentially localized at each edge of a 1D chain of L spinless fermions:

γ̂(1) ∝
L∑
j=1

e−j/ξâj , γ̂(2) ∝
L∑
j=1

e−(L−j)/ξ b̂j , (4.25)

where ξ > 0 is a correlation length in units of the lattice spacing.

For a bond between the sites i and j separated by a distance d = |i − j|, the parameters of the bond

operator Eq. (4.24) become

t̃ij = 1 + e−2d/ξ, ∆̃ij = 1− e−2d/ξ, µ̃
(ij)
i = µ̃

(ij)
j = −2e−d/ξ.

The bond operators with these specific parameters define a large family of Hamiltonians ĤZM =
∑
ij Jij ĥij

that exactly commute with the zero modes of Eq. (4.25).
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First, we will focus on a simple, interesting subspace of these zero mode Hamiltonians. In particular,

we consider those Hamiltonians constrained to have constant nearest neighbor (d = 1) hopping −t on a

1D chain. We implement this constraint by choosing Jij = −tδi,j−1/t̃ij for each bond (i, j). Given this

constraint and our input zero modes, we find a unique Hamiltonian that commutes with the desired zero

modes

Ĥ(1)
exp =

∑
ij

Jij ĥij =

L−1∑
j=1

−(t/t̃j,j+1)ĥj,j+1

=

L−1∑
j=1

(−tĉ†j ĉj+1 −∆(1)ĉ†j ĉ
†
j+1 + H.c.)−

L∑
j=1

µ
(1)
j n̂j , (4.26)

where

∆(1)/t ≡ tanh(1/ξ),

µ
(1)
j /t ≡


−1/ cosh(1/ξ) j = 1, L

−2/ cosh(1/ξ) otherwise.

(4.27)

Note that this Hamiltonian almost matches the Kitaev chain [202] with pairing ∆/t = tanh(1/ξ) and

chemical potential µ/t = −2/ cosh(1/ξ), though slightly differs at the edges j = 1, L of the chain: Ĥ
(1)
exp =

ĤKC + µ
2 n̂1 + µ

2 n̂L.

Another interesting subspace of this large family of Hamiltonians is the space of Hamiltonians with d-th

neighbor bonds for 1 < d < L/2. For this subspace, we choose the constraint that Jij = −tδi,j−d/t̃ij . Under

this constraint, we can use the bond operators to construct the following Hamiltonians

Ĥ(d)
exp =

L−d∑
j=1

(−tĉ†j ĉj+d −∆(d)ĉ†j ĉ
†
j+d + H.c.)−

L∑
j=1

µ
(d)
j n̂j , (4.28)

where

∆(d)/t ≡ tanh(d/ξ),

µ
(d)
j /t ≡


−1/ cosh(d/ξ) min(j − 1, L− j) < d

−2/ cosh(d/ξ) otherwise.

(4.29)

Interestingly, all Hamiltonians of Eq. (4.28), in any linear combination, exactly commute with the expo-

nentially decaying MZMs of Eq. (4.25). However, note that only the nearest-neighbor d = 1 Hamiltonian
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connects together all of the sites in the 1D chain, while the d > 1 Hamiltonians form disconnected graphs.

Therefore, Hamiltonians of the form
∑L/2−1
d=1 JdĤ

(d)
exp with J1 6= 0 commute with exactly two zero modes,

while those with J1 = 0 potentially commute with more than two.

Example: Gaussian-distributed Majorana zero modes. Next, we construct Hamiltonians that com-

mute with MZMs that are spatially localized as Gaussians of width σ centered at positions x1 and x2. We

provide as input zero modes with the amplitudes

αx ∝ exp
(
−(x− x1)2/2σ2

)
, βx ∝ exp

(
−(x− x2)2/2σ2

)
where we replaced the site label j with its spatial coordinate x in a lattice so that αj , βj → αx, βx. For

concreteness, we will consider a 1D chain lattice and 2D square lattice, but the same construction applies

to arbitrary lattices in any dimension.

The αx, βx parameters determine the coefficients of the bond operator ĥij → ĥx,x+δ that connects the

site i at position x to site j at position x + δ. For Gaussian-distributed zero modes, the parameters of the

bond operator ĥx,x+δ of Eq. (4.23) satisfy

∆̃x,x+δ

t̃x,x+δ

≡ tanh
(
(x2 − x1) · δ/2σ2

)
µ̃

(x,x+δ)
x

t̃x,x+δ

≡ −2e−[(x−x1)·δ+δ2]/2σ2

1 + e−(x2−x1)·δ/σ2

µ̃
(x,x+δ)
x+δ

t̃x,x+δ

≡ −2e[(x−x2)·δ+δ2]/2σ2

1 + e−(x2−x1)·δ/σ2 . (4.30)

An interesting property to note is that ∆̃x,x+δ/t̃x,x+δ is actually independent of position x and only depends

on the displacement of the MZMs x2 − x1 and the direction of the bond δ.

By arranging these bond operators uniformly onto the nearest neighbor bonds of a 1D chain or 2D square

lattice, i.e., choosing Jx,y = −tδx,y−δ/t̃x,y, we construct the following two Hamiltonians that commute with

the two Gaussian-distributed zero modes

Ĥ1D =

L−1∑
x=1

[
−tĉ†xĉx+1 −∆x,x+1ĉ

†
xĉ
†
x+1 + H.c.

]
−

L∑
x=1

µxn̂x, (4.31)

Ĥ2D =
∑
x

∑
δ=x̂,ŷ

[
−tĉ†xĉx+δ −∆x,x+δ ĉ

†
xĉ
†
x+δ + H.c.

]
−
∑
x

µxn̂x, (4.32)

where the pairings and chemical potentials can be generated from Eq. (4.30) by applying Eqs. (4.20)-(4.21).
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Figure 4.3: (a) Two 1D Majorana zero modes γ̂(1) =
∑
x αxâx and γ̂(2) =

∑
x βxb̂x of the form of Eq. (4.22)

with Gaussian profiles of width σ = 10, on a 100-site chain. (b) The spatial distribution of the chemical
potential µx for the Hamiltonian Eq. (4.31) with a constant pairing ∆x,x+1/t ≈ 0.4582 that commutes with
the two Majorana zero modes.
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Figure 4.4: (a) Two 2D Majorana zero modes γ̂(1) =
∑

x αxâx and γ̂(2) =
∑

x βxb̂x with Gaussian profiles
of width σ = 10 localized at two corners of a 100 × 100 square lattice. (b) The spatial distribution of the
chemical potential µx for the Hamiltonian Eq. (4.32) with constant pairing ∆x,x+x̂/t = ∆x,x+ŷ/t ≈ 0.2449
that commutes with the two Majorana zero modes. Note that while the chemical potential µx shown in (b) is
highly symmetric, e.g., has four-fold rotation symmetry, the pairing term ∆x,x+x̂ of Hamiltonian Eq. (4.32)
(not shown) is, like the zero modes shown in (a), not as symmetric.

To illustrate, we show the chemical potential distributions for a 100-site 1D chain and a 100×100 2D square

lattice with Gaussian Majorana zero modes in Figs. 4.3 and 4.4, respectively. Again, there is nothing special

about chains, square lattices, 1D, or 2D. The same Hamiltonian as Eq. (4.32), but in different dimensions

and with different lattice vectors δ, would also commute exactly with two Gaussian-distributed MZMs. Even

more generally, a similar construction for any arbitrarily connected graph is straightforward, as discussed

above.

Example: Zero modes with complicated spatial distributions. Using the ĥij bond operators, we

can also design Hamiltonians with zero modes that have highly non-trivial spatial distributions.

To illustrate, we provide as input to our framework a pair of two spatially separated “Majorana” MZMs

shaped according to a portrait of Ettore Majorana, shown in Fig. 4.5(a). As we did above, we also lay

down bond operators uniformly onto a 2D square lattice so that the nearest-neighbor hopping between sites
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is −t. The Hamiltonian that we find, whose parameters are shown in Fig. 4.5(b)-(d), is both complicated

and simple. It is complicated because of the non-trivial spatial distributions of the pairing and chemical

potential terms, but it is also simple because of its locality and non-interacting nature.

We also construct Hamiltonians that commute with exotic zero modes with non-trivial spatial distribu-

tions that possess some but not all of the properties of MZMs. Recall that a MZM is (1) spatially localized

into a single location and (2) well separated from other MZMs. Here we consider two examples of zero modes

that break the first of these two properties. As we did above, we consider a 2D square lattice geometry for

our Hamiltonians and require constant hopping between sites. In our first example, shown in Fig. 4.6(a), we

provide as input a pair of zero modes that are spatially localized into two locations but still well-separated

from one another. The parameters of the resulting Hamiltonian are shown in Fig. 4.6(b)-(c). In our second

example, shown in Fig. 4.6(d), we provide as input a pair of well-separated zero modes in which one of the

modes is spatially delocalized into a ring surrounding the other zero mode. The parameters of the Hamil-

tonian that commutes with the pair of zero modes are shown in Fig. 4.6(e)-(f). In both cases, the chemical

potential distributions and pairing distributions required to produce these zero modes are quite non-trivial.

Note that for the Hamiltonians depicted in Figs. 4.5 and 4.6, we use the same notation (replacing the

labels i, j → x,x + δ) as we did for the Gaussian zero modes, but the µx,∆x,x+δ parameters are from the

more general Eq. (4.24) instead of the special-case Eq. (4.30).

Example: s-wave superconducting Hamiltonians with Majorana zero modes. While we have

restricted our attention to spinless fermions with p-wave superconductivity, it is also possible to use our

framework to construct spinful Majorana zero mode Hamiltonians with different superconducting order

parameters. However, building these models can come at the expense of breaking symmetries, such as

spinful time-reversal symmetry and spin conservation in the z-direction; or the complication of employing

spin-orbit coupling or applying a local magnetic field. To add spins to our models, we substitute our labels

with i, j → iσ, jσ′ where i, j now correspond to sites and σ, σ′ ∈ {↑, ↓} to spins.

Using our framework, we construct a 1D s-wave superconducting Hamiltonian with exponentially lo-

calized MZMs on the edges in two steps. (1) First, we construct two disconnected number-conserving

Hamiltonians, one for the spin-up fermions and one for the spin-down fermions, that commute with four

zero modes (two at each edge). (2) Second, we add a coupling between the up and down spins that does not

commute with two of the four zero modes, leaving only one zero mode on each edge. Below we describe the

two steps in detail.

(1) Consider the spin-up fermions. We first want to construct a Hamiltonian that commutes with a

pair of spin-up exponentially decaying edges modes, both of which decay at rate 0 < r < 1 from the left
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Figure 4.5: (a) Two Majorana zero modes shaped like Ettore Majorana. The (b) chemical potential µx/t,
(c) x-direction pairing, and (d) y-direction pairing of the Hamiltonian Eq. (4.16) (with bond operator
parameters Eq. (4.24)) that commutes with the Majorana zero modes.

edge: γ̂
(1)
↑ ∝

∑L
j=1 r

j âj↑, γ̂
(2)
↑ ∝

∑L
j=1 r

j b̂j↑. For these two zero modes, the corresponding bond operator

between neighboring sites in the chain is ĥj↑,j+1↑ = (ĉ†j↑ĉj+1,↑+ H.c.)− rn̂j↑− r−1n̂j+1↑. Note that because

the two zero modes are decaying in the same direction this operator has no superconducting pairing, only

hopping and chemical potential. Now, consider the spin-down fermions. We would like to construct another

Hamiltonian that commutes with two spin-down zero modes decaying exponentially at the same rate from

the right edge: γ̂
(1)
↓ ∝

∑L
j=1 r

−j âj↓, γ̂
(2)
↓ ∝

∑L
j=1 r

−j b̂j↓. For these zero modes, the bond operator between

neighboring sites is ĥj↓,j+1↓ = (ĉ†j↓ĉj+1,↓ + H.c.)− r−1n̂j↓ − rn̂j+1↓. We can add the spin-up and spin-down

bond operators together to construct a 1D chain Hamiltonian −t
∑L−1
j=1

∑
σ ĥjσ,j+1σ that commutes with

the four zero modes γ̂
(1)
↑ , γ̂

(2)
↑ , γ̂

(1)
↓ , γ̂

(2)
↓ .

(2) To ensure that only one zero mode persists at each edge, we add a perturbing bond operator ĥj↑,j↓ =

ib̂j↑âj↓ = −ĉ†j↑ĉj↓ − ĉ
†
j↑ĉ
†
j↓ + H.c. that commutes with γ̂

(1)
↑ and γ̂

(2)
↓ but not with γ̂

(1)
↓ and γ̂

(2)
↑ .

72



0 15 30
x

0

15

30

y

x

0.00

0.05

0.10

0.15

0.20

x

0 15 30
x

0

15

30

y

x/t

20

15

10

5

0 15 30
x

0

15

30

y

x, x+ /t

0 15 30
x

0

15

30

y

x/t

6.0

5.5

5.0

4.5

4.0

3.5

3.0

0 15 30
x

0

15

30

y

x, x+ /t

(b)

(c)

(d)

(e)

(f)

0 15 30
x

0

15

30

y

x

0.000

0.025

0.050

0.075

0.100

0.125
x

(a)

Figure 4.6: Examples of Hamiltonians on a 30× 30 square lattice that commute with exotic zero modes. (a)
Two zero modes, each of which is split into two well-separated Gaussians. The (b) chemical potential µx/t
and (c) pairing, represented as a vector (∆x,x+x̂/t,∆x,x+ŷ/t), of the Hamiltonian Eq. (4.16) (with bond
operator parameters Eq. (4.24)) that commutes with the two split zero modes. (d) A Gaussian-shaped zero
mode surrounded by a ring-shaped zero mode. The (e) chemical potential and (f) pairing of the Hamiltonian
that commutes with the Gaussian and ring zero modes. The colors of the vectors in (c) and (f) correspond
to their angles.
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Altogether, the Hamiltonian that we construct is

Ĥs-wave = −t
L−1∑
j=1

∑
σ=↑,↓

ĥjσ,j+1σ + ∆s

L∑
j=1

ĥj↑,j↓

= −t
L−1∑
j=1

∑
σ=↑,↓

(ĉ†jσ ĉj+1σ + H.c.)− µ
L−1∑
j=2

n̂j

−∆s

L∑
j=1

(ĉ†j↑ĉj↓ + ĉ†j↑ĉ
†
j↓ + H.c.) + Ĥedge, (4.33)

where t and ∆s are real free parameters, n̂j ≡ n̂j↑ + n̂j↓, µ = −t(r + r−1), and the edge term is

Ĥedge = t(rn̂1↑ + r−1n̂1↓ + r−1n̂L↑ + rn̂L↓), (4.34)

which involves a chemical potential and magnetic field. This Hamiltonian is an s-wave superconductor that

commutes with only the two desired Majorana zero modes γ̂
(1)
↑ and γ̂

(2)
↓ . In this case, this Hamiltonian

breaks time-reversal symmetry, does not conserve z-magnetization, involves spin-orbit coupling of the same

strength as the pairing, and requires a finely tuned magnetic field at the edge. This edge magnetic field,

however, we do not expect to be essential and could possibly be removed by slightly modifying the spatial

distributions of the input zero modes.

Interacting Hamiltonians with zero modes. Finally, we mention how to construct interacting Hamil-

tonians that commute with particular zero modes. The main fact to note is that if Hermitian operators

Â and B̂ commute with a zero mode γ̂(1), then so do the Hermitian operators i[Â, B̂] and {Â, B̂} if they

are non-zero. For example, for bond operators ĥij and ĥjk that commute with γ̂(1) and γ̂(2), the operator

{ĥij , ĥjk} 6= 0 also commutes with γ̂(1) and γ̂(2). Using this observation, we can construct the class of

fermion-parity-conserving interacting Hamiltonians

ĤIZM =
∑
ij

cij ĥij +
∑
ijkl

dijkl{ĥij , ĥkl}+
∑
ijkl

eijkli[ĥij , ĥkl]

+
∑

ijklmn

fijklmn{ĥij , {ĥkl, ĥmn}}+ · · ·

where the coefficients cij , dijkl, . . . form a connected graph. These Hamiltonians often contain complicated

interacting terms such as n̂in̂j , n̂iĉ
†
j ĉk + H.c., n̂iĉ

†
j ĉ
†
k + H.c., etc.

As an example, consider the s-wave Hamiltonian Eq. (4.33) that we constructed above. To this Hamil-

tonian we can add an interacting term between neighboring sites of the form
∑
j{ĥj↑,j↓, ĥj+1↑,j+1↓}/2 =

−
∑
j b̂j↑âj↓b̂j+1↑âj+1↓ and still have the resulting Hamiltonian commute with exactly the same two zero
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modes. When written in terms of complex fermions ĉj and ĉ†j , this term is a sum of eight quartic fermionic

operators, many of which do not conserve particle number.

4.4 Z2 quantum spin liquid Hamiltonians

In this section, we use the SHC to numerically construct large classes of new Z2 quantum spin liquid

Hamiltonians on the square and kagome lattices. We discover many Hamiltonians that commute with the

Wilson loops shown in Fig. 4.7. All of these Hamiltonians have at least four-fold degenerate ground states.

We perform exact diagonalization on these Hamiltonians and determine that many have exactly four-fold

ground state degeneracy. For many of these Hamiltonians with four-fold ground states, we compute the

modular S-matrix and find that it exactly matches the modular S-matrix of Z2 spin liquids. Generically,

the Z2 spin liquid Hamiltonians that we find are not sums of commuting projectors, nor frustration-free.

For some of these Hamiltonians, the Wilson loops are “rigid”, i.e., they are only of a fixed length. In other

Hamiltonians we find that some Wilson loops can be deformed, or extended to arbitrary length, like Wilson

loops in the toric code.

The Hamiltonians with deformable Wilson loops possess many local integrals of motion, while those

with rigid loops do not. For none of these Hamiltonians do the integrals of motion that we identify form a

complete mutually commuting set that fully specifies all of the eigenstates. While it is possible that there are

integrals of motion we do not know about, we are able to explicitly rule out some types of integrals of motion.

An exhaustive numerical search rules out the existence of any additional truly local integrals of motion up

to some range. A novel eigenstate clustering approach, discussed in Appendix B.8, rules out the existence of

a complete set of integrals of motion that commutes with a class of (Wilson-loop-preserving) perturbations

of the Hamiltonian. Finally, we consider the level-spacing statistics of the Z2 spin liquid Hamiltonians under

these perturbations. For the energy levels of these perturbed Hamiltonians in individual quantum number

sectors, we find GOE level-spacing statistics suggesting non-integrable behavior.

Background. Wilson loops arise as integrals of motion in Z2 quantum spin liquids. Consider a square

lattice of spins wrapped into a torus so that there are periodic boundaries in both directions. On the torus,

we can form two topologically inequivalent non-contractible loops Lx̂ and Lŷ that span the entire system.

Consider four non-local Wilson loop operators X̂Lx̂
, X̂Lŷ

, ẐLx̂
and ẐLŷ

with non-trivial support along these

two loops. Suppose that these Wilson loop operators are integrals of motion of a Hamiltonian Ĥ, that they

square to identity (so that their eigenvalues are ±1), and that they obey the following set of commutation
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and anti-commutation relations

[X̂Lx̂
, X̂Lŷ

] = [ẐLx̂
, ẐLŷ

] = 0

[X̂Lx̂
, ẐLx̂

] = [X̂Lŷ
, ẐLŷ

] = 0

{X̂Lx̂
, ẐLŷ

} = {ẐLx̂
, X̂Lŷ

} = 0. (4.35)

The existence of Wilson loops satisfying these properties implies at least a four-fold degeneracy in each of

the energy eigenstates of the Hamiltonian Ĥ.

In this work, we will focus on a particularly simple set of Wilson loops of the form

X̂Lx̂
=
∏
j∈Lx̂

σ̂xj , ẐLx̂
=
∏
j∈Lx̂

σ̂zj ,

X̂Lŷ
=
∏
j∈Lŷ

σ̂xj , ẐLŷ
=
∏
j∈Lŷ

σ̂zj , (4.36)

where Lx̂ and Lŷ are two straight-line topologically distinct non-contractible loops across the torus that wind

in the horizontal and vertical directions, respectively (see Fig. 4.7(a)). It can be verified that the Wilson

loops of Eq. (4.36) square to identity and satisfy the properties of Eq. (4.35). These particular Wilson loops

are integrals of motion of the toric code, a well known solvable Z2 spin liquid Hamiltonian that is a sum of

commuting terms [204]. Note that there are also ŶL ∝ X̂LẐL Wilson loops, though they are not independent

from the ones in Eq. (4.36). Also, there are actually many straight-line Wilson loop operators whose loops

are parallel to Lx̂ and Lŷ, though shifted by jŷ or kx̂. We will refer to these shifted loops as L(j)
x̂ and L(k)

ŷ

for j, k = 1, . . . , L. In addition to these Wilson loops on the square lattice, we also consider straight-line

Wilson loops of the same form as Eq. (4.36) on the periodic kagome lattice. We refer to the kagome Wilson

loops as ẐLa1
, X̂La1

, ẐLa2
, X̂La2

, where a1 = (1, 0) and a2 = (1/2,
√

3/2) are the kagome lattice vectors (see

Fig. 4.7(c)).

Finally, we would like to mention the form of the toric code on the kagome lattice, as it will be relevant to

our later discussion. The toric code model can be defined on many lattices, such as the honeycomb lattice.

While it is customary for the spins of the toric code to be on the links of the lattice, in this work we always

consider spins to be on the sites. When the spins are defined on sites instead of links, the honeycomb toric

code gets mapped to the kagome lattice. This model, which we will refer to as the kagome toric code model,
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Figure 4.7: (a) The Wilson loops on the square lattice provided as input to the SHC method. (b) The
Hamiltonians produced as output by SHC, which commute with the Wilson loops in (a) and obey the square
lattice symmetries. (c) The Wilson loops on the kagome lattice provided as input to the SHC method. (d)
The Hamiltonians produced as output by SHC, which commute with the Wilson loops in (c) and obey the
kagome lattice symmetries. Note that the triangle summation includes all upward and downward facing
triangles.

is

ĤTC,kagome = −
∑
4

X̂4 −
∑
7
Ẑ7 (4.37)

where the X̂4 =
∏
j∈4 σ̂

x
j and Ẑ7 =

∏
j∈7 σ̂

z
j operators are three-spin and six-spin interactions defined on

the triangles and hexagons, respectively, of the lattice. The model has the same essential features as the

square lattice toric code: it is a sum of commuting terms, the X̂4, Ẑ7 are local integrals of motion, and the

model commutes with the straight-line Wilson loops ẐLa1
, X̂La1

, ẐLa2
, X̂La2

.
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Figure 4.8: (a) A Z-Wilson loop deformed around a hexagon. (b) An X-Wilson loop deformed around a
triangle.

4.4.1 Z2 spin liquid Hamiltonians on the square lattice

SHC numerics. To generate new Z2 spin liquid Hamiltonians on the square lattice, we provided a list of

desired symmetries as input to SHC: (1) the four straight-line Wilson loop operators X̂Lx̂
, ẐLx̂

, X̂Lŷ
, ẐLŷ

(see Fig. 4.7(a)); and (2) the symmetry group of the square lattice, generated by translations of lattice

vectors x̂, ŷ, 90◦-rotation, and reflection about the side of a square. Note that using the X̂, Ẑ pair of Wilson

loops is an arbitrary choice and we could have instead used the X̂, Ŷ or Ŷ , Ẑ pair. Given this input, one

might expect that the SHC would produce the toric code as output, since it is an example of a square lattice

Hamiltonian that commutes with Wilson loops of this form. However, it does not because the toric code’s

translational symmetry is generated by translations of 2x̂ and 2ŷ instead of x̂ and ŷ.

We performed the SHC calculations on a finite-size N = 8 × 8 = 64 site lattice. We used a basis of

range-R k-local Pauli strings, where R = 2 and k ∈ {1, 2, 3, 4, 5}; this includes up to five-spin interactions

on nearest, next-nearest, and next-next nearest neighbor sites on the square lattice. Before symmetrization

by spatial symmetries, this basis was 67, 584-dimensional. After symmetrization, the basis was reduced to

a 234-dimensional basis of spatially-symmetric Hamiltonians. In this 234-dimensional basis, we numerically

constructed the commutant matrices CX̂Lx̂
, CẐLx̂

, . . . for the four Wilson loops and found three vectors that

were null vectors of all of these matrices. These three vectors correspond to the coupling constants of three

Hamiltonians with all of the desired symmetries. This three-dimensional space of symmetric Hamiltonians

takes the form

Ĥsquare =
∑
2

(
ξxX̂2 + ξyŶ2 + ξzẐ2

)
, (4.38)

where X̂2 =
∏
j∈2 σ̂xj , Ŷ2 =

∏
j∈2 σ̂yj , and Ẑ2 =

∏
j∈2 σ̂zj are four-spin interactions on the nearest

neighbor squares of the lattice and ξx, ξy, ξz are arbitrary real constants. These Hamiltonians are depicted

78



in Fig. 4.7(b).

Numerical checks of Z2 order. While the Hamiltonians of Eq. (4.38) commute with the Wilson loop

operators, it is not guaranteed that they are Z2 spin liquids. In this section, we numerically tested particular

Hamiltonians in this space to check if they have Z2 topological order. By construction, these Hamiltonians

commute with Wilson loops satisfying Eq. (4.35) and so are guaranteed to have eigenstates with degeneracies

that are multiples of four. However, it is possible that they have greater than four-fold degeneracy, either

due to the existence of accidental degeneracy or additional symmetries that we did not require.

For each Ĥsquare that we tested, we used exact diagonalization (ED) to determine if the ground state was

exactly four-fold degenerate. If it was, we then calculated the modular S-matrix, a quantity that encodes the

properties of anyons in a topologically ordered system [59, 62]. The modular S-matrix is an overlap matrix

Sij ≡ 〈Ξx̂
i |Ξ

ŷ
j 〉 between minimally-entangled-states (MES) |Ξx̂

i 〉 and |Ξŷ
i 〉 for i = 1, . . . , 4 across loops Lx̂ and

Lŷ of the torus. The MES are particular linear combinations of the four degenerate ground states in the

system that minimizes the Renyi entanglement entropy along the cuts defined by loops Lx̂ and Lŷ. For the

toric code, the MES are e and m flux eigenstates along the two loops, i.e., they are eigenstates of the Wilson

loop operators ẐL, X̂L [62]. Assuming this holds for the Ĥsquare Hamiltonians as well, we computed the MES

for our Hamiltonians by finding the flux eigenstates of ẐLδ , X̂Lδ for δ = x̂, ŷ from the four-fold degenerate

ground states. In particular, for δ = x̂ and ŷ, we built the set of four MES |Ξδ1〉, . . . , |Ξδ4〉 by computing the

(unique) ground state of Ĥsquare − κeẐLδ − κmX̂Lδ for (κe, κm) = (+1,+1), (+1,−1), (−1,+1), (−1,−1),

respectively. We numerically verified for the ξx = ξy = ξz = −1 Hamiltonian on the 4 × 4 lattice that the

MES that we used did in fact minimize the Renyi entanglement entropy across the Lx̂ and Lŷ cuts of the

torus, as is expected [62].

Using ED, we checked 27 particular Ĥsquare Hamiltonians on a 4× 4 square lattice to determine if they

were Z2 spin liquids. We considered the 33 = 27 possible Hamiltonians with ξα set to −1, 0,+1 for each

α = x, y, z. Six of these Hamiltonians (up to cyclic permutations of ξx, ξy, ξz), listed in Table 4.1, had exactly

four degenerate ground states. For these six Hamiltonians, we computed the modular S-matrix and found

it to be 6

S =
1

2



1 1 1 1

1 1 −1 −1

1 −1 1 −1

1 −1 −1 1


(4.39)

6Each MES is determined up to a phase. We chose those phases so that the first row and column of the modular S-matrix
are real and positive.
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ξx 0 0 0 0 +1 −1
ξy +1 +1 −1 −1 +1 −1
ξz +1 −1 +1 −1 −1 −1

Table 4.1: Six square lattice Hamiltonians Ĥsquare of the form of Eq. (4.38) that have Z2 topological order
on the 4 × 4 lattice. This table excludes cyclic permutations of (ξx, ξy, ξz) that also have Z2 topological
order.

up to numerical precision. This S-matrix corresponds to Z2 topological order [62].

Symmetries of the discovered Hamiltonians. Here we consider the symmetries of the Hamiltonians

that we found. By construction, these models possess straight-line Wilson loops as integrals of motion and

obey the spatial symmetries of the square lattice. However, it is possible that these Hamiltonians possess

additional symmetries that we did not require.

We numerically determined that the Ĥsquare Hamiltonians listed in Table 4.1 do not possess highly local

integrals of motions. We verified this numerically by using the slow operator forward method, i.e., by

computing the commutant matrices CĤsquare
for each of the Hamiltonians in Table 4.1 with a local basis of

operators. For the Hamiltonians tested, we found no integrals of motion with up to 9-site terms on a local

3×3 square cluster of sites in the lattice. The fact that these Hamiltonians do not possess such local integrals

of motion suggests that the Wilson loops of these models are “rigid,” i.e., cannot be locally deformed.

Even without any apparent local integrals of motion, we are able to identify a set of mutually commuting

integrals of motion built from the straight-line Wilson loops. Consider an Lx × Ly square lattice. Without

local integrals of motion, the ẐL(j)
x̂

, ẐL(k)
ŷ

Wilson loops for j = 1, . . . , Ly; k = 1, . . . , Lx−1 are all independent

conserved quantities 7. The same is true for the X Wilson loops, but the X Wilson loops do not commute

with all of the Z Wilson loops (see Eq. (4.35)). Nonetheless, products of two X loops do commute with all

of the Z loops. Therefore, the set of operators

{ẐL(j)
x̂

}Lyj=1, {ẐL(k)
ŷ

}Lx−1
k=1 ,

{X̂L(j)
x̂

X̂L(j+1)
x̂

}Ly−1
j=1 , {X̂L(k)

ŷ

X̂L(k+1)
ŷ

}Lx−2
k=1 (4.40)

form a set of 2Lx + 2Ly − 4 mutually commuting operators.

Generically, the square lattice Ĥsquare Hamiltonians of Eq. (4.38) also possess a global integral of motion

that is a sum of Pauli strings. These Hamiltonians can be written as a sum of two commuting operators

7The Ẑ
L(j)

x̂

, Ẑ
L(k)

ŷ

operators satisfy
∏Ly
j=1 ẐL(j)

x̂

=
∏Lx
k=1 ẐL(k)

ŷ

, so one of the operators is dependent on the rest.
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Ĥsquare = Â+ B̂, where

Â ≡
∑
2A

(ξxX̂2A
+ ξyŶ2A

+ ξzẐ2A
) (4.41)

B̂ ≡
∑
2B

(ξxX̂2B
+ ξyŶ2B

+ ξzẐ2B
), (4.42)

and 2A are the “black squares” and 2B are the “white squares” of a black-white checkboard pattern laid

down on the square lattice. Since [Â, B̂] = 0, we can consider one of these operators, say B̂, as a global

integral of motion, so that [Ĥsquare, B̂] = 0. The B̂ operator also commutes with the integrals of motion

listed in Eq. (4.40).

Note that the Ĥsquare Hamiltonians of Eq. (4.38) are not sums of commuting terms nor frustration-

free, making them difficult to solve analytically. The set of mutually commuting integrals of motion of

Eqs. (4.40) and (4.42) is not enough to fully diagonalize the Ĥsquare Hamiltonians, but can be used to

block diagonalize them into quantum number sectors, allowing us to more effectively study these models

numerically.

Level-spacing statistics. Typically, the level-spacing statistics of a quantum Hamiltonian are either

distributed according to the Gaussian orthogonal ensemble (GOE) distribution or the Poisson distribution.

If the level-spacing statistics are GOE distributed, then that is good evidence that the system is non-

integrable. For Hamiltonians with many integrals of motion, such as the ones we found, the level-spacing

statistics will generally appear Poisson when considering energies spread out over multiple quantum number

sectors of the integrals of motion. However, it is possible for the statistics to be GOE in particular quantum

number sectors.

Using ED, we numerically examined the level-spacing statistics of particular Ĥsquare Hamiltonians, i.e.,

the statistics of the level-spacing ratio rn = min(δn, δn−1)/max(δn, δn−1) where δn ≡ En−En−1 and En are

the sorted energy eigenvalues of the Hamiltonian. For the Poisson distribution the average level-spacing ratio

is expected to be 〈rPoisson〉 = 0.3863, while for the GOE distribution it should be 〈rGOE〉 = 0.5307. After

accounting for the quantum number sectors we know about – i.e., the ones listed in Eqs. (4.40) and (4.42) –

we observed significant degeneracy in the spectrum, leaving only a small number of unique energy levels on

the 8× 4 square lattice that we considered. To break this degeneracy, we perturbed the sixth Hamiltonian

of Table 4.1 by a random perturbation, resulting in the Hamiltonian

−
∑
2

(X̂2 + Ŷ2 + Ẑ2) + εδĤ (4.43)
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Figure 4.9: The average level-spacing ratios versus disorder strength ε for the Hamiltonian Eq. (4.43) on an
32-site square lattice (8x4 square), the Hamiltonian Eq. (4.52) on an 18-site kagome lattice (3x2x3 kagome
(hexagon IOMs)), the Hamiltonian Eq. (4.53) on an 18-site kagome lattice (3x2x3 kagome (generic)), and
the Hamiltonian Eq. (4.52) on a 27-site kagome lattice (3x3x3 kagome (hexagon IOMs)). The 18-site kagome
lattice calculations were averaged over 100 random Hamiltonians, while the others were averaged over 10
random Hamiltonians. The energy levels considered were obtained in particular quantum number sectors,
as described in Appendix B.8.

where δĤ =
∑

2 h2Ẑ2 and h2 are random numbers drawn from the uniform distribution between −1 and

1 for each square and ε is the disorder strength. This particular perturbation breaks the spatial symmetries

of the square lattice, but preserves the Wilson loop integrals of motion in Eq. (4.40) (and a modified global

integral of motion Eq. (4.42)) and generically destroys the eigenstate degeneracy within the known quantum

number sectors. After this perturbation, there are still eigenstates in a given quantum number sector that

do not couple with each other. We cluster these eigenstates by grouping together the connected set of states

that couple through the perturbation to the Hamiltonian (see Appendix B.8). This coupling still leaves

multiple eigenstates per cluster and suggests the existence of some “hidden” integrals of motion we have not

explicitly identified. For 10 random realizations of Eq. (4.43) for ε from 0 to 6, we computed the average

level-spacing ratio within these clusters. As shown in Fig. 4.9, as ε increases to 2 the average level-spacing

ratio 〈r〉 approaches the GOE value. However, it does decrease slightly below that value for larger ε, as

shown in Fig. B.1. For the 8× 4 square lattice, the eigenstate clusters we found were quite small, typically

containing either 28 or 35 states. We also tested 10 random realizations of these perturbed Hamiltonians

with disorder strengths ε = 0.25, 0.5, 0.75, 1 on a 4×4 square lattice and observed that they always possessed

exactly four-fold degenerate ground states, suggesting that the perturbed models are also Z2 spin liquids.
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4.4.2 Z2 spin liquid Hamiltonians on the kagome lattice

SHC numerics. To construct new Z2 quantum spin liquid Hamiltonians on the kagome lattice, we provided

as input to SHC: (1) the four straight-line Wilson loop operators X̂La1
, ẐLa1

, X̂La2
, ẐLa2

(see Fig. 4.7(c));

and (2) the symmetry group of the kagome lattice generated by translations of lattice vectors a1 and a2,

60◦-rotation, and reflection.

We performed our SHC calculations on the finite-size N = 48 site symmetric cluster shown in Fig. 4.7(c).

To construct Hamiltonians, we used a basis of range-R 3-local and 6-local Pauli strings, where R = 2/
√

3.

Before symmetrization by spatial symmetries, this basis was 31, 536-dimensional. After symmetrization,

the basis was reduced to a 220-dimensional space. In this large space of local Hamiltonians, we found the

following six-dimensional space of symmetric Hamiltonians that exactly obey all of the desired symmetries

Ĥkagome =
∑
4

(
ηxX̂4 + ηyŶ4 + ηzẐ4

)
+
∑
7

(
χxX̂7 + χyŶ7 + χzẐ7

)
, (4.44)

where ηα, χα for α = x, y, z are arbitrary real constants, X̂4 =
∏
j∈4 σ̂

x
j , Ŷ7 =

∏
j∈7 σ̂

y
j , . . . , and the

summations are over all of the triangles (both upward and downward facing) and hexagons in the kagome

lattice. These Hamiltonians are depicted in Fig. 4.7(d).

We also note that we performed the same SHC calculations with a basis of range-R k-local Pauli strings

with R = 2/
√

3 and k ∈ {1, 2, 3, 4, 5, 6} and found six additional symmetric Hamiltonians, which involve four

and five-site interactions. These Hamiltonians can be written in terms of products of triangle operators:

∑
〈4,4′〉

X̂4X̂4′ ,
∑
〈4,4′〉

Ŷ4Ŷ4′ ,
∑
〈4,4′〉

Ẑ4Ẑ4′ ,

∑
〈4,4′〉

i(X̂4Ŷ4′ + X̂4′ Ŷ4),
∑
〈4,4′〉

i(X̂4Ẑ4′ + X̂4′Ẑ4),

∑
〈4,4′〉

i(Ŷ4Ẑ4′ + Ŷ4′Ẑ4),

where the summations are over nearest-neighbor triangles 4 and 4′ that overlap at a single site. While we

include these Hamiltonians for completeness, we will not examine their properties in the discussion below.

We instead will focus on the Hamiltonians of Eq. (4.44).

Numerical checks of Z2 order. Using ED on finite-size kagome lattices, we found Hamiltonians of

the form of Eq. (4.44) that exhibit Z2 topological order. On a 3 × 2 × 3 = 18 site kagome lattice, we
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considered Ĥkagome Hamiltonians with all possible 33 = 27 combinations of ηα = −1, 0,+1 for α = x, y, z

with (χx, χy, χz) = (0, 0,−1). We found that 24 of these 27 Hamiltonians had four-fold degenerate ground

states and exactly the Z2 modular S-matrix of Eq. (4.39), which we computed in the same way as described

in the previous section. The three Hamiltonians that did not have these properties were the effectively

classical (ηx, ηy, ηz) = (0, 0,−1), (0, 0, 0), (0, 0,+1) Hamiltonians.

Symmetries of discovered Hamiltonians. By construction, all of the Ĥkagome Hamiltonians of Eq. (4.44)

obey the symmetries of the kagome lattice and commute with the straight-line Wilson loops. Yet, generic

Ĥkagome Hamiltonians do not possess any highly local integrals of motion. We checked this numerically

using the slow operator forward method. In particular, we computed the commutant matrix CĤkagome
for

100 random Ĥkagome Hamiltonians, with ηα, χα sampled uniformly from [−1, 1], and found that they had

no null vectors for local bases of Pauli strings on the triangles, bowties, and hexagons of a 48-site kagome

lattice. For generic Ĥkagome Hamiltonians, these calculations suggest that there are no local integrals of

motion and that the Wilson loops are rigid like they were for the square lattice Hamiltonians. For these

generic Hamiltonians, we can identify the following set of mutually commuting integrals of motion

{ẐL(j)
a1

, ẐL(k)
a2

, X̂L(j)
â1

X̂L(j+1)
â1

, X̂L(k)
â2

X̂L(k+1)
â2

}. (4.45)

However, as we discuss below, particular subspaces of these Hamiltonians possess different sets of mutually

commuting integrals of motion, which do include local integrals of motion and deformable Wilson loops.

For example, the Hamiltonians in the four-dimensional subspace of Hamiltonians

∑
4

(
ηxX̂4 + ηyŶ4 + ηzẐ4

)
+
∑
7
χzẐ7, (4.46)

where χz 6= 0, commute with Ẑ7 for all hexagons. For these models, we can therefore build a large set of

mutually commuting operators

{Ẑ7, ẐLa1
, ẐLa2

, X̂L(j)
â1

X̂L(j+1)
â1

, X̂L(k)
â2

X̂L(k+1)
â2

}. (4.47)

Moreover, for these models, the Wilson loops are partially deformable: no Wilson loops can be deformed

around triangles, but the Z Wilson loops can be deformed around hexagons. Similar subspaces with different

hexagon operators, e.g., with χx 6= 0, χy = χz = 0, also exist and have the same properties.
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Likewise, Hamiltonians of the form

∑
4

ηzẐ4 +
∑
7

(
χxX̂7 + χyŶ7 + χzẐ7

)
, (4.48)

where ηz 6= 0, commute with Ẑ4 for all triangles. For these models, we can build an even larger set of

mutually commuting operators

{Ẑ4, ẐLa1
, ẐLa2

, X̂L(j)
â1

X̂L(j+1)
â1

, X̂L(k)
â2

X̂L(k+1)
â2

}, (4.49)

since there are more triangles than hexagons in the kagome lattice. For these models, the Z Wilson loops

can be deformed around triangles, but no Wilson loops can be deformed around hexagons.

Interestingly, the kagome lattice toric code of Eq. (4.37) is a particularly special point, (ηx, ηy, ηx, χx, χy, χz) =

(−1, 0, 0, 0, 0,−1), in the space of Hamiltonians. It is special in that both X triangles and Z hexagons are

local integrals of motion, making X Wilson loops deformable about triangles and Z Wilson loops deformable

around hexagons (see Fig. 4.8). Since the toric code is an exactly solvable model, it is interesting to consider

perturbing it to better understand the other models in this space of Hamiltonians, which have different

symmetry properties. Fig. 4.10 shows the full spectra of three families of Hamiltonians that all include the

toric code as a special point. The Hamiltonians of Fig. 4.10(a) are of the type described in Eq. (4.46), the

Hamiltonians of Fig. 4.10(b) are of the type described in Eq. (4.48), and the Hamiltonians of Fig. 4.10(c)

are generic Ĥkagome Hamiltonians of the type described in Eq. (4.44). Notably, the ground state for each of

the Hamiltonians shown stayed exactly four-fold degenerate, though the gap to the first-excited states did

decrease with large enough perturbations.

Generically, the kagome lattice Ĥkagome Hamiltonians of Eq. (4.44), like the square lattice models, also

possess a global integral of motion that is a sum of Pauli strings. A generic Ĥkagome Hamiltonian is a sum

of two commuting terms, Ĥkagome = Ĉ + D̂, where

Ĉ =
∑
4

(ηxX̂4 + ηyŶ4 + ηzẐ4) (4.50)

D̂ =
∑
7

(χxX̂7 + χyŶ7 + χzẐ7) (4.51)

are the terms only on the triangles or hexagons of the kagome lattice, respectively. We can take one of these

operators, say D̂, as a global integral of motion, since [Ĥkagome, D̂] = 0.

The Ĥkagome Hamiltonians of Eq. (4.44) are not sums of commuting terms nor frustration-free. Gener-
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(b)

(c)

(a)

Figure 4.10: The full spectra of the Hamiltonians (a) ĤTC,kagome +α1

∑
4 Ẑ4, (b) ĤTC,kagome +α2

∑
7 X̂7,

and (c) ĤTC,kagome + α3(
∑
4 Ẑ4 +

∑
7 X̂7) on a 3 × 2 × 3 kagome lattice. The width of each horizontal

line corresponds to the degeneracy of the energy eigenstates, plotted on a log scale. The smallest degeneracy
is four-fold, which occurs for all of the ground states of these models, and the largest degeneracy is about
80, 000-fold, which occurs for the eigenstates in the center of the toric code’s spectrum (α1 = α2 = α3 = 0).
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ically, the set of mutually commuting integrals of motion that we found do not fully specify the degrees

of freedom of the model and cannot be used to fully diagonalize the Ĥkagome Hamiltonians, except at the

special points corresponding to the toric code model. However, the set of mutually commuting integrals of

motion Eq. (4.45) (or Eq. (4.47) or (4.49)) and Eq. (4.51) can be used to block diagonalize the Hamiltonians

into quantum number sectors, which allows us to more effectively study these models numerically.

Level-spacing statistics. We examined the level-spacing statistics of the Hamiltonians we discovered with

the SHC to see if they obeyed GOE or Poisson statistics in their quantum number sectors. Initially, we

computed the level-spacing statistics of the Hamiltonians in Fig. 4.10 for 3× 2× 3 = 18 and 3× 3× 3 = 27

site kagome lattices in the quantum number sectors of Eq. (4.45) (or Eq. (4.47) or (4.49)) and Eq. (4.51). Like

we observed for the square lattice Hamiltonians, the kagome lattice Hamiltonians possess large eigenstate

degeneracy. We again remove these degeneracies by considering perturbed Hamiltonians of the form

−
∑
4

(X̂4 + Ẑ4)−
∑
7
Ẑ7 + εδĤ ′ (4.52)

−
∑
4

(X̂4 + Ẑ4)−
∑
7

(X̂7 + Ẑ7) + εδĤ ′ (4.53)

where δĤ ′ =
∑
4 h4Ẑ4 and h4 are random numbers drawn from the uniform distribution between −1

and 1 for each triangle and ε is the disorder strength. These particular perturbations break the spatial

symmetries of the kagome lattice, but still preserve the integrals of motion described in the previous section.

On 18-site lattices, for both Hamiltonians Eqs. (4.52) and (4.53), the δĤ ′ perturbation was sufficient

to produce GOE statistics at intermediate ε for the 256 energy levels in the considered quantum number

sectors, as shown in Fig. 4.9. On the 27-site lattice (for which we only considered Hamiltonian Eq. (4.52)),

this perturbation was not sufficient to produce GOE statistics; instead we found that there were additional

unidentified “hidden” quantum number sectors that were affecting the level-spacing results. Using the eigen-

state clustering approach described in Appendix B.8, we identified (within one sector) the set of eigenstates

that correspond to a hidden quantum number sector without identifying their corresponding integrals of

motion. This procedure involved looking at the set of energy eigenstates coupled through the perturbation

δĤ ′. After accounting for the hidden quantum numbers, our originally 8192-dimensional sector was reduced

to four 2048-dimensional hidden sectors, suggesting that for the 27-site lattice there are likely two missing

binary integrals of motion that we were unable to directly identify. Using the energy levels in the hidden

sectors, we computed the average level-spacing ratio and observed that it indeed approached the GOE value

as ε increased, in fact doing so much more rapidly than for the 18-site lattice (see Fig. 4.9). This seems to

suggest that the non-GOE behavior for low ε could be a finite-size effect. We also numerically determined
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the ground state degeneracy of 10 random realizations of the Hamiltonians of Eqs. (4.52) and (4.53) with

disorder strengths ε = 0.25, 0.5, 0.75, 1 on an 18-site kagome lattice. For all random Hamiltonians considered,

the ground states were exactly four-fold degenerate, suggesting that these perturbed models are still Z2 spin

liquids.

4.5 Discussion and conclusions

We have introduced a new approach, the symmetric Hamiltonian construction (SHC), for constructing

Hamiltonians with desired symmetries. This method is general and can be used to construct families of

Hamiltonians that commute (or anti-commute) with desired integrals of motion, such as zero mode and

Wilson loop operators, and are invariant (or anti-invariant) under discrete symmetry transformations, such

as point-group symmetries. In this work, we applied the SHC approach to design new topologically ordered

Hamiltonians by providing as input to the method integrals of motion with topological properties and spatial

symmetries. We analytically determined large families of superconducting Hamiltonians with Majorana zero

modes (MZMs) and numerically found new Z2 spin liquid Hamiltonians on the square and kagome lattices.

Using the SHC, we developed a general framework for designing Hamiltonians that commute with a pair

of zero mode operators. In this framework, we provide as input the spatial distribution of two zero modes

and as output produce Hamiltonians that commute exactly with those two zero modes and no others. These

Hamiltonians can be put onto arbitrary lattice geometries, e.g., square, kagome, tetrahedral, or quasicrystal

lattices, or even arbitrary graphs. Some examples of Hamiltonians that we designed with this framework

are: a one-dimensional s-wave superconducting Hamiltonian that commutes with two exponentially-localized

MZMs, a two-dimensional p-wave superconducting Hamiltonian that commutes with Gaussian-localized

MZMs, and two-dimensional Hamiltonians that commute with exotic semi-localized zero modes.

Using the SHC numerically, we discovered new classes of Z2 spin liquid Hamiltonians on the square

and kagome lattices whose properties differ from known solvable models. The Hamiltonians are not sums of

commuting projectors nor are they frustration-free. Generically, these Hamiltonians possess many integrals of

motion, though not enough to fully diagonalize the Hamiltonian. We observed that particular perturbations

of these Hamiltonians, which break spatial symmetries but preserve the integrals of motion, exhibit GOE

level-spacing statistics in their quantum number sectors. Many of the Hamiltonians that we found, even

with these perturbations, possess numerically exact four-fold ground state degeneracy in finite-size systems.

There are many future directions for using the SHC to study topological order. Our general framework

for designing zero mode Hamiltonians opens the door to the design of new experiments to search for MZMs.
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Using our framework, it is now possible for experimentalists to design a Hamiltonian with MZMs that best

fits their experimental constraints, rather than focusing on a particular idealized model such as the Kitaev

chain. To realize these MZM Hamiltonians in the lab, these experiments need some degree of control over the

spatial distribution of some combination of chemical potentials, magnetic fields, superconducting pairings,

or hoppings, in fermionic superconducting systems. Such control can potentially be realized in existing

experiments, such as in Josephson junction arrays [219], superconductor-semiconductor heterostructures

[74], twisted bilayer graphene [220], and strain-modulated superconductors [221, 222]. Our framework also

potentially allow theorists to design new model Hamiltonians with new exotic zero mode physics, such as

zero modes that realize non-Ising non-Abelian anyons or zero modes displaying the physics of higher-order

topological insulators and superconductors [223, 224]. One can also use similar techniques as we used to

discover Z2 spin liquids in order to find other topologically ordered Hamiltonians. For example, by providing

as input different topological symmetry operators, such as different types of Wilson loops, one can attempt

to discover new model Hamiltonians with double semion or Fibonacci anyons.

Broadly speaking, the SHC is a tool that can be used to systematically study Hamiltonians with sym-

metries of interest. For example, it can be used to find all local Hamiltonians consistent with particular

crystallographic symmetries. Once identified, these models can then be studied numerically or analytically

to better understand their behavior. The SHC method can also be used to generate (potentially interacting)

realizations of Hamiltonians from well-known symmetry classifications, such as the “ten-fold way” classifi-

cation of non-interacting topological insulators and superconductors [225]. It could also be used to engineer

Hamiltonians with properties that make them easier to study. Certain classes of interacting fermionic Hamil-

tonians with specific symmetries are known to be sign-problem-free, a property that allows for their efficient

numerical simulation using methods such as quantum Monte Carlo [226–228]. The SHC method could be

used to generate particular realizations of Hamiltonians with such symmetries, and thereby provide many

new sign-problem-free Hamiltonians for numerical study. The availability of new numerically solvable models

could provide valuable insights into strongly correlated systems.
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Chapter 5

Numerical evidence for many-body
localization in two and three
dimensions
This chapter is based on the work presented in Ref. [229], ©2021 American Physical Society, done in

collaboration with Dr. Benjamin Villalonga Correa and my advisor Prof. Bryan Clark.

5.1 Introduction

It is natural to expect quantum systems to obey statistical mechanics. However, there is increasing evidence

that there exist disordered strongly interacting quantum systems that do not obey the laws of statistical

mechanics and never reach thermal equilibrium – a phenomenon known as many-body localization (MBL)

[78, 230, 231, 80, 79, 232, 77]. A key feature of MBL systems is they exhibit robust emergent integrability,

i.e., they possess many quasilocal conserved quantities (known as `-bits) [105, 106, 233]. The existence of

these robust conserved quantities is strongly related to other well-known properties of MBL, such as area-law

entanglement of excited states and logarithmic growth of entanglement entropy under time-evolution [79,

232, 77]. Numerical methods have been key to studying MBL [83, 234, 83, 84, 235, 236, 85, 90, 237, 91, 238],

but have mostly been limited to small finite-size systems and one spatial dimension.

A key open question that remains is the role of dimensionality in MBL [77]. In one-dimension, there

is significant numerical and analytic evidence for MBL phenomena (although even this is still controversial

[239]). In higher dimensions, the situation is less clear. Cold-atom experiments show some signatures of

slow thermalization in two and three dimensions [118, 119, 115]. Some have argued that MBL phases are

unstable to rare ergodic regions that trigger thermalizing avalanches [240, 241]. Others have suggested that

an MBL phase might survive but only in nonstandard thermodynamic limits [242–244]. In this work we take

a pragmatic approach and numerically search for `-bits in higher dimensions, which we take as a practical

signature of MBL. Being able to predict properties of MBL in higher dimensions is also key to making the

connection to two and three dimensional cold-atom experiments. While some numerical approaches exist in

two-dimensions [94–104], simulating MBL in higher dimensions is still largely intractable and it is important

to develop new numerical techniques, particularly in three-dimensions, where to our knowledge no numerical
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studies have been done.

In this work, we present a new algorithm for finding approximate `-bits (or `-bit-like operators [242])

in interacting disordered systems of arbitrary dimensions. In MBL systems, an exact `-bit is an operator

that (1) is quasilocal, (2) commutes with the Hamiltonian, and (3) has a binary spectrum, i.e., a spectrum

of half +1 and half −1 eigenvalues. Our algorithm constructs an approximate `-bit by finding an operator

that satisfies these three properties as closely as possible. Property (1) is approximated by representing the

approximate `-bit as a linear combination of finitely many local Pauli strings, while properties (2) and (3)

are approximated by minimizing an objective function using gradient descent. Some previously developed

numerical methods for finding `-bits in MBL systems have attempted to enforce these properties exactly

[108–113]. Other methods have attempted to numerically construct operators that approximately satisfy

properties (1) and (2) and either exactly enforce the binary property (3) [96, 114] or do not enforce that

property at all [45, 245, 46, 95, 210, 246, 211]. Many of these methods have required numerically expensive

calculations, e.g., exact diagonalization or large bond-dimension tensor networks, and, except for the methods

of Refs. [95, 96, 98], have been limited to the study of one-dimensional chains. Our algorithm can efficiently

produce operators that are reasonable approximations of binary, quasilocal `-bits in arbitrary dimensions.

Using our algorithm, we study four model Hamiltonians: the disordered Heisenberg model in one, two,

and three-dimensions, and the disordered hard-core Bose-Hubbard model in two-dimensions (also examined

in Refs. [98, 99]). In all models studied, we find high quality `-bits at high disorder strengths suggesting

MBL behavior and see statistical signatures of a potential transition from localized to delocalized integrals

of motions. Our results provide new evidence for the existence of MBL phenomenology in two and three-

dimensions.

5.2 Background

In this work, we investigate two different types of Hamiltonians. First, we consider the disordered spin-1/2

Heisenberg model

H =
∑
〈ij〉

Si · Sj +
∑
i

hiS
z
i (5.1)

where the first summation is over nearest neighbor sites of a 1D, 2D, or 3D lattice, hi ∈ [−W,W ] are

random numbers drawn from a uniform distribution, and W is the disorder strength. The 1D model has

been extensively investigated numerically, mostly using exact diagonalization [81–85] and tensor networks

[86–93]. However, the model in higher dimensions has, up to this point, been largely unexplored [95, 102].
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Second, we consider the disordered Bose-Hubbard model

H = −
∑
〈ij〉

(
a†iaj + H.c.

)
+
U ′

2

∑
i

ni(ni − 1) +
∑
i

δini (5.2)

where the first summation is over nearest neighbor sites of a two-dimensional square lattice, a†i and ai are

bosonic creation and annihilation operators, ni ≡ a†iai, and δi are random on-site potentials drawn from a

Gaussian distribution with full-width half-maximum ∆. This model approximately describes the interactions

between bosonic 87Rb atoms in a two-dimensional disordered optical lattice experiment [118], where a

potential MBL-ergodic transition was observed at ∆exp
c ≈ 5.5(4) with U ′ = 24.4. Refs. [98] numerically

studied this model in the hard-core limit using tensor networks, where they found a transition at ∆tn
c ≈ 19;

we too work in this limit.

Generically, a Hamiltonian such as Eq. (5.1) or (5.2) can be represented as

H =
∑
i

h̃iτ
z
i +

∑
i,j

J̃ijτ
z
i τ

z
j +

∑
i,j,k

J̃ijkτ
z
i τ

z
j τ

z
k + · · · (5.3)

where h̃i, J̃ij , . . . are coupling constants and τzi = U†σzi U where U is a unitary that diagonalizes the Hamil-

tonian. The τzi operators are integrals of motion ([H, τzi ] = 0) that mutually commute ([τzi , τ
z
j ] = 0) and

have a binary spectrum ((τzi )2 = I and tr (τzi ) = 0). Note that these operators are not unique since there

exist many unitaries that diagonalize H. In MBL systems, the τzi operators can be made quasilocal, so that

the support of the operators decays rapidly away from a single site on which they are localized, and are

known as `-bits. A τzi operator can be written as

τzi =

|B|∑
a=1

caOa, (5.4)

where ca is a real coefficient, Oa is a Pauli string (a product of Pauli matrices, such as σx1σ
x
3σ

z
5), and

B = {Oa}|B|a=1 is a basis of Pauli strings of size |B|. The quasilocality of `-bits make it possible to accurately

represent them using a small, finite basis B of local Pauli strings.

To quantify quasilocality, we can define the weight wr of a τzi operator [211, 109] as

wr =

∑
a∈Br

|ca|2∑
r′
∑
b∈Br′

|cb|2
(5.5)

where r is the spatial coordinate of a site in the lattice and Br is the set of (labels of) Pauli strings in the

basis B with (non-identity) support on lattice coordinate r. The weight wr decays rapidly in MBL phases,
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Figure 5.1: Typical weights wr of random τzi for the (a) 1D, (b) 2D, and (c) 3D disordered Heisenberg
models at different disorder strengths.

as shown in Fig. 5.1.

5.3 Method

Our algorithm constructs quasilocal operators τzi that approximately commute with the Hamiltonian and

are approximately binary. In particular, the algorithm optimizes the ca parameters in Eq. (5.4) to minimize

the objective function

Z[{ca}] = α‖[H, τzi ]‖2 + β‖(τzi )
2 − I‖2, (5.6)

where α, β > 0, ‖O‖2 ≡ tr
(
O†O

)
/tr (I) is the Frobenius norm, and I is the identity operator. As described

in the appendix, this minimization is done using gradient descent and Newton’s method. Note that if the
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second term of Eq. (5.6) is zero, then the eigenvalues of τzi have exactly equal sectors of ±1 eigenvalues

because τzi is traceless. Also note that while we do not constrain τzi to be normalized (‖τzi ‖2 =
∑
a c

2
a = 1),

it stays approximately normalized during the optimization because of the second term of Eq. (5.6). We set

α = β = 1.

Rather than perform a single minimization of Eq. (5.6) in a fixed basis B, we iteratively and adaptively

build the basis during the minimization (similar in spirit to selected configuration interaction, an adaptive

basis technique in quantum chemistry [247–250]). The steps of the algorithm are:

1. Initialize B = {σzi }.

2. Expand B by adding new Pauli strings.

3. Minimize Eq. (5.6) in basis B.

4. Repeat steps 2–3 while |B| ≤ |B|max.

In step 1, we initialize the basis with a single Pauli matrix at site i. In step 2, we expand the basis by

including new Pauli strings that are important for minimizing the objective in Eq. (5.6). In particular, our

heuristic expansion procedure is two-step: (a) first, we compute [H, [H, τzi ]] =
∑
a c
′
aOa and add M1 new

Pauli strings Oa to B with the largest amplitudes |c′a| 1; (b) then, we compute (τzi )2−I =
∑
a c
′′
aOa and add

M2 new Pauli strings to B with the largest amplitudes |c′′a|. The logic behind step (a) is that, to cancel the

remainder of [H, τzi ], we need to add Pauli strings that, when commuted through the Hamiltonian, coincide

with the remainder. These are the terms in [H, [H, τzi ]]. The logic is similar for step (b). In our calculations,

we set M1 = M2 = 100 and perform 11 basis expansions, so that we expand by up to 200 Pauli strings per

iteration to a maximum basis size of |B|max = 2201. In step 3, we perform gradient descent with the ca

parameters in Eq. (5.4) initialized to the optimized values obtained in the previous basis size, but rescaled

so they are normalized to one.

We execute our algorithm on 1D, 2D, and 3D periodic lattices of size 101, 21 × 21 and 11 × 11 × 11,

respectively. It is important to note that, because of the basis sizes |B| considered, the optimized τzi never

reach the lattice boundaries, indicating that our calculations do not exhibit any finite system-size effects or

boundary effects, but do exhibit finite basis-size effects.

Our code is available online [251] and is based on the Qosy package [47].

1In order to save memory and time in our calculations, we modified step (a) so that only the largest 2000 terms of [H, τzi ]
were kept before computing [H, [H, τzi ]].
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Figure 5.2: The average and median commutator norms ‖[H, τzi ]‖2 and binarities ‖(τzi )2− I‖2 (only for (a))
of our optimized τzi operators for the disordered (a) 1D Heisenberg model and (b) 2D and 3D Heisenberg
models and 2D hard-core Bose-Hubbard model. The average commutator norms obtained by Ref. [98]
(Wahl 2019) using shallow 2D tensor networks for the 2D Bose-Hubbard model are also shown. Note that
the method of Ref. [98] finds all τzi in a 10× 10 lattice, while our method finds only a single τzi .
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Figure 5.3: Interpolated histograms of |〈τzi , σzi 〉|2 at different disorder strengths. The histograms are made of
50 evenly spaced bins (25 for 2D Bose-Hubbard) and are normalized so that at a fixed disorder strength the
maximum of the histogram is at a value of 1. The black lines are contour lines corresponding to normalized
histogram values of 0.2, 0.4, 0.6, and 0.8.
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Figure 5.4: The average correlation lengths of our τzi operators versus disorder strength. For comparison,
we show average correlation lengths of `-bits obtained by Ref. [112] (Varma 2019) for the 1D model and by
Ref. [98] (Wahl 2019) for the 2D Bose-Hubbard model. Horizontal dashed lines are drawn at (a) ξ = 1/ ln(4)
and (b) ξ = 1/ ln(42); shading indicates our estimates of the transition regions (see Fig. 5.3 and appendix).

5.4 Results and discussion

Using our algorithm, we obtain τzi operators for 1600 random realizations of the disordered Heisenberg

models of Eq. (5.1) and for 800 realizations of the disordered hard-core Bose-Hubbard model of Eq. (5.2) 2.

In this section, we present some statistical properties of the (normalized) τzi operators that our algorithm

finds after the final iteration of basis expansions (see appendix for earlier iterations).

At high disorder, we find τzi operators that are largely binary and nearly commute with the Hamiltonian

for all four models studied (see Fig. 5.2). This is anticipated in an MBL phase where quasilocal operators

should be well represented by a small local basis of operators. However, the algorithm’s ability to find good

`-bits becomes 1–2 orders of magnitude worse with respect to both the commutator norm ‖[H, τzi ]‖2 and

binarity ‖(τzi )2 − I‖2 with decreasing disorder strength.

An important statistical quantity that we consider is the overlap |〈τzi , σzi 〉|2 3 (see Fig. 5.3 for their

distributions). At high disorder, most τzi operators are localized so that |〈τzi , σzi 〉|2 ≈ 1, with the distribution

2We use the same set of (scaled) disorder patterns for all W for a fixed model but different disorder patterns for different
models.

3Note that when we compute this quantity we use the σzi on the site i with the largest weight (see Eq. (5.5)) rather than the
σzi used to initialize the basis B. In general, the τzi operators discovered with our method can “drift” away from their initial
site, though this tends to only become significant at low disorder strength (see appendix).
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exhibiting a quickly decaying tail away from this value. At low disorder, there are almost no operators with

|〈τzi , σzi 〉|2 ≈ 1; instead most operators have an overlap with a non-zero value significantly below one. For

all the models studied, we find a rapid change in the probability distribution of these operator overlaps over

a narrow region of disorder; within this region we see hints of bimodality [236, 85, 234] of the probability

distribution. We would anticipate that this rapid change signals a “transition.”

We find in 1D that the location of this transition region is in good agreement with the accepted location

of the MBL-ergodic transition in the range 3 . W . 3.5 [82, 88, 83–85, 93, 245, 46, 246, 211, 110, 109].

Moreover, the transition region of 14.5 . ∆ . 25.5 in the 2D hard-core Bose-Hubbard model is consistent

with the critical disorder strength of ∆tn
c ≈ 19 estimated by Ref. [98]. The rapid changes in the probability

distributions of |〈τzi , σzi 〉|2 in the 2D and 3D Heisenberg models and their high overlap at large disorder

then suggests that similar MBL transitions exist in these models as well. These transitions happen around

8.5 . W . 10.5 and 18.5 . W . 28.5, respectively. See appendix for details on the estimation of the

approximate location of the transition regions.

We note that in 1D, the two peaks of |〈τzi , σzi 〉|2 in the transition region are more separated than in higher

dimensions. We believe this is due to limitations of the basis size; in 1D, as the basis size |B| grows the

separation between the peaks also grows (see appendix) and we expect the same to hold for other models.

Another quantity we use to characterize τzi is the correlation length, shown in Fig. 5.4. We obtain

correlation lengths by fitting the function w̃r = e−‖r−ri‖/ξ/(
∑

r′ e
−‖r′−ri‖/ξ) to the weight wr of Eq. (5.5)

for the τzi centered at site ri using a non-linear least-squares fit 4. We should note that while this fitting

procedure gave sensible results for all models, other reasonable ways of fitting these approximate `-bits were

less robust. For a wide range of disorder strengths, our 1D Heisenberg model correlation lengths agree with

those obtained by Ref. [112] (see appendix for additional correlation length comparisons). For large disorder

strengths, our 2D Bose-Hubbard correlation lengths agree with those obtained by Ref. [98] using shallow

2D tensor networks, but take on larger values at low disorder strength. As shown in Fig. 5.2(b), our `-bits

have significantly lower commutator norms, so might be able to more accurately capture the τzi operators

near the transition. As expected theoretically, none of the correlation lengths diverge at the “transition.”

Interestingly, we empirically find that ξ ≈ 1/ ln(4d), where d is the spatial dimension, near the transition

region. While the d = 1 value agrees with some theoretical predictions [112], we are not aware of expected

values of correlation lengths at the transition region in higher d and these values in larger dimensions might

be coincidental.

Finally, we note that for the 2D Bose-Hubbard model we see a sharp change in the histogram of |〈τzi , σzi 〉|2

4Note that the summation in the denominator of w̃r is only over the positions r′ where wr′ 6= 0 and ri ≡ argmaxrwr.
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at ∆ ≈ 3 (see Fig. 5.3) somewhat close to the ∆exp
c ≈ 5.5(4) value obtained experimentally by Ref. [118].

Near this disorder strength the binarity of our `-bits increases sharply and so this behavior could simply

be attributed to a breakdown of our algorithm (see appendix); nonetheless, we cannot rule out that the

algorithm breaking down near this low ∆ is somehow related to the results seen in the experimental systems.

5.5 Outlook

We present an algorithm for constructing high-quality approximations of quasilocal binary integrals of motion

and use it to study MBL in four different models. This algorithm works by adaptively building a basis of

operators in which to construct the quasilocal integrals of motion (`-bits). Using this algorithm, we find the

first theoretical evidence for MBL in three dimensions.

Our algorithm is well suited for studying `-bits in more general settings than has previously been possible.

For example, it can be used to construct approximate `-bits for models on complicated lattice geometries, for

fermionic models (in which Majorana strings can be used instead of Pauli strings; see Ref. [44]), or for models

with potential MBL-MBL transitions [252]. Moreover, using the strategy of Ref. [95], the `-bits constructed

with this algorithm could be used to push highly excited states into the ground state. Our algorithm can also

be applied beyond MBL to construct localized zero modes in interacting topological systems [217, 44] or (with

slight adjustment) to construct unitary operators that commute with given Hamiltonians or symmetries.
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Chapter 6

Motif magnetism and quantum
many-body scars

This chapter is based on the work presented in Ref. [253], done in collaboration with my advisor Prof. Bryan

Clark.

6.1 Introduction

A subsystem of an isolated quantum system tends to equilibrate with the rest of the system, a process known

as thermalization. Thermalization generally occurs in quantum systems obeying the eigenstate thermaliza-

tion hypothesis (ETH) [254–258], which states that energy eigenstates with finite energy density appear

thermal and so exhibit thermal properties such as volume-law entanglement entropy. While ETH holds for

many quantum systems, known as ergodic systems, it can sometimes be violated. For example, in many-

body localized (MBL) systems [259, 81, 82, 79, 232, 77], systems with strong disorder and interactions,

all or a significant fraction of eigenstates appear athermal, e.g., exhibit area-law entanglement entropy. In

certain non-disordered systems with local constraints, such as the one-dimensional chain of Rydberg atoms

recently studied in the experiment in Ref. [260], most eigenstates are thermal and yet a set of measure zero

eigenstates in the middle of the spectrum, known as quantum many-body scars, exhibit athermal behavior.

Following the experimental observation in Ref. [260], there has been an extensive search for systems with

quantum many-body scars[260–286]. Some scar states have a high overlap with particular product states

and have constant energy spacings. These properties imply that the time-evolution of these product states

exhibits periodic revivals, a clearly athermal behavior which can be observed experimentally. In contrast,

the time-evolution of a generic product state will lead to thermalization, since it has vanishing overlap with

scar states. It is useful to find examples of simple Hamiltonians with such scar states so that they can be

realized in experiments.

In a series of recent works [188, 287, 278, 288], a large family of spin Hamiltonians with exactly known

“projected 3-colored” eigenstates has been found with a number of interesting properties, such as large

eigenstate degeneracy and quantum many-body scars [278]. This family of Hamiltonians, which have fine-
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tuned XXZ interactions, is built out of a triangle motif. By tiling together triangles, we can build these

Hamiltonian on geometries such as the triangular, kagome, hyperkagome, and pyrochlore lattices [188]. The

3-colored Hamiltonian on the kagome lattice appears to be at the intersection of many different phases,

which include ordered phases and potential quantum spin liquid phases [188], suggesting that this family of

Hamiltonians includes special points in phase diagrams that connect different phases of matter. When the

triangle motifs are added together with positive coefficients, the resulting Hamiltonians are frustration-free

and the projected 3-colored states are exact ground states, but when the triangle motifs are added together

with positive and negative coefficients, the resulting Hamiltonians are frustrated and the projected 3-colored

states are exact eigenstates in the middle of the spectrum. These states have log-law entanglement, large

overlap with certain product states, and constant energy spacing, making them quantum many-body scars

that exhibit periodic revivals [278].

In this work, we generalize the 3-colored Hamiltonians into a larger class of n-colored Hamiltonians. We

show that the n-colored Hamiltonians have degenerate “projected spiral colored” eigenstates, which can be

made into ground states or quantum many-body scars that exhibit periodic revivals. These Hamiltonians,

which involve nearest and next-nearest neighbor XXZ interactions [289, 188], are built out of n-spin motifs,

which can be shaped as polygons or polyhedra. We give examples of many types of n-colored lattices that

can be built out of such motifs, such as Archmidean tilings and quasicrystal lattices. We provide numerical

evidence for the existence of quantum many-body scars with simple periodic revivals in these systems.

6.2 Motif Construction

In this work, we construct Hamiltonians built out of motifs. A motif is a spatial pattern of spins that will be

repeated to construct larger structures. In our case, we consider motifs that are polygons and polyhedra with

spins at the vertices. For each polygon or polyhedron motif, we associate a motif Hamiltonian. First, we

explain how we construct the motif Hamiltonians from a previously studied spin chain Hamiltonian. Then,

we describe the nature of the ground states in these motif Hamiltonians, which exhibit “spiral colored”

magnetic order.

6.2.1 Motif Hamiltonians

Consider a small, periodic chain of Lp spins. When the spins in the chain are evenly arranged on a circle,

we see that they form a regular polygon. For example, a periodic chain of Lp = 6 spins forms a regular

hexagon. Therefore, a finite length spin chain defines a polygon motif and a spin chain Hamiltonian can be
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interpreted as a motif Hamiltonian on a polygon motif. Similarly, polyhedron motif Hamiltonians can also

be built out of spin chain Hamiltonians by arranging the spins appropriately.

The spin chain Hamiltonians that we use to define our motif Hamiltonians were originally studied by

Refs. [289, 290]. These Hamiltonians take the form

Ĥp[Qp] =
∑
r=1,2

Lp∑
i=1

JXYr (σ̂xi σ̂
x
i+r + σ̂yi σ̂

y
i+r) + JZr σ̂

z
i σ̂

z
i+r (6.1)

where σ̂xi , σ̂
y
i , σ̂

z
i are Pauli matrices on site i, the boundary conditions are periodic, Lp is the length of the

chain, Qp = 2πm/Lp for m = 0, . . . , Lp − 1 is a free parameter, and the coupling constants satisfy

JZ1
JXY1

= cos(Qp) = − JXY1

4JXY2

JZ2
JXY2

= cos(2Qp) = −1 +
1

8

(
JXY1

JXY2

)2

(6.2)

and JXY2 > 0. Note that these Hamiltonians have nearest and next-nearest neighbor exchange and Ising

interactions of a particular form. For later convenience, following Ref. [188], we will refer to a two-site

JXY (σ̂xi σ̂
x
j + σ̂yi σ̂

y
j ) + JZ σ̂zi σ̂

z
j (6.3)

interaction with coupling constants JZ/JXY = α and JXY > 0 (JXY < 0) as an antiferromagnetic (ferro-

magnetic) XXZ[α] bond.

We call the Hamiltonians of Eq. (6.1) with fixed finite Lp motif Hamiltonians because of their role in our

construction of Hamiltonians built out of motifs. For each polygon or polyhedron motif p, we will associate

a potentially different motif Hamiltonian Ĥp[Qp].

Note that the Hamiltonians in Eq. (6.1) commute with the global z-magnetization operator Ŝz =
∑
i σ̂

z
i .
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6.2.2 Motif Hamiltonian ground states: spiral colored states and projected

spiral colored states

The Hamiltonians in Eq. (6.1) have many degenerate ground states[289]. In this degenerate ground state

space, there are product states of the form

|ψp[Qp, φp]〉 ≡
Lp−1⊗
j=0

1√
2

(
|↑〉j+1 + ei(Qpj+φp) |↓〉j+1

)

=

Lp⊗
j=1

|γj〉j (6.4)

where φp is an arbitrary angle [289]. These states, which Ref. [289] referred to as “canted spiral” states, are

spin waves with the spin at site j pointing in the xy-plane of the Bloch sphere at an angle of Qpj+φp with the

x-axis. Note that the phases Qpj = 2πmj/Lp are Nc-th primitive roots of unity, where Nc = Lp/ gcd(m,Lp).

Therefore, each spin state can be labeled with a “color” γj = mjNc/Lp mod Nc ∈ [0, Nc−1] that corresponds

to one of the Nc roots of unity. For example, for Lp = 3, Qp = 2π/3, φp = 0, the local |γ〉 states are

|0〉 = (|↑〉+ |↓〉)/
√

2, |1〉 = (|↑〉+ ω |↓〉)/
√

2,

|2〉 = (|↑〉+ ω2 |↓〉)/
√

2,

where ω = ei2π/3, and have been called “red”, “green”, and “blue” states in previous studies[188, 287, 278,

288]. Therefore, we refer to Eq. (6.4) as “spiral colored” states. These states are ground states of Eq. (6.1)

with energy

Ep ≡ Lp(JZ1 + JZ2 ) = −Lp(2 + cos(2Qp))J
XY
2 . (6.5)

Due to the global z-magnetization symmetry of the Hamiltonian, we can construct other states in the

ground state space by taking projections of the product state in Eq. (6.4). In particular, the projected spiral

colored states

P̂Sz |ψp[Qp, φp]〉, (6.6)

where P̂Sz projects onto the Sz quantum number sector of Ŝz, are also exact ground states of the motif

Hamiltonian in Eq. (6.1). Other degenerate ground states of Eq. (6.1) with anyonic properties are described

in Ref. [290].
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State HamiltonianMotif

+ =

Figure 6.1: An example of a motif state (Eq. (6.4)) and motif Hamiltonian (Eq. (6.1)) for a hexagon
motif. The solid (dashed) lines indicate nearest (next-nearest) neighbor spin-spin interactions in the motif
Hamiltonian. The colored arrows indicate the orientation of the spins in the spiral colored states on the
motifs.

Figure 6.2: Examples of motif states and motif Hamiltonians for motifs of Lp = 2, 3, 4, 5, 6, 8 spin regular
polygons. The motif states |ψp[Qp, φp]〉 have Qp = 2π/Lp, φp = 0 and so are spiral colored states with
Nc = Lp colors, except for the square motif which has Qp = π and is 2-colored.
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Qp Nc JXY1 JZ1 JXY2 JZ2

Lp = 2
0 1 −1 −1 — —
π 2 1 −1 — —

Lp = 3
0 1 −1 −1 — —

±2π/3 3 1 −1/2 — —

Lp = 4

0 1 −1 −1 1/2 1/2
±π/2 4 0 0 1 −1
π 2 1 −1 1/2 1/2

Lp = 5

0 1 −1 −1 1/4 1/4
±2π/5 5 −1 −1/2ϕ ϕ/2 −ϕ2/4
±4π/5 5 1 −ϕ/2 1/2ϕ 1/4ϕ2

Lp = 6
0 1 −1 −1 1/4 1/4
±π/3 6 −1 −1/2 1/2 −1/4
±2π/3 3 1 −1/2 1/2 −1/4
π 2 1 −1 1/4 1/4

Lp = 8

0 1 −1 −1 1/4 1/4

±π/4 8 −1 −1/
√

2 1/
√

8 0
±π/2 4 0 0 1 −1

±3π/4 8 1 −1/
√

2 1/
√

8 0
π 2 1 −1 1/4 1/4

Lp ≥ 5 2πm/Lp Lp/ gcd(m,Lp) −sign(cos(Qp)) −| cos(Qp)| 1/(4| cos(Qp)|) −| cos(Qp)|(tan(Qp)
2 − 1)/4

Table 6.1: The coupling constants JXY1 , JZ1 , J
XY
2 , JZ2 of motif Hamiltonians (Eq. (6.1)) that have spiral

colored state ground states (Eq. (6.4)), scaled so that |JXY1 | = 1 and JXY2 > 0. The spiral colored state
wave vector is Qp = ±2πm/Lp where m = 0, 1, . . . , bLp/2c and Nc is the number of distinct colors in the
spiral colored state. The constant ϕ = (1 +

√
5)/2 is the golden ratio.

For our purposes, we will only consider motifs with a small number of spins Lp. Fig. 6.1 shows an example

of an Lp = 6 motif shaped as a hexagon, depicting both the (unprojected) spiral colored state of Eq. (6.4)

and the motif Hamiltonian of Eq. (6.1). Fig. 6.2 shows Lp = 2, 3, 4, 5, 6, 8 spin motifs shaped as regular

polygons. Table 6.1 lists the coupling constants of the motif Hamiltonians1 and the number of colors for

different Lp and Qp. We point out that the Hamiltonians with 3-colored ground states made from triangular

motifs, referred to as the XXZ0 = XXZ[−1/2] model in previous works [291, 188, 41, 287, 278, 288], is a

special case (Lp = 3, Qp = ±2π/3) of the more general family of polygonal motif Hamiltonians with spiral

colored ground states considered in this work.

Finally, it is important to note that |ψp[Qp, φp]〉 and |ψp[−Qp, φ′p]〉 for generic2 Qp, φp, and φ′p are linearly

independent, but non-orthogonal, ground states of Ĥp.

1Note that for Lp = 2, 3 the next-nearest neighbor bonds are actually nearest neighbor bonds and for Lp = 4 the next-nearest
neighbor bonds are doubled.

2If Qp = 0 or π and φp = φ′p, then |ψp[Qp, φp]〉 ∝ |ψp[−Qp, φ′p]〉 are proportional so they are not linearly independent.
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Figure 6.3: Spiral colored states with Qp = ±π/3 and φp = 2πm/Lp for m = 0, . . . , Lp − 1 on a hexagonal

motif. All of the depicted states are ground states of the same motif Hamiltonian Ĥp[Qp] = Ĥp[−Qp] in
Eq. (6.1).

6.3 Hamiltonians made from motifs

Here we describe how to construct Hamiltonians on structures built from motifs with projected spiral colored

eigenstates. These Hamiltonians can be frustration-free, in which case the projected spiral colored states are

ground states on each motif, or frustrated, in which case the states are excited states.

Consider a geometric structure composed of motifs, such as a triangular lattice tiled by triangles. By

taking a linear combination of Hamiltonians on those motifs, we can build a Hamiltonian on the entire

system. We focus on Hamiltonians of this form with an additional Zeeman term

Ĥ =
∑
p

JpĤp[Qp]− h
∑
i

σ̂zi . (6.7)

In order for Eq. (6.7) to have projected spiral colored eigenstates, the Ĥp[Qp] need to be added together in

such a way so that the spiral colored product states |ψp[Qp, φp]〉 (Eq. (6.4)) on overlapping motifs p agree.

In practice, the rules for adding together motif Hamiltonians can be understood through visual inspection:

spiral-colored motifs can only be added together if the colors on spins shared between neighboring motifs

match (see Fig. 6.4).

First, suppose that h = 0. Then the spiral colored states

|C〉 =
⊗
j

|γj〉j , (6.8)

where |γj〉j in state |ψp[Qp, φp]〉 must be the same on each motif p containing site j, are eigenstates of

Eq. (6.7). There can be many |C〉 because of the degeneracy between |ψp[Qp, φp]〉 and |ψp[−Qp, φ′p]〉 on

each motif. For example, in Ref. [188], the authors found that certain lattices built from triangle motifs,

such as the kagome lattice, have exponentially many different 3-colorings, i.e., exponentially many linearly
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Figure 6.4: An example of how to construct a 6-colored Hamiltonian (Eq. (6.7)) with a spiral colored
eigenstate (Eq. (6.8)) using a hexagonal motif. Each newly added hexagon motif p is labelled by the
(Qp, φp) for the motif spiral colored state |ψp[Qp, φp]〉 (Eq. (6.4)) on that hexagon (See also Fig. 6.3). Note
that no motif Hamiltonian is added to the center hexagon since that hexagon cannot be 6-colored in the
appropriate way.

independent |C〉. When Jp ≥ 0 for all motifs p, then the spiral colored states |C〉 are ground states of JpĤp

and Ĥ, making Eq. (6.7) a frustration-free Hamiltonian. If however, the Jp alternate in sign, then |C〉 are

excited states of JpĤp and Ĥ and Eq. (6.7) is frustrated.

Next, suppose that h > 0. This breaks the degeneracies in different Sz sectors and makes the product

states |C〉 no longer eigenstates. Instead, the projected product states

|CSz 〉 ≡
P̂Sz |C〉
‖P̂Sz |C〉‖

=
1

NSz
P̂Sz |C〉, (6.9)

where NSz is a Sz-sector normalization constant, are eigenstates of Eq. (6.7) with energies
∑
p JpEp − hSz.

Note, however, that many of the projected spiral colored states are not linearly independent. For example,

P̂Sz=N |C〉 = |↑ · · · ↑〉 for all |C〉 where N is the number of spins in the system. If the Hamiltonian is

frustration-free so that Jp ≥ 0 for all motifs p, then |↑ · · · ↑〉 is the ground state and the |CSz 〉 are the

lowest energy states in each Sz sector. If the Hamiltonian is frustrated so that the Jp alternate in sign,

then the |CSz 〉 are excited states. Ref. [278] showed that projected product states of this form have log-

law entanglement entropy, which indicates that the |CSz 〉 are athermal and for frustrated Hamiltonians in

Eq. (6.7) can be quantum many-body scars.
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6.4 Results

6.4.1 Examples of spiral colored systems

The Hamiltonian in Eq. (6.7) and its associated spiral colored eigenstates can be realized in many different

lattice geometries built out of motifs. In this section we describe how this can be done. First, we begin by

analyzing in more detail the properties of the n-spin motifs listed in Table 6.1. Then, we provide examples

of different geometries that can be constructed from these motifs.

Bonds. The simplest motif is the 2-spin motif, or bond. In this case, the 2-spin motif Hamiltonian is

simply Ĥp[Qp] = ∓(σ̂x1 σ̂
x
2 + σ̂y1 σ̂

y
2 )− σ̂z1 σ̂z2 for Qp = 0, π.

When Qp = 0, this is a ferromagnetic Heisenberg bond and the (1-colored) spiral colored state (|↑〉1 +

eiφp |↓〉1)(|↑〉2 + eiφp |↓〉2), which corresponds to two aligned spins in the xy-plane, is a ground state. Note

that this implies that |+〉i⊗|+〉j is an eigenstate of any Heisenberg bond Si ·Sj with energy3 +1/4. This also

implies that |+ · · ·+〉 is an exact eigenstate of any Hamiltonian made of only Heisenberg bonds. If all the

Heisenberg bonds are ferromagnetic (antiferromagnetic), then |+ · · ·+〉 is the ground state (highest excited

state). However, if some bonds are ferromagnetic and some are antiferromagnetic, then |+ · · ·+〉 (and by

symmetry |χ · · ·χ〉 for any single-spin state |χ〉) would be an eigenstate in the middle of the spectrum and

would likely be a quantum many-body scar state.

When Qp = π, the 2-spin motif Hamiltonian is an antiferromagnetic XXZ[−1] bond and the (2-colored)

state (|↑〉1 + eiφp |↓〉1)(|↑〉2 + ei(φp+π) |↓〉2), which corresponds to two anti-aligned spins in the xy-plane, is a

ground state. The 2-colored XXZ[−1] model is also discussed in Ref. [288].

The Qp = 0 and Qp = π bonds are quantum analogs of ferromagnetic and antiferromagnetic Ising

bonds and promote order analogous to ferromagnetic and Néel order, though in the xy-plane. When “spiral

coloring” a lattice, the Qp = 0 bond can be added between any two aligned spins and the Qp = π bond can be

added between any two anti-aligned spins. By itself, the Qp = 0 bond can 1-color any lattice. Similarly, by

itself, the Qp = π bond can 2-color any bipartite graph, such as square, honeycomb lattices (see Fig. 6.5(a)),

and pyrochlore lattices.

Regular polygons. The next simplest motifs are regular polygons, shown in Fig. 6.2. The smallest example

is the equilateral triangle, made of Lp = 3 sites. When Qp = ±2π/3, the triangle motif Hamiltonian is made

of three XXZ[−1/2]-bonds and is known as the XXZ0 model [291, 188]. It has 3-colored ground states

(|↑〉1 + eiφp |↓〉1)(|↑〉2 + ei(φp±2π/3) |↓〉2)(|↑〉3 + ei(φp∓2π/3) |↓〉3), that correspond to spins at 120◦ angles from

one another in the xy-plane. The 3-colored state has a unique property among the spiral colored states

3The Heisenberg bond has energy eigenvalues −3/4, 1/4, 1/4, 1/4, so |++〉 is in the degenerate +1/4 eigenspace of the
operator.
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on polygons: all permutations of the three colors (|012〉, |021〉, |102〉, . . .) produce valid spiral colored states.

This property does not hold for example for a spiral colored state on a hexagon, where for instance |021345〉

would not be a valid spiral colored state. Note also that there is a constraint that occurs when building

lattices out of edge-sharing polygon motifs: Qp = −Qp′ if polygons p and p′ share an edge. In some lattices,

this constraint cannot be satisfied unless some motifs in the lattice are missing, as can be seen in Fig. 6.4.

Finally, note that 4-colored square motifs have vanishing nearest neighbor interactions (see Table 6.1), so

cannot be used to construct Hamiltonians with 4-colored spiral colored eigenstates.

Polyhedra. Motifs involving four or more spins can be reshaped in three-dimensions into polyhedra. A

natural type of polyhedron motif to consider is an antiprism, a polyhedron that is composed of two parallel

copies of a regular polygon connected by an alternating band of triangles. The nearest and next-nearest

neighbor interactions in the motif Hamiltonian of Eq. (6.1) act between and within the two parallel polygons,

respectively. Fig. 6.6(a) shows an example of an antiprism motif (an octahedron motif). Other types of

polyhedra motifs are those that can be built out of polygon motifs. For example, a truncated octahedron

motif can be made out of eight hexagon motifs, as shown in Fig. 6.6(b).

Polygon and polyhedron motifs can be combined into many different geometries. Here we list some

examples of different geometries of spin systems that can be spiral colored using the motifs that we have

described above:

1. Archimedean tilings. Archimedean tilings are tilings of the Euclidean plane by regular polygons [292].

Examples of spiral colored Archimedean tilings are shown in Fig. 6.5.

2. Honeycombs. Space-filling tesselations of three-dimensional space, or honeycombs, can be constructed

out of certain polyhedra [292]. For example, a bitruncated cubic honeycomb can be made up of

truncated octahedra.

3. Lattices with polygons and polyhedra in the unit cell. The lattices of crystalline materials can have unit

cells with polygons or polyhedra in them. For example, in frustrated magnets, the spins can be arranged

into a two-dimensional kagome lattice, which has two triangles in a unit cell, or a three-dimensional

pyrochlore lattice, which has tetrahedra in its unit cell.

4. Aperiodic tilings. Aperiodic patterns, such as those seen in quasicrystals [293, 294], can be built out

of simple motifs. Fig. 6.7 shows an example of an aperiodic spiral colored Penrose tiling [295] made

from pentagon motifs.
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Figure 6.5: Spiral colored Archimedean tilings. (a) A 2-colored Honeycomb lattice made from bond motifs.
(b) A 3-colored triangular lattice made from triangle motifs. (c) A 2- and 3-colored truncated Hexagonal
tiling lattice made from bond and triangle motifs. (d) An 8-colored square-octagon lattice made from octagon
motifs.
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Figure 6.6: Spiral colored states and Hamiltonians on a three-dimensional (a) anti-prism (octahedron) motif
and (b) a truncated octahedron motif made from a two-dimensional polygon (hexagon) motif.
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Figure 6.7: A spiral colored state on an aperiodic Penrose diagram made of pentagon motifs. The shaded
pentagons have nearest neighbor ferromagnetic XXZ[1/2ϕ] and next-nearest neighbor antiferromagnetic
XXZ[−ϕ/2] interactions, where ϕ = (1+

√
5)/2 is the golden ratio. Purple (red) pentagons haveQp = +2π/5

(Qp = −2π/5).
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ED TEBD

++ + + + +− −−−−

Figure 6.8: A spiral colored state |C〉 on a chain of pentagons. Projected spiral colored state |CSz 〉 ∝ P̂Sz |C〉
are quantum many-body scars of the Hamiltonian in Eq. (6.10). Positive (negative) terms in the Hamiltonian
are indicated by blue and a “+” (red and a “−”). Our exact diagonalization (ED) calculations were done
on the 14 spins in the first 4 pentagons, highlighted in gray. Our time-evolved block decimation (TEBD)
calculations were done on the 32 spins in the 10 pentagons shown.

6.4.2 Numerical signatures of quantum many-body scars

In this section, we provide numerical evidence that the projected spiral colored states |CSz 〉 are quantum

many-body scars of frustrated Hamiltonians in Eq. (6.7) and that the scars give rise to periodic revivals when

time-evolving from the unprojected |C〉 state. (See Ref. [278] for a similar analysis for 3-colored states.) We

use exact diagonalization (ED) and the time-evolved block decimation (TEBD) algorithm [296] to analyze

the eigenstates and study the dynamics of these scar Hamiltonians.

Consider the pentagon chain Hamiltonian in a magnetic field

Ĥ =

M∑
j=1

(−1)j−1Ĥpj [2π/5]− h
N∑
i=1

σ̂zi (6.10)

where p1, . . . , pM are edge-sharing pentagons arranged into a line as shown in Fig. 6.8. This chain has open

boundary conditions and N = 3M + 2 spins. The motif Hamiltonians Ĥpj [2π/5] are normalized according

to the Lp = 5 row in Table 6.1. Note that the nearest neighbor bonds shared between pentagons exactly

cancel. Also, note that Ĥ anticommutes with the 180◦ spatial rotation operator R̂, which can be seen by

rotating the pentagon chain about its center and noting that the “+” and “−” signs swap so that Ĥ → −Ĥ.

Since {Ĥ, R̂} = 0, each energy E eigenstate |E〉 has an associated energy −E eigenstate R̂|E〉.

In our analysis of this model, we will focus on a particular spiral colored state |C〉 shown in Fig. 6.8.

Because of the magnetic field, |C〉 is not an energy eigenstate of the Hamiltonian, but the projected |CSz 〉

states are, with energies −hSz. The |CSz 〉 states are in the middle of the spectrum of their own Sz sectors,

suggesting that they are scar states. Since |C〉 is a linear combination of these states, it inherits their

athermal properties. To verify the nature of the scar states in this system, we will check that: (1) generic

energy eigenstates of Eq. (6.10) are thermal, (2) the |CSz 〉 states are athermal, and (3) that the time evolution

of the product state |C〉, which only has non-zero weight on scar states, exhibits periodic revivals unlike the

time evolution of a random product state, which rapidly thermalizes.

111



20 10 0 10 20
En

0

1

2

3

4

S n

12 8 4 0 4 8 12
Sz

0

1

2

3

4

S n

Figure 6.9: Left: The half-cut entanglement entropy Sn of the energy eigenstates of |ψn〉 of the pentagon
chain Hamiltonian in Eq. (6.10) with h = 0 versus energy En, computed using ED on 14 spins. Different
colors correspond to different Sz sectors. Right: Entropy Sn versus Sz quantum number. The black stars
correspond to the entropies of the projected spiral colored states |CSz 〉. The black dashed line corresponds
to the average half-cut entropy of a Haar-random pure state.

First, we use full ED on the 14-spin pentagon chain shown in Fig. 6.8 to compute the properties of the

energy eigenstates. Fig. 6.9 shows the von-Neumann half-chain entanglement entropy Sn = −tr(ρn log ρn)

for each eigenstate |ψn〉 [ρn = tr{j=N/2+1,...,N}(|ψn〉 〈ψn|)] in each Sz sector. The half-cut entropies of the

|CSz 〉 states are marked with black stars and the average half-cut Page entropy for a Haar-random pure

state[297] Savg = N/2 log 2− 1/2 is marked with a black dashed line for reference. The entropies of the |ψn〉

eigenstates with E and Sz near zero are close to the Page entropy. We also compute the average level-spacing

ratio rn = min(En−En−1,En+1−En)
max(En−En−1,En+1−En) , where En are the ordered energy eigenvalues, for the energy eigenstates

in each Sz sector. For an ergodic Hamiltonian, 〈r〉 is expected to be near the Gaussian orthogonal ensemble

(GOE) value of rGOE = 0.5307, while for an integrable model, it is expected to be near the Poisson value

of rPoisson = 0.3863. We find that 〈r〉Sz are within a few error bars of rGOE for Sz = ±8, 6, 4, 2, but not

Sz = 0 (see Fig. 6.10). We believe that this is due to a hidden symmetry in the Sz = 0 sector that we did not

take into account in our analysis, which can make 〈r〉 approach the rPoisson value. The large entanglement

of generic finite energy density eigenstates and the GOE level-spacing statistics in most Sz sectors provide

strong evidence that Eq. (6.10) is an ergodic Hamiltonian with mostly thermal eigenstates.

Next, we compute the half-cut entanglement entropies of the energy eigenstates and the |CSz 〉 states,

shown in Fig. 6.9. Through ED, we find that the 14-spin Hamiltonian has a degeneracy of 1, 2, 9, 2, 23,

2, 37, 128, 37, 2, 23, 2, 9, 2, 1 at zero energy for Sz = −14, . . . , 14. Due to this degeneracy, the zero

energy eigenstates obtained through numerical diagonalization can be arbitrary linear combinations of the

degenerate states and have ill-defined entropies, which is why there is not perfect agreement between the

numerical and exact |CSz 〉 eigenstates in Fig. 6.9. Nonetheless, we numerically verify that the |CSz 〉 states
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Figure 6.10: The average level-spacing ratio 〈r〉 in each Sz quantum number sector of the pentagon chain
Hamiltonian depicted in Fig. 6.8, computed using ED on 14 spins. The error bars are standard errors of the
mean.
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Figure 6.11: The expectation value of X̂ = σ̂x6 under the pentagon chain Hamiltonian with h = 0.5 using
|C〉 and a random product state whose 6th spin is set to |+〉 as initial conditions. The |C〉 evolution was
computed using ED for 14 spins and TEBD for 32 spins.

are exact eigenstates of Eq. (6.10) with energies in the middle of the spectra and with low entanglement

entropy far from the Page value. This indicates that the |CSz 〉 are athermal eigenstates.

Finally, we examine the time-evolution of our system with different initial product states to see how the

athermal nature of the scar states manifests itself in dynamics that can be observed experimentally. First,

we consider the initial state |C〉. Since it is a superposition of scar states |CSz 〉 at different Sz with energies

−hSz, the time-evolved state will be

|ψ(t)〉 = e−itĤ |ψ(0)〉 =
∑
Sz

NSzeithSz |CSz 〉. (6.11)

This state exhibits periodic revivals, which can be detected by measuring local observables. For example,
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the x-magnetization of a single spin will oscillate

〈ψ(t)| σ̂xi |ψ(t)〉 =
∑
Sz,S′z

N ∗S′zNSze
ith(Sz−S′z)

〈
CS′z

∣∣ σ̂xi |CSz 〉 (6.12)

with a period T = 2π
h∆Sz

= π
h since

〈
CS′z

∣∣ σ̂xi |CSz 〉 6= 0 only when S′z = Sz ± 2. As discussed in the appendix,

during the time-evolution, the spins in |C〉 precess around the z-axis at frequency 2π/T so |C(t)〉 = e−itĤ |C〉

remains as a product state.

Using ED on the 14-spin pentagon chain and TEBD on the 32-spin chain (using the ITensor library

[141]), we compute Eq. (6.12) for the i = 6 spin, which is initially in the |+〉 state (see Fig. 6.11). We clearly

see the characteristic revival with period T = π/h. Next, we consider using a random product state whose

i = 6 spin is set to |+〉 as the initial state. As shown in Fig. 6.11, the same observable for the random

product state quickly decays to zero, signaling thermalization.

6.5 Conclusions and outlook

We introduced a large family of Hamiltonians with exact projected spiral colored eigenstates built out of

n-spin motifs. We showed that these Hamiltonians can be frustration-free so that these states are ground

states or frustrated so that they are quantum many-body scars.

The spiral colored Hamiltonians have simple two-local interactions, can be realized in many different

geometries, and generate periodic revival dynamics for simple initial product states. These features make

these models promising candidates for experimental observation of quantum many-body scars. One option

would be to find a magnetic material with spiral colored physics and observe its dynamics from an initially

polarized state in an applied magnetic field [278]. Another option would be to simulate the periodic revival

dynamics of these spiral colored Hamiltonians using a cold atom quantum simulator [33] or a digital quantum

computer [67]. In these dynamics experiments, one could also examine how robust the periodic revivals are

to different perturbations to the Hamiltonian.

It would also be interesting to explore the connections of these spiral colored Hamiltonians with frus-

trated magnetism and spin liquid physics. It is possible that previously studied two and three-dimensional

magnetic Hamiltonians are close enough to the spiral colored models so that they inherit some of their low-

temperature properties from the spiral colored states. It is also possible that there exist models on lattices

with exponentially many spiral colored ground states, like the 3-colored kagome model with exponentially

degenerate 3-colorings, which could potentially be close to a quantum spin liquid phase.

Finally, the techniques developed here could be used to find new families of Hamiltonians with exact
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scar states. For example, by using motif Hamiltonians with valence bond ordered ground states, such as the

Majumdar-Ghosh model [186, 187], families of Hamiltonians with valence bond solid scar states could be

built. More generally, motif Hamiltonians with specific desired eigenstates could be built using eigenstate-

to-Hamiltonian algorithms [42, 41, 43] or parent Hamiltonian techniques [24, 26] and could be used to design

many new families of scar models built from motifs.
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Chapter 7

Conclusions, outlook, and future work

In this thesis, we discussed inverse methods for designing Hamiltonians with desired eigenstates and sym-

metries. We used these methods to study the physics of topological phases of matter, such as spin liquids

and Majorana zero modes. We also developed new methods to probe the physics of many-body localization

in greater than one dimension. Here we will summarize our main results and discuss our outlook on future

work in these areas.

7.1 Eigenstate-to-Hamiltonian construction

We and others [41–43, 37] developed the eigenstate-to-Hamiltonian construction (EHC) algorithm that is able

to find local Hamiltonians in polynomial time with a desired quantum state as an eigenstate. In Chapter 3,

we benchmarked the EHC algorithm on seven one and two-dimensional quantum systems and showed how

it could be used to find non-trivial new parent Hamiltonians, to find Hamiltonians with degenerate ground

state, or to expand ground state phase diagrams.

Since our work in this area, others have used the EHC algorithm for applications in Hamiltonian learning

[39], variational optimization [53, 52], and many-body localization [49–51]. In addition, extensions of the

EHC algorithm for finding Hamiltonians [37] and Liouvillians [48] from steady states were developed.

It will be exciting to see how the EHC algorithm will be used to find new physics. A potential application

of EHC is to find new quantum spin liquid Hamiltonians from known spin liquid wave functions, such as

the resonating valence bond state [147, 148] or projective symmetry group wave functions [57]. While we

attempted such EHC calculations, we had difficulties in interpreting the results of our calculations, discussed

in Appendix E. These difficulties will be important to overcome for finding spin liquid Hamiltonians and

in other future applications of EHC. A potential path forward for using EHC to find parent Hamiltonians

is discussed in Appendix F. We also believe that it will be important future work to build a deeper under-

standing of the spectral properties of the quantum covariance matrix, since it plays a key part of the EHC

method.
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7.2 Symmetric Hamiltonian construction

We developed the symmetric Hamiltonian constuction (SHC) algorithm [41], based on the slow operator

method [45], that is able to find local Hamiltonians in polynomial time with a desired symmetry operator.

In Chapter 4, we show how the method can be used to design Z2 quantum spin liquid Hamiltonians from

Wilson loop operators and large families of superconducting Hamiltonians with desired Majorana zero modes.

The quantum spin liquid Hamiltonians that we found with SHC have unusual properties not seen in

previously studied models, such as non-integrability and no local integrals of motion. This demonstrates

that the method can be used to discover new topological ordered systems. It will be exciting future work to

provide as input other symmetry operators to SHC to look for topological Hamiltonians with different types

of anyons, such as the anyons in the double-semion model or Fibonnaci anyons [59].

The zero mode Hamiltonians that we found form a large class of fermionic Hamiltonians that have

the potential to be realized experimentally. It would be interesting to see if these Hamiltonians could be

implemented in superconducting devices or if they could be used to inform the design of new MZM systems.

It would also be exciting to see how time-dependent versions of these Hamiltonians could be used to realize

and study protocols for braiding Majorana [298].

There is also work that can be done to improve or extend the SHC method. Similar complications as

stated in Appendix E for EHC also arise in SHC, which will need to be addressed to make future progress.

In addition, the SHC method is only efficient if the symmetries and Hamiltonians considered are local, so

that they can be represented in a small basis of operators. While this is true in the examples we consider, it

will be important to find other interesting problems with this locality restriction or to see if the restriction

can be relaxed without excessive computational overhead. We have explored this idea in our work on `-bits,

where we found an SHC-like algorithm for finding local binary integrals of motion.

7.3 Many-body localization in higher dimensions

By adapting techniques from the SHC method, we developed an algorithm for constructing local binary

integrals of motion, which we used to find approximate `-bits – the key phenomenological quantity in many-

body localized (MBL) systems. In Chapter 5, we demonstrate that this algorithm can successfully find good

`-bits for four different models in one, two, and three-dimensions. By looking at the properties of these

`-bits, we observe a transition from an MBL phase to an ergodic phase as a function of disorder strength,

signaled by an abrupt change in the nature of the `-bits. The results in one and two dimensions agree with

previous work, which validates our approach. The results in three dimensions provide the first theoretical
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evidence for MBL physics in three-dimensions.

There are paths forward for using these techniques to study MBL and other phenomena. It would be

interesting to apply our algorithm to study MBL in two-dimensional systems that have not been previously

studied, such as disordered Heisenberg models on lattices with geometric frustration such as the kagome

lattice. In addition, the algorithm that we developed, which is heuristic, can likely be significantly improved.

An improved algorithm could gather more accurate results, particularly near the MBL-ergodic transition

where the `-bits change most dramatically. This method could also be used to study local integrals of motion

in other systems, such as interacting generalizations of Majorana zero modes in interacting topological

superconductors.

There is still much to learn about many-body localization in higher dimensions. We need more numerical

methods able to probe `-bits or simulate dynamics in two and three-dimensional systems in order to perform

finite-size scaling studies. In addition, the field of MBL will benefit greatly from the continued improvement

in quantum simulators and quantum computers. Using this technology, it will soon be possible to perform

accurate dynamics simulations with more qubits than can be simulated classically. Such simulations could

provide clear experimental evidence for the existence (or lack there-of) of MBL in higher dimensions.
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Appendix A

From eigenstates to Hamiltonians

A.1 Degenerate Eigenstate-to-Hamiltonian Construction

Here we present Degenerate Eigenstate-to-Hamiltonian Construction (DEHC), a generalization of the EHC

method for constructing Hamiltonians with multiple target states as degenerate energy eigenstates.

In this formulation, the input is a set of Hermitian operators {ĥa}dTa=1 andM target states |ψT,1〉, . . . , |ψT,M 〉.

However, first, we describe the method by considering using a target density matrix ρ̂T as input rather than

the set of target states. Then, we discuss how the density matrix can be defined in terms of our target

states to achieve the desired result. Using the density matrix ρ̂T , we can define the density matrix quantum

covariance matrix (DQCM), a generalization of the QCM, whose matrix elements are

(DT )ab = 〈ĥaĥb〉T − 〈ĥa〉T 〈ĥb〉T (A.1)

where the expectation values are defined by a trace over the target density matrix: 〈Ô〉T ≡ tr
(
ρ̂T Ô

)
. The

DT matrix, like the QCM CT discussed in the main text, is Hermitian and positive semi-definite.

Despite the apparent similarity of the DQCM to the QCM, the null space of the DQCM has a different

interpretation than that of the QCM. To see this, consider a vector of coupling constants Ja in the null

space of DT . This vector corresponds to a Hamiltonian Ĥ =
∑dT
a=1 Jaĥa with energy eigenstates |n〉. Let us

express the target density matrix in terms of the eigenstates of Ĥ so that ρ̂T =
∑
m,n ρmn|m〉 〈n|, where the

normalization is such that tr (ρ̂T ) =
∑
n pn = 1 where pn ≡ ρnn ≥ 0. Since Ja is in the null space of DT ,

the Hamiltonian Ĥ has zero energy variance, which can be expressed as

σ2
T = tr

(
ρ̂T Ĥ

2
)
− tr

(
ρ̂T Ĥ

)2

=
∑
n

pnE
2
n −

(∑
n

pnEn

)2

=
∑
n

pnEn

(
En −

∑
m

pmEm

)
= 0 (A.2)
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where the En are the energy eigenvalues of |n〉. For Eq. (A.2) to be satisfied, each term in the summation

needs to be zero, which occurs when En = 〈Ĥ〉T =
∑
m pmEm = constant for all n for which pn > 0. This

means that the states |n〉 with pn > 0 in the density matrix are degenerate eigenstates of the Hamiltonian

Ĥ. Therefore, it becomes apparent that the null space of the DQCM corresponds to a space of Hamiltonians

that contain multiple target wave functions as degenerate energy eigenstates. Finally, we can invert this

perspective, and use a set of target states |ψT,1〉, . . . , |ψT,M 〉 to define our target density matrix ρ̂T =∑M
m=1 pm|ψT,m〉 〈ψT,m| with pm > 0 and

∑M
m=1 pm = 1. Note that in DEHC the target states need not

be orthogonal to one another, only linearly independent, and that the choice of pm does not affect the null

space of the DQCM. We always used p1 = · · · = pM = 1/M in our calculations.

When we compute the DQCM, we find it useful to break up the calculation into individual calculations

for each target state. From Eq. (A.1) and our definition for the target density matrix, the DQCM can be

expressed in terms of the target states |ψT,m〉 as follows

(DT )a,b =

M∑
m=1

pm〈ĥaĥb〉T,m −

(
M∑
m=1

pm〈ĥa〉T,m

)(
M∑

m′=1

pm′〈ĥb〉T,m′
)

(A.3)

where 〈Ô〉T,m ≡ 〈ψT,m|Ô|ψT,m〉/〈ψT,m|ψT,m〉 is an expectation value for a single target state |ψT,m〉. We em-

phasize that calculating the DQCM with Eq. (A.3) is different than calculating many QCMs CT,1, . . . , CT,M .

Moreover, the intersection of the null spaces of CT,1, . . . , CT,M correspond to Hamiltonians with the target

states as simultaneous eigenstates, but not necessarily degenerate eigenstates. Numerically, one can compute

the DQCM with matrix product states and variational Monte Carlo, just as described in the main text.

A.2 Uniform frustrated Ising state eigenstate space

For the uniform frustrated Ising (UFI) state |ψUFI〉, which is a uniform superposition of the ground states of

a frustrated antiferromagnetic Ising model on a two-leg triangular ladder, we found a 21 dimensional space

of Hamiltonians with |ψUFI〉 as an eigenstate using EHC. In the main text, we discussed three of these

Hamiltonians, ĤI , Ĥ
(1)
UFI and Ĥ

(2)
UFI . Here we present additional operators that we found.
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We were able to identify the following operators in the target space we considered:

N∑
i=1

σzi +
1

3
σzi σ

z
i+1σ

z
i+2

N∑
i=1

σzi −
1

2
σzi σ

z
i+1σ

z
i+3 −

1

2
σzi σ

z
i+2σ

z
i+3

N∑
i=1

σzi − σxi σzi+2 + σzi σ
x
i+2 − σzi σzi+2σ

z
i+3

N∑
i=1

σxi + σxi σ
z
i+1σ

z
i+2 + σxi σ

z
i+1σ

z
i+3 + σxi σ

z
i+2σ

z
i+3

N∑
i=1

σxi + σzi σ
z
i+1σ

x
i+2 + σzi σ

z
i+1σ

x
i+3 + σzi σ

z
i+2σ

x
i+3

N∑
i=1

σxi σ
z
i+1σ

x
i+3 + σyi σ

z
i+1σ

y
i+3 + σxi σ

z
i+2σ

x
i+3 + σyi σ

z
i+2σ

y
i+3

N∑
i=1

σxi σ
x
i+1σ

x
i+2 − σxi σ

y
i+1σ

y
i+2 − σ

y
i σ

x
i+1σ

y
i+2 − σ

y
i σ

y
i+1σ

x
i+2

N∑
i=1

σxi σ
x
i+1σ

z
i+3 − σ

y
i σ

y
i+1σ

z
i+3 − σzi σxi+2σ

x
i+3 + σzi σ

y
i+2σ

y
i+3

N∑
i=1

σxi σ
x
i+1σ

z
i+2 − σ

y
i σ

y
i+1σ

z
i+2 − σzi σxi+1σ

x
i+2 − σzi σ

y
i+1σ

y
i+2.

The UFI state is a zero energy eigenstate of each of these operators and any linear combination of them.

These operators, as well as Ĥ
(1)
UFI and Ĥ

(2)
UFI , seem to enforce constraints on the spin configurations making

up the UFI state. This might be related to the up-up-down constraint used to construct the state. We note

that at least some of the Hamiltonians of the form HI + J1Ĥ
(1)
UFI + J2Ĥ

(2)
UFI for non-zero J1 and J2 have

|ψUFI〉 as a ground states, but we did not exhaustively determine the ground state manifold.

A.3 Additional examples of phase expansion

Here we present additional results obtained by using EHC and DEHC to construct new parent Hamiltonians

with the same ground states as known model Hamiltonians. A summary of these results are shown in

Table A.1.
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Target state(s) dT Dim. e.s. space Dim. g.s. manifold

|ψ±KC〉 210 77 ≥ 22
|ψH〉 198 39 ≥ 3
|ψ±SD〉 198 108 ≥ 36

Table A.1: A summary of phase expansion results obtained in this work that are not presented in detail in
the main text. Target states and the dimensions of the input target space, the output eigenstate space, and
the ground state manifold are listed. Each of these examples were for length N = 12 chains. For each of the
ground state manifolds, we could only identify a lower bound for its dimensionality.

A.3.1 Kitaev chain ground states

In this section, we discuss our results of using the DEHC method to construct parent Hamiltonians for the

ground state of the Kitaev chain model of superconducting spinless fermions: ĤKC =
∑N−1
i=1

(
−c†i ci+1 + cici+1 + h.c.

)
.

This Hamiltonian is known to have two zero energy single-particle edge modes and, correspondingly, two de-

generate many-body ground states [202]. We specify the two degenerate ground states |ψ±KC〉 of ĤKC as the

target states |ψT,1〉 and |ψT,2〉 provided as input to DEHC. We obtain matrix product state representations

of these states by performing DMRG on a finite size chain of N = 12 sites.

The target space of Hamiltonians that we provide as input to DEHC is the dT -dimensional space spanned

by all possible one and two-site operators of the form

ni, (c†i cj + h.c.), (cicj + h.c.), ninj (A.4)

where dT = N + 3
(
N
2

)
= N + 3N(N − 1)/2 = 210 for the N = 12 site chain. By examining the null space

of the DQCM matrix, we found that the eigenstate space of Hamiltonians was spanned by 77 operators of

four types. Three types of operators we found were

Ĥ
(0,i)
KC =

(
−c†i ci+1 + cici+1 + h.c.

)
Ĥ

(1,i)
KC =

1

2
(cici+1 + h.c.) + nini+1 −

1

2
(ni + ni+1)

Ĥ
(2,j)
KC =

1

2

(
−c†jcj+2 + cjcj+2 + h.c.

)
− nj+1 (A.5)

for 1 ≤ i ≤ N − 1 and 1 ≤ j ≤ N − 2. There are N − 1 = 11 operators of type Ĥ
(0,i)
KC and Ĥ

(1,i)
KC and

N − 2 = 10 operators of type Ĥ
(2,i)
KC . The energy eigenvalues of |ψ±KC〉 for Ĥ

(0,i)
KC , Ĥ

(1,i)
KC , and Ĥ

(2,j)
KC are

−1,−1/2, and −1/2, respectively. Moreover, we numerically verified that the target states are exact ground

states of each of the Ĥ
(0,i)
KC , Ĥ

(1,i)
KC operators and that [Ĥ

(0,i)
KC , Ĥ

(1,i)
KC ] = 0. The structure of these operators,

i.e., that they involve only local one and two-site operators, is consistent with the fact that the Kitaev chain
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is frustration-free and that the two degenerate ground states of ĤKC can be expressed as product states

over the sites [217].

In addition to the operators presented in Eq. (A.5), we find non-local operators also contained in the

eigenstate space:

Ĥ
(3,k,l)
KC =

∑
δ=0,1

(
−c†k+δcl−δ + (−1)δck+δcl−δ + h.c.

)
(A.6)

where 1 ≤ k ≤ N − 3 and k + 3 ≤ l ≤ N . There are (N − 2)(N − 3)/2 = 45 of the Ĥ
(3,k,l)
KC operators for the

N = 12 chain. Note that these operators, unlike the ones from Eq. (A.5), are not nearest-neighbor, but can

connect sites separated by distances of up to N/2. The |ψ±KC〉 states are zero energy eigenstates of these

operators.

To demonstrate a non-trivial ground state manifold that exists in the eigenstate space spanned by the

above operators, we considered an interacting chain with next-nearest neighbors of the form

N−1∑
i=1

(
tĤ

(0,i)
KC + UĤ

(1,i)
KC

)
+ t′

N−2∑
j=1

Ĥ
(2,j)
KC . (A.7)

Using DMRG on a length N = 12 chain, we empirically determined that the Kitaev chain ground states

|ψ±KC〉 are also degenerate ground states of Eq. (A.7) for t > 0 and U/t & 2[(t′/t)2 − 1]. At t′ = 0, this

model corresponds to a previously discovered interacting Kitaev chain model described by Ref. [217].

Many physically reasonable Hamiltonians on various lattice geometries, such as open square lattices,

ladders, and cylinders, with interactions and anisotropy can be constructed from the operators in this space,

all with the one-dimensional |ψ±KC〉 states as degenerate eigenstates and possibly many with them as ground

states. For example, the Hamiltonian

N/2−1∑
i=1

(
t‖Ĥ

(0,2i)
KC + U‖Ĥ

(1,2i)
KC

)
+ t=

N/2−2∑
i=1

Ĥ
(3,2i,2i+3)
KC + t×

N−2∑
j=1

Ĥ
(2,j)
KC , (A.8)

which is constructed from the above operators, forms a particular interacting two-leg ladder model that has

the |ψ±KC〉 states as degenerate eigenstates.

A.3.2 Heisenberg chain ground state

In this section, we discuss our results of using EHC to find new parent Hamiltonians for the ground state

|ψH〉 of the Heisenberg chain: ĤH =
∑N
n=1 Sn · Sn+1. The target space we provided as input to the EHC
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method was the same as for the XX chain discussed in the main text, i.e., it was spanned by all possible

two-site spin interactions of the form {SxnSxm, SynSym, SznSzm}, where Sx, Sy, Sz are spin-1/2 operators and

n,m = 1, . . . , N . Applying the EHC method to an N = 12 length chain, we found an eigenstate space of

|ψH〉 of dimension 3N + 3 = 39. In this space we found 3N = 36 operators related to conserved quantities,

discussed in a later section. The three remaining Hamiltonians in this space are

Ĥ
(a)
H =

N∑
n=1

fa(n)Sn · Sn+1, (A.9)

where fa(n) = 1, cos(2πn/N), sin(2πn/N) for a = 0, 1, 2, respectively. The state |ψH〉 is a zero energy

eigenstate of the sinusoidally modulated Hamiltonians Ĥ
(1)
H , Ĥ

(2)
H . Using DMRG, we studied the following

Hamiltonians

ĤH + αĤ
(1)
H + βĤ

(2)
H , (A.10)

and empirically found that the |ψH〉 state is a ground state in the region α2 + β2 ≤ 1. We also verified

numerically for small finite sizes that ĤH , Ĥ
(1)
H , Ĥ

(2)
H all do not commute with one another.

A.3.3 Majumdar-Ghosh model (singlet dimer) ground states

In this section, we discuss our DEHC results for the two degenerate singlet dimer state ground states |ψ±SD〉

of the Majumdar-Ghosh model. We used the same dT = 3N(N − 1)/2 = 198 dimensional target space as

for the XX chain and Heisenberg chain ground state phase expansion results. Applying the EHC method to

a chain of length N = 12, we found a large eigenstate space containing 108 “block” operators of the form

Ĥ
(ρ,i,ν)
MG =

2ν−1∑
j=1

2ν∑
k=j+1

Sρi+jS
ρ
i+k (A.11)

for all sites i, where ρ = x, y, z and ν = 1, . . . , N/4. Ref. [197] showed that the singlet dimer states |ψ±SD〉

are ground states of the isotropic versions of these block operators, i.e.,
∑
ρ Ĥ

(ρ,i,ν)
MG , and that the isotropic

block operators do not commute with the Majumdar-Ghosh model ĤMG.

This large eigenstate space is consistent with the fact that ĤMG = 1
2

∑N
i=1

∑
ρ=x,y,z Ĥ

(ρ,i,1)
MG is frustration-

free. Due to the frustration-free nature of the Majumdar-Ghosh model, the target states |ψ±SD〉 are also the

degenerate ground states of a large family of Hamiltonians constructed from these local operators. The

eigenstate space of models discussed in the state collision example in the main text is a specific example of

Hamiltonians which can be constructed from these “block operators.”
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Figure A.1: The spectral location of two target states for Hamiltonians found with EHC, calculated with
ED for size N = 12 systems. The spectral location is defined as (ET −E0)/(Ef −E0), where ET is the target
state energy, E0 is the ground state energy, and Ef is the largest energy eigenvalue of the Hamiltonian. Zero
means that the target state is a ground state and one means that it is an anti-ground state. (a) The location

of the UFI state |ψUFI〉 in the spectrum of the Hamiltonian JĤI + J1(Ĥ
(1)
UFI + Ĥ

(2)
UFI) with J > 0. (b) The

location of the Heisenberg chain ground state |ψH〉 in the spectrum of the Hamiltonian JĤH + J1Ĥ
(1)
H with

J > 0.

A.4 Energetics and degeneracy of target states in EHC

While the EHC method is able to find Hamiltonians with the target state |ψT 〉 as an eigenstate, it is not

able to guarantee that the target state is a ground state of these Hamiltonians. In fact, as we discuss in the

main text, |ψT 〉 only remains in the ground state manifold of the eigenstate space Hamiltonians for certain

ranges of parameters and is otherwise an excited state. One scenario for an eigenstate is that it is low in the

spectrum. In such situations, the physics of this eigenstate is potentially important at finite temperature

or when excitations are probed experimentally. Alternatively, low-lying eigenstates may suggest a nearby

level crossing with the ground state (implying the existence of a nearby phase) or indicate one sector of a

topologically degenerate system.

Another scenario is that the eigenstate might be high in the spectrum. In the case of non-degenerate

area (or log) law eigenstates, this would be a violation of the eigenstate thermalization hypothesis (ETH).

Alternatively the eigenstate might be area-law but degenerate with other eigenstates, which does not directly

violate ETH since there might be a purification of the degenerate space in which the degenerate states

are volume-law. Eigenstate degeneracy is independently interesting, since generically we expect that level

repulsion would prevent such degeneracy, and could indicate additional local integrals of motion.

Fig. A.1 shows two examples of the spectral locations of target states for Hamiltonians constructed in

the Hamiltonian discovery of the UFI model and in the phase expansion of the Heisenberg model. We find

that while in some parameter regimes it is a ground state, in others it is an eigenstate high in the spectrum.
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For |ψUFI〉, we find that, in the parameters considered in Fig. A.1(a), the eigenstate is linearly degenerate

allowing for its location high in the spectrum. Interestingly, for |ψH〉, shown in Fig. A.1(b), we find that the

state is the unique eigenstate in spite of its location in the spectrum, suggesting a violation of ETH.

We also consider the degeneracy of other operators in the eigenstate space. For Ĥ
(2)
UFI on an N = 12

site ladder, the uniform frustrated Ising state |ψUFI〉 is a zero energy eigenstate in a degenerate subspace

consisting of 124 degenerate eigenstates; for the Hamiltonian Ĥ
(1)
H on a N = 12 site chain, the |ψH〉 state is

a zero energy eigenstate in a degenerate subspace of 260 eigenstates. However, it is important to note that

such eigenstate degeneracy can be dramatically modified by adding other Hamiltonians in the eigenstate

space. For example, the random Hamiltonian ĤI − 0.03Ĥ
(1)
UFI + 1.31Ĥ

(2)
UFI on N = 12 sites has |ψUFI〉 as

one of 8 degenerate excited states; in a more extreme example, the Hamiltonian ĤH +αĤ
(1)
H for most α has

the state |ψH〉 as a unique eigenstate.

A.5 Constructed Hamiltonians and conserved quantities

In our phase expansion results for the XX and Heisenberg chains of length N = 12, we encountered non-local

operators in our eigenstate space that are related to conserved quantities.

For example, the XX chain Hamiltonian ĤXX =
∑N
n=1(SxnS

x
n+1 + SynS

y
n+1) commutes with the total Sz

operator, Sztot ≡
∑N
n=1 S

z
n. Since the target space we considered for the phase expansion of the XX chain

contains only two-site interactions, SρnS
ρ
m, the total Sz operator itself is not in the target space. However,

from our results, we found that the eigenstate space contained N operators related to Sztot of the following

form

Ĥ(n0)
z =

∑
n 6=n0

Szn0
Szn = Szn0

(Sztot − Szn0
) = Szn0

Sztot − 1/4 (A.12)

where n0 = 1, . . . , N . These operators connect a single site n0 with all other sites on the chain through

an Ising spin-spin interaction. Since Sztot|ψXX〉 = 0 for even length spin chains, |ψXX〉 is an eigenstate

of all Ĥ
(n0)
z operators with eigenvalue −1/4 when N is even. Despite the fact that [ĤXX , S

z
tot] = 0, the

related Ĥ
(n0)
z operators do not commute with ĤXX , which we checked numerically for small finite-size

chains. Interestingly, the operator (Sztot)
2, which does commute with ĤXX , can be constructed as a linear

combination of the Ĥ
(n0)
z operators.

For the Heisenberg chain, we found a similar situation for even N chains. Namely, there are 3N operators

of the form Ĥ
(n0)
ρ ≡

∑
n 6=n0

Sρn0
Sρn for ρ = x, y, z in the eigenstate space of |ψH〉. The Heisenberg chain

ground state |ψH〉 is also an eigenstate of Ĥ
(n0)
ρ with eigenvalue −1/4. We also numerically determined that
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the Ĥ
(n0)
ρ operators do not commute with ĤH for small finite-size chains.

A.6 Boundary condition and finite-size effects with constructed

Hamiltonians

For our phase expansion calculations of the XX chain and Heisenberg chain, we found different parent

Hamiltonians when the boundary conditions used to define the target state |ψT 〉 were open instead of

periodic. For example, we used the EHC method to construct parent Hamiltonians for |ψoH〉, the ground

state of the open Heisenberg chain. For this target state and the same target space as considered in the

periodic case, we found only two operators in the eigenstate space

Ĥ
(c)
oH =

N−1∑
n=1

hc(n)Sn · Sn+1, (A.13)

where hc(n) = 1, sin(π(n − N/2)/(N + 1)) for c = 0, 1. Likewise, we used the EHC method to construct

parent Hamiltonians for |ψoXX〉, the ground state of the open XX chain, and found the reduced eigenstate

space of operators

Ĥ
(d,ε)
oXX =

N−1∑
n=1

εnrd(n)
(
SxnS

x
n+1 + εSynS

y
n+1

)
(A.14)

where ε = ±1, and rd(n) = 1, sin(π(n−N/2)/(N+1)) for d = 0, 1. In both cases, two full-period sinusoidally

modulated Hamiltonians were replaced by a single half-period sinusoidally modulated Hamiltonian centered

at the bond between sites N/2 and N/2 + 1.

Finally, when applying the EHC method to the periodic XX chain ground state |ψXX〉, we found four

operators in our eigenstate space of the form

Ĥ
(k)
XX =

N∑
n=1

uk(n)
(
SxnS

x
n+1 + SynS

y
n+1

)
+

N∑
n=1

N−1∑
r=1

vk(n, r)SznS
z
n+r (A.15)
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where k = 0, 1, 2, 3 and

u0(n) = sin

(
4π

N
n+

3π

N

)
v0(n, r) = +2 sin(π/N) sin

(
4π

N
(n− 1) +

2π

N
r

)
u1(n) = cos

(
4π

N
n+

3π

N

)
v1(n, r) = +2 sin(π/N) cos

(
4π

N
(n− 1) +

2π

N
r

)
u2(n) = sin

(
6π

N
n+

9π

N

)
v2(n, r) = + cos

( π
N
r
)

cos

(
6π

N
(n− 1) +

3π

N
r

)
u3(n) = cos

(
6π

N
n+

9π

N

)
v3(n, r) = − cos

( π
N
r
)

sin

(
6π

N
(n− 1) +

3π

N
r

)

We believe that these operators, which contain sinusoidally modulated nearest neighbor XX interactions as

well as sinusoidally modulated long-range Ising interactions, are related to finite-size effects on the N = 12

chain.
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Appendix B

From symmetries to Hamiltonians

B.1 Derivation of commutant matrix

In this section, we derive Eq. (4.7), which expresses the commutator norm between Hamiltonian Ĥ and

integral of motion Ô in terms of the commutant matrix.

Consider a space of Hermitian operators spanned by a d-dimensional basis of Hermitian operators Ŝa for

a = 1, . . . , d. The commutator of two basis vectors in this space satisfies [Ŝa, Ŝb] = −[Ŝb, Ŝa] = −[Ŝa, Ŝb]†

and is therefore anti-Hermitian. An anti-Hermitian operator can be represented as an imaginary number

times a Hermitian operator. So if this space of operators is large enough, then the operator [Ŝa, Ŝb] can

be represented as [Ŝa, Ŝb] =
∑d
c=1 f

c
abŜc, where the expansion coefficients f cab are purely imaginary. Note

that if this equation holds for all a, b in the space of operators we are considering, then the space is a Lie

algebra with the commutator as the Lie bracket and f cab as the (basis-dependent) structure constants of the

Lie algebra.

Consider two operators Ĥ and Ô expressed in our basis so that Ĥ =
∑d
a=1 JaŜa and Ô =

∑d
b=1 gbŜb

with real Ja, gb. Their commutator is

[Ĥ, Ô] =
∑
a,b

Jagb[Ŝa, Ŝb] =
∑
a,b,c

Jagbf
c
abŜc

=
∑
a,c

Ja

(∑
b

gbf
c
ab

)
Ŝc =

∑
a,c

(LÔ)
ca
JaŜc
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where (LÔ)
ca
≡
∑
b gbf

c
ab. The norm of the commutator is then

∥∥[Ĥ, Ô]
∥∥2

=
∥∥∑
a,c

Ja(LÔ)
ca
Ŝc
∥∥2

=
1

tr
(
Î
) tr

((∑
a,c

Ja(LÔ)
ca
Ŝc
)†(∑

a′,c′

Ja′(LÔ)
c′a′
Ŝc′
))

=
∑
a,a′

Ja

(∑
c,c′

(LÔ)
∗
ca

tr
(
Ŝ†c Ŝc′

)
tr
(
Î
) (LÔ)

c′a′

)
Ja′

=
∑
a,a′

Ja

(∑
c,c′

(LÔ)
∗
ca
Occ′(LÔ)

c′a′

)
Ja′

= JTLÔ
†OLÔJ

≡ JTCÔJ

where CÔ ≡ LÔ
†OLÔ is the commutant matrix. The matrix Occ′ = tr

(
Ŝ†c Ŝc′

)
/tr
(
Î
)

= 〈Ŝc, Ŝc′〉 is

an overlap (or Gram) matrix, which is Hermitian and positive semi-definite, and is calculated by taking

inner products between all operator strings. Since we require that the Ŝa form a basis, they are linearly

independent, making the overlap matrix O non-singular and therefore positive definite. Since O is Hermitian

and positive definite, LÔ
†OLÔ is Hermitian and positive semi-definite. For orthonormal bases, Occ′ = δcc′

and the commutant matrix simplifies to CÔ = LÔ
†LÔ.

B.2 Properties of Pauli string basis

In this section, we describe some properties of the Pauli string basis, a complete basis for the space of

Hermitian operators that can act on n qubits, and discuss how to compute the structure constants f cab for

this basis.

The Pauli string operators, which are tensor products of the identity matrix and Pauli matrices, are

defined in Eq. (4.2). These operators are Hermitian and unitary. These properties imply that the operators

square to identity and have eigenvalues ±1. Moreover, except for the identity operator Î, the operators in

this basis are traceless, implying that they have an equal number of +1 and −1 eigenvalues. Therefore, the

Pauli strings Ŝa are highly degenerate, with two 2n−1-dimensional degenerate subspaces.

The Pauli string basis is orthonormal with respect to the Frobenius inner product 〈Â, B̂〉 ≡ tr
(
Â†B̂

)
/tr
(
Î
)

.
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To see this, consider two Pauli strings

Ŝa = σ̂s11 ⊗ · · · ⊗ σ̂snn

Ŝb = σ̂t11 ⊗ · · · ⊗ σ̂tnn . (B.1)

The product of two σ̂sii operators on the same site i obey the following relations

σ̂si σ̂
t
i =


δstÎ + iεstuσ̂

u
i s, t ∈ {1, 2, 3}

σ̂ti s = 0

σ̂si t = 0

(B.2)

where εstu is the fully antisymmetric tensor. When multiplying two Pauli strings, we multiply operators site

by site in the tensor product and apply Eq. (B.2):

ŜaŜb = (σ̂s11 σ̂
t1
1 )⊗ · · · ⊗ (σ̂snn σ̂tnn )

= δs1t1 · · · δsntn Î + · · · .

The term with the identity operator, which is non-zero only if (s1, . . . , sn) = (t1, . . . , tn), i.e., only if

Ŝa = Ŝb, is the only operator with non-zero trace in the expansion of the product. Therefore 〈Ŝa, Ŝb〉 =

tr
(
ŜaŜb

)
/tr
(
Î
)

= δab and the basis is orthonormal.

Next, we describe in more detail how to compute the product, and thereby the structure constants, of

Pauli strings. The commutator of the two strings in Eq. (B.1) is

[Ŝa, Ŝb] = ŜaŜb − ŜbŜa

= (σ̂s11 σ̂
t1
1 )⊗ · · · ⊗ (σ̂snn σ̂tnn )

− (σ̂t11 σ̂
s1
1 )⊗ · · · ⊗ (σ̂tnn σ̂

sn
n )

≡ f cabŜc.

To compute the structure constants f cab in the final line for a particular (a, b)-pair in our basis, we need to

apply Eq. (B.2). To precisely illustrate this calculation, we need to introduce some notation. We say that two

Pauli strings “agree” on p sites i1, . . . , ip when the operators on those sites match: si1 = ti1 , . . . , sip = tip .

They “trivially disagree” on q sites j1, . . . , jq when the operators on those sites do not match, but one of

the two operators on the site is identity: sj1 6= tj1 , . . . , sjq 6= tjq and sjm = 0 or tjm = 0 for all m = 1, . . . , q.
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Finally, the two strings “non-trivially disagree” on r = n − p − q sites k1, . . . , kr when the operators do

not match and are both non-identity operators: sk1 6= tk1 , . . . , skr 6= tkr and sk1 , tk1 , . . . , skr , tkr ∈ {1, 2, 3}.

According to Eq. (B.2), the sites that agree become identity operators, while the sites that disagree, both

trivially and non-trivially, become Pauli matrices. We then see that

[Ŝa, Ŝb] = ŜaŜb −H.c.

=

q∏
m=1

(δsjm ,0σ̂
tjm
jm

+ δtjm ,0σ̂
sjm
jm

)

r∏
l=1

(
iεskl tklukl σ̂

ukl
kl

)
−H.c. (B.3)

From this result, we see that if r is even, then the two terms are purely real and cancel, leading to [Ŝa, Ŝb] = 0

and f cab = 0 for all c. If r is odd, then the two terms are purely imaginary and add, resulting in a single c

for which f cab 6= 0. Therefore, the structure constant associated with Ŝa and Ŝb is

f cab =


2ir
∏r
l=1 εskl tklukl r is odd

0 r is even

(B.4)

and Ŝc =
∏q
m=1(δsjm ,0σ̂

tjm
jm

+ δtjm ,0σ̂
sjm
jm

)
∏r
l=1 σ̂

ukl
kl

when r is odd.

The structure constants in Eq. (B.4) can be computed efficiently, in time O(q + r), for each pair of

operator strings Ŝa and Ŝb. Therefore, for a d-dimensional basis of k-local Pauli strings, all of the structure

constants for the basis can be computed in time O(kd2).

B.3 Properties of fermion string basis

In this section, we describe some properties of the fermion string basis, a complete basis for the space of

Hermitian operators that can act on n fermions. A similarly defined basis was considered in Ref. [246].

Fermion strings, expressed in terms of the standard fermionic creation and anhillation operators ĉ†i and

ĉi, are defined in Eq. (4.3). Unlike the Pauli strings, fermion strings are neither unitary, traceless, nor

orthonormal according to the Frobenius inner product.

As shown in Eq. (4.3), we classify the fermion string operators into three types.

The first type is of the form Ŝ(1)
a = ĉ†i1 · · · ĉ

†
im
ĉim · · · ĉi1 = n̂i1 · · · n̂im and can be interpreted as a product

of number operators n̂i ≡ ĉ†i ĉi. There are
∑n
m=0

(
n
m

)
= 2n ways to choose the i1, . . . , im labels and so

there are 2n linearly independent Ŝ(1)
a operators including the identity operator Î. These operators are
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idempotent, so that (Ŝ(1)
a )2 = Ŝ(1)

a , which means that they only have eigenvalues 0 or 1. Consider the

Fock space (occupation number) basis states that span the fermionic Hilbert space: |{n}〉 ≡ |n1, . . . , nn〉 ≡

((1 − n1) + n1ĉ
†
1) · · · ((1 − n1) + nnĉ

†
n)|0〉 where ni ∈ {0, 1} and Î =

∑
{n} |{n}〉 〈{n}|. The Ŝ(1)

a operators

are diagonal in this basis and possess non-zero trace.

The second type of operator we define is of the form Ŝ(2)
a = ĉ†i1 · · · ĉ

†
im
ĉjl · · · ĉj1 + H.c., where the indices

are lexicographically ordered so that (j1, . . . , jl) < (i1, . . . , im). There are
∑2n

a=1

∑a−1
b=1 1 = 2n−1(2n − 1)

ways to choose the labels in these operators and so there are this many linearly independent Ŝ(2)
a operators.

By working in the Fock space basis, we can see that these operators are traceless. Note that the third type

of operator, Ŝ(3)
a = iĉ†i1 · · · ĉ

†
im
ĉjl · · · ĉj1 + H.c., has the same properties as the Ŝ(2)

a operators.

Altogether, from our counting, we see that the {Ŝ(1)
a , Ŝ(2)

a , Ŝ(3)
a } fermion string basis consists of 2n +

2 × 2n−1(2n − 1) = 4n linearly independent Hermitian operators and therefore spans the entire space of

Hermitian operators.

Finally, we note that the product of two fermion strings, ŜaŜb, and therefore the commutator, is non-

trivial to calculate. Rather than working out the commutator and structure constants in the fermion string

basis, we compute the structure constants in the Majorana string basis, which spans the same space of

operators. We can then convert to and from the fermion string basis as needed by applying an invertible

basis transformation, as discussed in the next section.

B.4 Properties of Majorana string basis

In this section, we describe some properties of the Majorana string basis – another complete basis for the

space of Hermitian operators that can act on n fermions. We also discuss how to compute the structure

constants f cab for this basis and how to convert from the Majorana string basis to the fermion string basis.

The Majorana string basis, while more difficult to interpret physically than the fermion string basis, is more

amenable to the computation of structure constants, making it useful for our methods.

Majorana strings, which are products of the identity operator Î, Majorana fermion operators âi, b̂i, and

the fermion parity operator d̂i = −iâib̂i, are defined in Eq. (4.4). Like Pauli strings, Majorana strings are

Hermitian, unitary, and – excluding the identity operator – traceless. In fact, Majorana strings and Pauli
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strings can be directly related to one another via the Jordan-Wigner transformation

âi =

i−1∏
j=1

σ̂zj

 σ̂xi , b̂i =

i−1∏
j=1

σ̂zj

 σ̂yi , d̂i = σ̂zi ,

σ̂xi =

i−1∏
j=1

d̂j

 âi, σ̂yi =

i−1∏
j=1

d̂j

 b̂i, σ̂zi = d̂i,

and so the properties of Majorana strings can be thought of as being inherited from the Pauli strings.

To understand the properties of the Majorana string basis, it is important to understand the algebraic

properties of the âi, b̂i, d̂i operators. Operators with different labels i 6= j, satisfy the following commutation

and anti-commutation relations:

[âi, d̂j ] = [b̂i, d̂j ] = [d̂i, d̂j ] = 0

{âi, âj} = {b̂i, b̂j} = {âi, b̂j} = 0, (B.5)

which one can derive from the canonical fermionic anti-commutation relations {ĉi, ĉ†j} = δij and {ĉi, ĉj} = 0.

One can also show that operators with identical labels i = j obey the relations:

âib̂i = id̂i âid̂i = −ib̂i b̂id̂i = iâi. (B.6)

Using the (τ̂0
i , τ̂

1
i , τ̂

2
i , τ̂

3
i ) = (Î , âi, b̂i, d̂i) notation, the relations from Eq. (B.6) can be rewritten as

τ̂si τ̂
t
i =


δstÎ + iεstuτ̂

u
i s, t ∈ {1, 2, 3}

τ̂ ti s = 0

τ̂si t = 0

(B.7)

which are identical to the same-label algebraic relations, Eq. (B.2), of the Pauli string basis.

Next, we clarify the imaginary prefactor in Eq. (4.4). Note that, unlike the Pauli string basis in Eq. (4.2),

the Majorana string basis in Eq. (4.4) involves products, not tensor products, of operators. This is because

the ordering of the operators are important in our calculations due to the anti-commutation relations of the

âi, b̂i operators shown in Eq. (B.5). We now illustrate the effect of the operator ordering with an example.

Suppose that, of the n sites of a Majorana string Ŝa, mAB of the sites have âi or b̂i operators on them so that

mAB =
∑n
i=1(δti,1 +δti,2). For example, the Majorana string Ŝa = iσa â2â3b̂4â5 has mAB = 4. For this Ŝa to

be Hermitian, we require that Ŝ†a = (−i)σa â5b̂4â3â2 = Ŝa upon the reordering of the anti-commuting âi, b̂i
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operators. In general, reversing the order of these operators can be done with
(
mAB

2

)
= mAB(mAB − 1)/2

swaps, which multiplies the operator by a sign (−1)mAB(mAB−1)/2. Therefore, we use the convention that

σa = mAB(mAB − 1)/2 mod 2 to make Ŝa Hermitian. Note, from Eq. (B.5), that the identity operator and

parity operators d̂i commute with operators on different sites, so they do not contribute signs like the âi and

b̂i operators do.

Now, we discuss how to compute a product of Majorana strings, which will demonstrate the orthonor-

mality of the Majorana string basis. Consider a pair of length n Majorana strings

Ŝa = iσa τ̂s11 · · · τ̂snn

Ŝb = iσb τ̂ t11 · · · τ̂ tnn

where the σa, σb ∈ {0, 1} and τ̂ tii are as defined above and si, ti ∈ {0, 1, 2, 3}. The product of these two

operators is

ŜaŜb = (iσa τ̂s11 · · · τ̂snn )(iσb τ̂ t11 · · · τ̂ tnn )

= iσa+σbsab(τ̂
s1
1 τ̂ t11 ) · · · (τ̂snn τ̂ tnn ) (B.8)

where sab = ±1 is a sign picked up from reordering the âi and b̂i operators. (In practice, we compute the

sign sab by sorting the âi and b̂i operators in the ŜaŜb string with a stable sorting algorithm and counting

the number of swaps performed. An odd number of swaps leads to a minus sign.) Since âi, b̂i, d̂i, and strings

of these operators are traceless, we see that the only possible term with non-zero trace in the final line is

the identity operator, which occurs when Ŝa = Ŝb. Therefore, just like the Pauli string basis, the Majorana

string basis is orthonormal, satisfying 〈Ŝa, Ŝb〉 = tr
(
ŜaŜb

)
/tr
(
Î
)

= δab.

Next, we discuss how to compute the structure constants. From Eq. (B.8), we see that the commutator

of two Majorana strings is

[Ŝa, Ŝb] = ŜaŜb − ŜbŜa

= iσa+σbsab(τ̂
s1
1 τ̂ t11 ) · · · (τ̂snn τ̂ tnn )

− iσa+σbsba(τ̂ t11 τ̂
s1
1 ) · · · (τ̂ tnn τ̂snn )

≡ f cabŜc. (B.9)

After the reordering of the Majorana operators, the calculation of f cab and Ŝc parallels the one for the Pauli
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string basis. To compute the structure constants f cab in the final line of Eq. (B.9) for a particular (a, b)-pair

in our basis, we need to apply Eq. (B.7). To describe this calculation, we use the same notation as we used

for the Pauli strings. We say that two Majoranas strings “agree” on p sites i1, . . . , ip when the operators on

those sites match: si1 = ti1 , . . . , sip = tip . They “trivially disagree” on q sites j1, . . . , jq when the operators

on those sites do not match, but one of the two operators on the site is identity: sj1 6= tj1 , . . . , sjq 6= tjq and

sjm = 0 or tjm = 0 for all m = 1, . . . , q. Finally, the two strings “non-trivially disagree” on r = n−p−q sites

k1, . . . , kr when the operators do not match and are both non-identity operators: sk1 6= tk1 , . . . , skr 6= tkr

and sk1 , tk1 , . . . , skr , tkr ∈ {1, 2, 3}. According to Eq. (B.7), the sites that agree become identity operators,

while the sites that disagree, both trivially and non-trivially, become âi, b̂i or d̂i operators. We then see that

[Ŝa, Ŝb] = ŜaŜb − ŜbŜa

= iσa+σbsab

×

t
q∏

m=1

(δsjm ,0τ̂
tjm
jm

+ δtjm ,0τ̂
sjm
jm

)

r∏
l=1

(
iεskl tklukl τ̂

ukl
kl

)|

− iσa+σbsba

×

t
q∏

m=1

(δsjm ,0τ̂
tjm
jm

+ δtjm ,0τ̂
sjm
jm

)

r∏
l=1

(
iεtklsklukl τ̂

ukl
kl

)|

= iσa+σb+r(sab − (−1)rsba)

×

t
q∏

m=1

(δsjm ,0τ̂
tjm
jm

+ δtjm ,0τ̂
sjm
jm

)

r∏
l=1

(
εskl tklukl τ̂

ukl
kl

)|
(B.10)

where the notation J·K indicates that the bracketed τ̂ tii operators are ordered by their labels i.

From Eq. (B.10), we see that if sab = (−1)rsba, then the two terms cancel, leading to [Ŝa, Ŝb] = 0 and

f cab = 0 for all c. If sab = −(−1)rsba, then the two terms add, resulting in a single Ŝc 6= 0. Therefore, in this

second case, the structure constant associated with Ŝa and Ŝb is

f cab = 2iσa+σb−σc+rsab

r∏
l=1

εskl tklukl

which corresponds to

Ŝc = iσc

t
q∏

m=1

(δsjm ,0τ̂
tjm
jm

+ δtjm ,0τ̂
sjm
jm

)

r∏
l=1

τ̂
ukl
kl

|

.

Finally, we discuss the conversion of Majorana strings to linear combinations of fermion strings. This

conversion is done by applying the definitions âi = ĉi + ĉ†i , b̂i = −iĉi + iĉ†i , and d̂i = Î − 2ĉ†i ĉi. Inserting
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these relations into Eq. (4.4) and expanding, we see that we obtain 2k terms made of products of ĉi and ĉ†i ,

where k is the number of non-identity terms in the Majorana string. These terms can cancel and can be

combined to form non-diagonal fermion strings, which involve Hermitian conjugates. To correctly convert

these terms to the fermion strings of Eq. (4.3), we need to normal order our expanded operators and reorder

them so that they follow our label ordering convention. We implement this process algorithmically to build

up a basis transformation matrix Bab, which is invertible but not unitary, since the fermion string operators

are not orthonormal. The construction of the B matrix takes time O(dmin(2k, d)).

B.5 Representations in the operator string basis

Here we discuss how to compute the representations Dg of a symmetry transformation g ∈ G in the operator

string basis for a few common discrete symmetries.

For fermionic systems, spatial unitary symmetry transformations can be represented by their action on

the fermionic creation and anhillation operators ĉ†i and ĉi [299]

ĉi → ĉ′i ≡ g · ĉi ≡ Ûg ĉiÛ−1
g =

∑
j

Ujiĉj (B.11)

where i, j label lattice site degrees of freedom and Uji is a unitary matrix. For example, for reflection

and rotation symmetries, the matrix Uji is a permutation matrix that specifies how lattice site labels are

permuted under the transformation. Eq. (B.11) and its generalizations provide us with a rule for how to

transform fermionic operator strings Ŝa. For Majorana fermions, Eq. (B.11) can be re-expressed as

ÛgâiÛ−1
g =

∑
j

Ujiâj Ûg b̂iÛ−1
g =

∑
j

Ujib̂j . (B.12)

Now we can see that, for a Majorana string operator made of many Majorana fermion operators, these rules

specify how the string transforms. For example, the string iâib̂j transforms as

Ûgiâib̂jÛ−1
g = iÛgâiÛ−1

g Ûg b̂jÛ−1
g

=
∑
kl

UkiUljiâk b̂l

≡
∑

(kl),(ij)

U ′(kl),(ij)iâk b̂l.

For a space group symmetry, this is particularly simple and the Uki, Ulj , U
′
(kl),(ij) matrices are all permutation
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matrices. For non-spatial symmetry transformations, such as charge-conjugation or time-reversal symmetry,

the transformations also involve changes in sign in addition to permutations (see Tab. B.1).

For Pauli strings, spatial symmetry transformations work the same way as for Majorana strings: they

simply permute the labels of the Pauli matrices. The time-reversal symmetry transformation, on the other

hand, involves an additional sign for every Pauli matrix, T̂ σ̂αi T̂ −1 = −σ̂αi .

Symmetry Û Û âjÛ−1 Û b̂jÛ−1 Û d̂jÛ−1 ÛiÛ−1

T̂ âj −b̂j d̂j −i

Ĉ âj −b̂j −d̂j i

Table B.1: The effect of (spinless) time-reversal T̂ and charge-conjugation Ĉ symmetries on Majorana fermion

operators âj , b̂j , the fermion parity operator d̂j = −iâj b̂j , and the imaginary number i.

B.6 QOSY library

The Quantum Operators from Symmetry (QOSY) library is a Python package [47] designed for finding op-

erators that obey a desired list of symmetries. QOSY has convenient syntax for performing such calculations

with operator strings. It supports the algebraic manipulation of operators that are sums of Pauli strings,

Fermion strings, or Majorana strings. Using QOSY, one can, for example, take products, commutators, or

anticommutators of such operators and convert operators into different operator string bases. The core func-

tions of QOSY are numerical implementations of the methods discussed in Section 4.2: methods for finding

Hamiltonians that commute (or anti-commute) with desired operators and methods for finding Hamiltonians

that are invariant (or anti-invariant) under desired discrete symmetry transformations. Altogether, QOSY

provides a convenient, simple set of tools for designing operators with desired symmetry properties.

The public repository for QOSY also contains a “tutorials” folder that includes most of the code used to

generate the results in this work. Other code or data used in this work is available upon request.

B.7 Derivation of Hamiltonians that commute with zero modes

Here we derive a large family of Hamiltonians that commute with desired zero modes. First, we look for

two-site Hamiltonians that commute with a single zero mode. Then, we look for two-site Hamiltonians that

commute with a pair of zero modes. Finally, we discuss how these two-site Hamiltonians can be used to

construct many-body Hamiltonians with desired zero modes.
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Suppose that we wish to find Hamiltonians that commute with a single zero mode of the form γ̂ =∑
j(αj âj + βj b̂j). On the two sites i and j, this zero mode has support γ̂ij = αiâi + βib̂i + αj âj + βj b̂j .

To find two-site fermion-parity-conserving Hamiltonians, we construct the commutant matrix Cγ̂ij in the

7-dimensional basis spanned by the Majorana strings

Ŝ1, . . . , Ŝ7 = d̂i, d̂j , iâiâj , iâib̂j , ib̂iâj , ib̂ib̂j , d̂id̂j . (B.13)

In this basis, the 7× 7 commutant matrix is

Cγ̂ij = 4



α2
i + β2

i 0 −αjβi −βiβj αiαj αiβj 0

· α2
j + β2

j αiβj −αiαj βiβj −αjβi 0

· · α2
i + α2

j αjβj αiβi 0 0

· · · α2
i + β2

j 0 αiβi 0

· · · · α2
j + β2

i αjβj 0

· · · · · β2
i + β2

j 0

· · · · · · α2
i + β2

i + α2
j + β2

j


where the lower triangle of this matrix is specified by the upper triangle since it is symmetric. We find that

this matrix has three null vectors and four degenerate eigenvectors with positive eigenvalue 4(α2
i +β2

i +α2
j +

β2
j ) > 0.

For αi, βi, αj , βj 6= 0, the three null vectors correspond to the following three operators that commute

with γ̂ij

−βiβjiâiâj + αiαjib̂ib̂j − αjβj d̂i + αiβid̂j

βiiâiâj − αiib̂iâj + αj d̂i

αjiâib̂j − βjiâiâj + αid̂j

where iâiâj = iĉ†i ĉj + iĉ†i ĉ
†
j + H.c., iâib̂j = ĉ†i ĉj − ĉ†i ĉ

†
j + H.c., ib̂iâj = −ĉ†i ĉj − ĉ†i ĉ

†
j + H.c., and ib̂ib̂j =

iĉ†i ĉj − iĉ
†
i ĉ
†
j + H.c.. In summary, when we looked for two-site Hamiltonians that commute with one zero

mode, we found three such Hamiltonians.

Now suppose that we wish to find Hamiltonians with two particular zero modes, γ̂(1) =
∑
j(α

(1)
j âj +

β
(1)
j b̂j) and γ̂(2) =

∑
j(α

(2)
j âj + β

(2)
j b̂j), with support γ̂

(1)
ij and γ̂

(2)
ij on sites i, j. To find the two-site

Hamiltonians that commute with both of these zero modes, we examined the null space of the sum of their
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commutant matrices C
γ̂
(1)
ij

+ C
γ̂
(2)
ij

in the same 7-dimensional basis as before. We found a one-dimensional

null space of this matrix, which corresponds to a unique two-site Hamiltonian that commutes with both of

the desired zero modes. This unique Hamiltonian, converted into complex fermions, is

ĥij =
[
(t̃Rij + it̃Iij)ĉ

†
i ĉj + (∆̃R

ij + i∆̃I
ij)ĉ
†
i ĉ
†
j + H.c.

]
+ µ̃

(ij)
i n̂i + µ̃

(ij)
j n̂j (B.14)

where

t̃Rij ≡ −α
(1)
i β

(2)
j + β

(1)
i α

(2)
j − α

(1)
j β

(2)
i + β

(1)
j α

(2)
i ,

t̃Iij ≡ −α
(1)
i α

(2)
j − β

(1)
i β

(2)
j + α

(1)
j α

(2)
i + β

(1)
j β

(2)
i ,

∆̃R
ij ≡ −α

(1)
i β

(2)
j − β

(1)
i α

(2)
j + α

(1)
j β

(2)
i + β

(1)
j α

(2)
i ,

∆̃I
ij ≡ +α

(1)
i α

(2)
j − β

(1)
i β

(2)
j − α

(1)
j α

(2)
i + β

(1)
j β

(2)
i ,

µ̃
(ij)
i ≡ 2(α

(1)
j β

(2)
j − β

(1)
j α

(2)
j ),

µ̃
(ij)
j ≡ 2(α

(1)
i β

(2)
i − β

(1)
i α

(2)
i ). (B.15)

Note that if we consider the zero mode coefficients as vectors γ(1) ≡ (α
(1)
i , β

(1)
i , α

(1)
j , β

(1)
j )T and γ(2) ≡

(α
(2)
i , β

(2)
i , α

(2)
j , β

(2)
j )T , then each of the parameters of the Hamiltonian are indefinite quadratic forms, e.g.,

t̃Rij = γ(1)TAγ(2) for a particular antisymmetric matrix A.

Next, we checked if the operator ĥij commuted with zero modes other than γ̂(1) and γ̂(2). We performed

this check by computing the commutant matrix Cĥij in the four-dimensional basis spanned by the Majorana

fermions âi, b̂i, âj , b̂j . For the bond operator specified by Eqs. (B.14) and (B.15), the commutant matrix has

a null space that is exactly two-dimensional and spanned precisely by the γ̂
(1)
ij and γ̂

(2)
ij zero modes. The

two remaining eigenstates of the 4× 4 Cĥij matrix are degenerate with eigenvalue 4∆εij , where

∆εij = (α
(1)
i

2
+ β

(1)
i

2
+ α

(1)
j

2
+ β

(1)
j

2
)

× (α
(2)
i

2
+ β

(2)
i

2
+ α

(2)
j

2
+ β

(2)
j

2
)

− (α
(1)
i α

(2)
i + β

(1)
i β

(2)
i + α

(1)
j α

(2)
j + β

(1)
j β

(2)
j )2

= ||γ̂(1)
ij ||

2||γ̂(2)
ij ||

2 − |〈γ̂(1)
ij , γ̂

(2)
ij 〉|

2 (B.16)

This eigenvalue gap is non-negative (∆εij ≥ 0) by the Cauchy-Schwarz inequality and is positive as long as

γ̂
(1)
ij 6∝ γ̂

(2)
ij . It is largest when the two zero modes are orthogonal on sites i and j.
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Finally, we discuss how the ĥij bond operator can be used as a building block to construct Hamiltonians

that commute with desired zero modes. Since ĥij is even in fermionic operators, [ĥij , âk] = [ĥij , b̂k] = 0 for

k 6= i, j. The above derivation showed that [ĥij , γ̂
(1)
ij ] = [ĥij , γ̂

(2)
ij ] = 0. Together, these two facts imply that

[ĥij , γ̂
(1)] = [ĥij , γ̂

(2)] = 0 for the entire zero modes γ̂(1) and γ̂(2).

Let us examine what happens when we attempt to construct an N -site Hamiltonian made of only the

bond operators

ĤZM =
∑
ij

Jij ĥij . (B.17)

In this procedure, imagine that we have beforehand decided on a desired pair of zero modes, γ̂(1), γ̂(2), so

that we have specified the α
(1)
k , β

(1)
k , α

(2)
k , β

(2)
k parameters for all k = 1, . . . , N . This in turn specifies all of

the ĥij operators. To avoid the case where ∆εij = 0, we also require that γ̂
(1)
ij 6∝ γ̂

(2)
ij for the (i, j) pairs that

we consider below.

Suppose that we start building our Hamiltonian from the zero operator, so that Jij = 0 for all i, j. In

this case, there are 2N zero modes that (trivially) commute with ĤZM = 0: âk, b̂k for k = 1, . . . , N . Note

that each site has two zero modes and each bond has four. Next, suppose that we turn on a bond Jlm 6= 0

for a particular pair of sites l,m. On sites l,m, the bond operator gaps out two of the four zero modes,

so that only two zero modes γ̂
(1)
lm , γ̂

(2)
lm on sites l,m commute with the Hamiltonian. After laying down the

first bond, there are 2N − 2 zero modes. Moreover, the zero modes on sites l,m are now constrained to

locally match γ̂(1) and γ̂(2). Now, consider iterating the procedure and laying down one bond at a time. If

we connect the bonds together, e.g., so that Jlm, Jmn, Jnp 6= 0, then each bond we lay down eliminates two

zero modes from the system and acts as a constraint that forces the zero modes on those sites to match our

desired zero modes. If we think of the non-zero Jij as being the edges of a graph, then we can see that we

are building a connected component into the graph and that the only zero modes that commute with the

Hamiltonian on that connected component are constrained to match γ̂(1) and γ̂(2). In general, if we build

the ĤZM Hamiltonian to have NC connected components, then there will be 2NC zero modes, each of which

are “pieces” of the γ̂(1) and γ̂(2) zero modes. If NC = 1, i.e., the graph is connected, then the only two zero

modes are exactly the entire γ̂(1) and γ̂(2) operators.

Finally, we mention that it is straightforward to perform similar calculations as those discussed above

to construct Hamiltonians that commute with more than two zero modes. This would involve constructing

generalized bond operators that commute with more than two desired zero modes, which would extend over

more than two sites, using larger commutant matrices.
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B.8 Level-spacing statistics of perturbed spin Hamiltonians

The Hamiltonians discussed in Sec. 4.4 have many integrals of motion. Using the eigenstates of these

integrals of motion, we block diagonalized the Hamiltonians according to their quantum number sectors

and analyzed the level-spacing statistics in particular sectors. Many of these Hamiltonians have significant

eigenstate degeneracy in these sectors, which makes analysis of the level-spacing statistics unreliable or

inconclusive. We observed that particular perturbations of these Hamiltonians possess the same integrals

of motions as the unperturbed Hamiltonians, though at the cost of breaking spatial symmetries. These

perturbed Hamiltonians, however, have almost no degenerate eigenstates, which allows us to gather more

reliable level-spacing statistics. Below, we describe how we computed the level-spacing statistics of these

perturbed Hamiltonians while accounting for as many integrals of motion as possible.

On the square lattice, we analyzed the perturbed Hamiltonian of Eq. (4.43). Like the unperturbed model,

the perturbed model commutes with straight-line Z Wilson loops and products of two straight-line X loops,

which are listed in Eq. (4.40).

We diagonalized these Hamiltonians in a basis of states that are eigenstates of the known integrals

of motion. Here we describe how we found these eigenstates. The +1 eigenstates of the ẐL integrals

of motion, for example, are simply product state spin configurations |S〉 that satisfy ẐL|S〉 = +|S〉, i.e.,

spin configurations that have an even number of down spins on the sites of loop L. The +1 eigenstates

|S′〉 of the X̂LX̂L′ operators can be constructed from spin configurations |S〉 in the following way: |S′〉 =

1√
2
(Î + X̂LX̂L′)|S〉. Using these two facts, we are able to construct all +1 eigenstates of the ẐL and X̂LX̂L′

integrals of motion (with slight modification, we can build −1 eigenstates as well). In addition to the Z and

X loop integrals of motion, there is also a global integral of motion B̂, slightly modified from the operator

in Eq. (4.42), which is a sum of the terms of Hamiltonian Eq. (4.43) that lie on B-sublattice squares. We

determine the eigenstates of B̂ by perturbing the Hamiltonian by B̂. In particular, instead of diagonalizing

Ĥsquare + εδĤ, we diagonalize Ĥsquare + εδĤ +λB̂ for a large constant λ. The B̂-perturbation separates out

the eigenstates of B̂ so that they are far away from one another in energy. This allows us to numerically

identify eigenstates with the same eigenvalue of B̂.

We also attempted to account for integrals of motion that we were not able to identify directly. Such

unknown integrals of motion, if left unaccounted for, would give rise to Poisson level-spacing statistics. This

would occur when neighboring energy levels En, En+1 are in different quantum number sectors of these

integrals of motion. Note that here we are considering a family of perturbed Hamiltonians, Ĥ0 + εδĤ,

where [Ĥ0, δĤ] 6= 0. If there is a hidden integral of motion Ô that commutes with Ĥ0 + εδĤ for all ε, then

[Ĥ0, Ô] = [δĤ, Ô] = 0. This means that one can block diagonalize δĤ according to the eigenstates of Ô

142



1 2 3 4 5 6
0.1

0.2

0.3

0.4

0.5

r

Poisson
GOE
8x4 square

Figure B.1: The average level-spacing ratios versus disorder strength ε for the Hamiltonian Eq. (4.43) on
an 32-site square lattice (8x4 square) averaged over 10 random Hamiltonians. The energy levels considered
were obtained in particular quantum number sectors, as described in the main text.

and that eigenstates |ψ1〉, |ψ2〉 of Ô with different eigenvalues satisfy 〈ψ2|δĤ|ψ1〉 = 0. Moreover, energy

eigenstates |ψj〉 of Ĥ0 + εδĤ that are non-degenerate are also eigenstates of Ô. Using these observations,

we computed the perturbation overlaps δHij = 〈ψi|δĤ|ψj〉 in the basis of {|ψj〉} obtained with ED. We

then reordered the states so as to block diagonalize the δHij matrix. When block diagonalizing δHij , we

considered entries of the matrix smaller than 10−6 to be zero. The eigenstates within the same block were

considered as a “sector” of the hidden integrals of motion. We performed our level-spacing ratio calculations

using the energies in these sectors, which are also contained within the known integral of motion quantum

number sectors mentioned above.

Accounting for both known and unknown integrals of motion as described above, we computed the level-

spacing ratios of 4096 eigenvalues in the +1 sectors of the Z loops andX product loops for the Hamiltonians of

Eq. (4.43) on an 8× 4 square lattice. We did this for 10 random realizations of the perturbed Hamiltonians

for ε from 0.05 to 2. After accounting for the global integral of motion, the energy eigenstates typically

separated into sectors of 64 states. After accounting for the hidden integrals of motion, these 64 states

separated further into three sectors containing 28 states, 35 states, and 1 state. We computed the level-

spacing ratios between states of neighboring energies in the 28 and 35-dimensional sectors and averaged

the results over all such sectors and over random realizations of the Hamiltonians. The resulting average

level-spacing ratios for ε from 0 to 6 are depicted in Fig. B.1.

On the kagome lattice, we analyzed the perturbed Hamiltonians of Eqs. (4.52) and (4.53). Both of

these Hamiltonians commute with Z Wilson loops and products of two X loops. However, the Hamiltonian

of Eq. (4.52) also commutes with the local hexagon integrals of motion Ẑ7, while Eq. (4.53) is a generic

Hamiltonian that does not.
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Using the same techniques described above to account for known and unknown integrals of motion, we

performed ED on the Hamiltonians of Eq. (4.52)-(4.53) for 3×2×3 = 18 site and 3×3×3 = 27 site kagome

lattices. For the Eq. (4.52) Hamiltonians on the 18-site lattice, we performed ED in a 256-dimensional basis

corresponding to the +1 quantum number sector of each of the Wilson loops and hexagon local integrals of

motion. We were not able to identify any “hidden” quantum number sectors in this 256-dimensional space

and found that all energies in this sector were unique. For the Eq. (4.52) Hamiltonians on the 27-site lattice,

we performed ED in a 8192-dimensional basis. In this case, we did find “hidden” integral of motion sectors

that were 2048-dimensional and contained no degeneracies. For the Eq. (4.53) Hamiltonians on the 18-site

lattice, we performed ED in a 1024-dimensional basis. In this case, the global integral of motion (a modified

version of operator D̂ from Eq. (4.51) that only contains the hexagon interactions of the Hamiltonian) split

the space into three sectors, which are 256, 256, and 512-dimensional. Interestingly, while the first two

sectors have no degeneracies, the third sector is doubly-degenerate in each of its energy eigenstates. In this

case, we ignored the degeneracy when computing the level-spacing statistics. We did not find any hidden

integral of motion sectors for these Hamiltonians. For the Hamiltonians of Eq. (4.52)-(4.53) at a particular

disorder strength ε, we averaged the level-spacing ratios 〈r〉 of the sectors over many random realizations of

the random variables h4 (100 realizations for the 18-site kagome lattice and 10 realizations for the 27-site

lattice). The average level-spacing ratios as a function of ε are shown in Fig. 4.9.
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Appendix C

Numerical evidence for many-body
localization in two and three
dimensions

C.1 Hard-core Bose-Hubbard model as a spin-1/2 model

If the bosons in the Bose-Hubbard model of Eq. (5.2) are hard-core bosons, then they can be represented

with Pauli matrices. In particular, the creation and annihilation operators can be represented as a†i = σ+
i =

(σxi + iσyi )/2 and ai = σ−i = (σxi − iσyi )/2 and the number operator as ni = a†iai = (I + σzi )/2 = n2
i .

Substituting these expressions into Eq. (5.2), we obtain the spin-1/2 Hamiltonian

H = −J
2

∑
〈ij〉

(
σxi σ

x
j + σyi σ

y
j

)
+

1

2

∑
i

δiσ
z
i (C.1)

plus a term proportional to the identity operator, which we ignore because it commutes with all operators.

This is a two-dimensional XX model with random magnetic fields. We use Eq. (C.1) in our hard-core

Bose-Hubbard calculations.

C.2 Algorithmic details

Here we describe the details of the gradient descent calculation performed to optimize the objective function

in Eq. (5.6). As described in Ref. [44], for an operator O =
∑
a caOa, the norm of the commutator with a

Hamiltonian H =
∑
a JaOa can be expressed as the quadratic form

ZC ≡ ‖[H,O]‖2 =
∑
ab

ca(CH)abcb (C.2)

where (CH)ab = tr
(
[H,Oa]†[H,Ob]

)
/tr (I) is the commutant matrix, which is Hermitian and positive semi-

definite. Finding the (normalized) operator O that minimizes this quantity amounts to finding the smallest

eigenvalue eigenvector of CH . Since the Pauli strings Oa are orthonormal with respect to the Frobenius inner

product, the commutant matrix can be written as CH = L†HLH , where (LH)ca =
∑
b Jbf

c
ba is the Liouvillian

matrix and f cab are structure constants that describe how Pauli strings commute ([Oa,Ob] =
∑
c f

c
abOc). For
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Pauli strings, the tensor f cab and matrix LH are sparse and efficient to compute numerically [44].

The “binarity” ‖O2 − I‖2 of the operator O can be written as

ZB ≡ ‖O2 − I‖2 = ‖1

2
{O,O} − I‖2

= ‖1

2

∑
ab

cacb{Oa,Ob} − I‖2

= ‖
∑
c

(
1

2

∑
ab

cacbf̄
c
ab − δc,0

)
Oc‖2

= 1−
∑
ab

cacbf̄
0
ab +

1

4

∑
aba′b′c

cacbca′cb′ f̄
c
abf̄

c
a′b′ , (C.3)

where f̄ cab are real constants that describe how Pauli strings anti-commute ({Oa,Ob} =
∑
c f̄

c
abOc) and the

c = 0 index corresponds to the identity operator so that O0 = I. Note that ZB is quartic in the {ca}

parameters, making it difficult to minimize in general.

To minimize the non-linear objective αZC + βZB , we perform gradient descent using Newton’s method,

which requires calculation of gradients and Hessians. To avoid the numerical cost and stability issues of

using finite-difference derivatives, we use exact expressions for these quantities. The gradient and Hessian

of the commutator norm can be expressed as

∂aZC ≡
∂ZC
∂ca

=
∑
b

(
CH + C†H

)
ab
cb (C.4)

and

∂a∂bZC =
(
CH + C†H

)
ab
. (C.5)

The gradient and Hessian of the binarity can be expressed as

∂aZB =
∑
bc

cb(L̄O)bc(L̄O)ca − 2(L̄O)a,0 (C.6)

and

∂a∂bZB =
∑
c

[
2(L̄O)ca(L̄O)cb +

∑
d

(L̄O)cdcdf̄
c
ab

]
− 2f0

ab, (C.7)

where (L̄O)ca ≡
∑
b cbf̄

c
ba is itself a function of the {ca} parameters. We checked Eqs. (C.4)–(C.7) numerically

against finite-difference derivatives and Hessians and found that they agreed.
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Our open-source Python code for performing this optimization is available online [251]. To compute

commutators and anti-commutators between Pauli strings, we used the quantum operators from symme-

try (QOSY) python package [47, 44]. The gradient descent was performed using Newton’s method with

conjugate-gradient iteration as implemented in the scipy.optimize.minimize function in the scipy library

[300], with the desired relative error required for convergence set to xtol= 10−6. We used python version

3.5.5, scipy version 1.0.0, and numpy version 1.14.2.

During the calculations, we stored the commutators and anti-commutators between Pauli strings, i.e., the

constants f cab and f̄ cab, into python dictionaries (hash tables). In our calculations, memory was a main bottle-

neck, which prevented us from working with larger basis sizes |B|. To gather reliable statistics, we performed

many independent optimizations on different random realizations of the Hamiltonians in Eqs. (1) and (2)

by running the optimization in parallel over many processes and nodes of the Blue Waters supercomputer

at the National Center for Supercomputing Applications at the University of Illinois at Urbana-Champaign.

A typical slow single disorder realization for a low-disorder, three-dimensional calculation (for all 11 basis

expansions) takes approximately 1 core-hour and about 7 gigabytes of memory on a Blue Waters XE node.

Running the full suite of realizations/models in this work takes approximately 10,000 node-hours on Blue

Waters.

C.3 Future extensions

In future work, it would be useful to consider alternative more memory-efficient numerical minimization

procedures that would allow us to go to larger basis sizes and/or optimize more disordered realizations in

parallel. It would also be interesting to develop other basis initializations or basis expansion procedures that

are more efficient or lead to better minimization of the objective Eq. (5.6). One could also explore whether

basis reduction techniques for pruning the basis of Pauli strings could improve performance and memory

usage. It would also be interesting to use this method to find many mutually commuting binary integrals of

motion at once, which can be done by modifying the objective in Eq. (5.6) to include multiple τzi operators,

but we generally expect this to be computationally expensive.

Another interesting extension would be to modify the second term in objective function in Eq. (5.6) from

a binarity to a unitarity, i.e., ‖U†U − I‖2. This would allow the algorithm to find unitaries that commute

with the given Hamiltonian.
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C.4 Statistical properties of the approximate integrals of motion

C.4.1 Quantities considered

In this work, we analyzed a variety of quantities to understand the properties of the approximate `-bits that

our algorithm produced as output. In summary, given an approximate `-bit, we consider its commutator

norm, binarity, normalization, overlap with a single-site τzi operator, range (r), locality (k), correlation

length (ξ), and the IPR.

The commutator norm ‖[H, τzi ]‖2 and binarity ‖(τzi )2 − I‖2 make up the objective function in Eq. (5.6)

that we minimize with our algorithm. Note that the minimization of Eq. (5.6) is performed without any

constraint on the normalization of τzi ; a perfectly binary operator is normalized, and so minimizing the

binarity takes care of keeping operators nearly normalized. Therefore, it is interesting to consider ‖τzi ‖ as

a metric for the performance of the algorithm. A strong deviation from ‖τzi ‖ ≈ 1 potentially indicates a

failure of our algorithm. Note that for consistency the commutator norms, binarities, and other quantities

depicted in all of the figures in the main text and the supplemental material use normalized τzi operators.

An important quantity that we discuss in the main text is the overlap of the τzi operator with σzi . As

shown in Fig. 5.3 in the main text, the probability distribution of |〈τzi , σzi 〉|2 changes significantly as one

decreases disorder strength. In particular, the distribution rapidly changes near the ergodic-MBL transition

for the 1D Heisenberg model and behaves similarly for the other models considered.

Another quantity related to the spatial localization of a τzi operator is the “range”

r =
1∑
b |cb|2

(∑
a

|ca|2 max
r,r′∈Ra

‖r− r′‖

)
, (C.8)

where Ra is the set of lattice coordinates that Pauli string Oa acts on. The range is a weighted average over

the spatial extents of the operator’s Pauli strings and is similar to other definitions for the range of an `-bit

used in studies of 1D MBL systems [106, 234]. A similar quantity that we consider is the “locality” k of a

τzi operator, which is defined as

k =

∑
a |ca|2ka∑
b |cb|2

, (C.9)

where ka = |Ra| is the number of sites a Pauli string Oa acts on (i.e., Oa is ka-local), regardless of their

position in the lattice. The locality measures the average contribution of non-local Pauli strings to the

operator.

In Eq. (5.5) in the main text, we introduced the weights wr of a τzi operator, which can be interpreted
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as the spatial probability distribution of τzi over the lattice positions r. We fit the weights wr of each τzi

operator to an exponential decay with a correlation length ξ. In addition, we also use the weights wr to

define the operator inverse participation ratio

IPR =
1∑
r w

2
r

, (C.10)

a quantity analogous to inverse participation ratios considered in other MBL studies [301, 105, 210]. For a

τzi operator localized on site i, wr ≈ δr,ri and so IPR ≈ 1. For a τzi operator delocalized evenly over N

sites, wr is approximately 1/N on those sites so that IPR ≈ 1/(N · 1/N2) = N .

C.4.2 Distributions

Figs. C.1–C.3 show interpolated histograms of |〈τzi , σzi 〉|2, r, and ξ versus disorder strength for the four

models studied and for different iterations of the algorithm. The histograms are normalized so that at a

fixed disorder strength the maximum of the histogram is one.
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Figure C.1: Interpolated histograms of |〈τzi , σzi 〉|2 overlaps at different disorder strengths for the four models

studied at different iterations I of the basis expansion.
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Figure C.2: Interpolated histograms of the range r at different disorder strengths for the four models studied

at different iterations I of the basis expansion.
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Figure C.3: Interpolated histograms of the correlation length ξ at different disorder strengths for the four

models studied at different iterations I of the basis expansion. For reference, 1/ ln(4d), where d is the spatial

dimension, is marked with a horizontal dashed line.
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C.4.3 Averages, medians, and fluctuations

Figs. C.4–C.11 show the averages, standard deviations, medians, and median absolute deviations (MAD,

defined as the median distance from the median: Med[|x−Med[x]|]) of the previously discussed quantities

versus disorder strength for the optimized τzi operators that our algorithm produces. The medians and

MADs are included for comparison since they are more robust to outliers than averages and standard

deviations. Different colored lines represent calculations done in different basis sizes, i.e., at different steps

in our expansion procedure. For visual guidance, we mark the approximate locations of local maxima in the

plots with blue stars, which were obtained by fitting third-order polynomials to data in the windows marked

by dashed blue lines. The locations of these maxima versus basis size are shown in Fig. C.12.
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Figure C.4: Statistics of commutator norms for different models and basis sizes.
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Figure C.5: Statistics of binarities for different models and basis sizes.
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Figure C.6: Statistics of operator norms for different models and basis sizes.
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Figure C.7: Statistics of |〈τzi , σzi 〉|2 for different models and basis sizes.
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Figure C.8: Statistics of ranges for different models and basis sizes.
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Figure C.9: Statistics of localities for different models and basis sizes.
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Figure C.10: Statistics of correlation lengths for different models and basis sizes.
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Figure C.11: Statistics of operator inverse participation ratios for different models and basis sizes.
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Figure C.12: The disorder strengths at which the standard deviations or MADs of various quantities are

maximized versus 1/|B| for the four models studied.
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C.4.4 Correlations between quantities

Note that many of the quantities discussed above are strongly correlated with one another. The correlations

between the commutator norm, binarity, |〈τzi , σzi 〉|2 overlaps, ranges, and localitites can be seen in the

scatterplots shown in Figs. C.13 and C.14. The range r and locality k in particular are highly correlated so

that r ≈ k − 1 to high accuracy.
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Figure C.13: Scatterplots of binarity versus commutator norm (left) and 1− |〈τzi , σzi 〉|2 versus commutator

norm (right) for τzi obtained with our algorithm for the four models studied.
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Figure C.14: Scatterplots of range r versus 1 − |〈τzi , σzi 〉|2 (left) and k − 1 versus r (right) for τzi obtained

with our algorithm for the four models studied.
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C.5 Analysis of correlation lengths

In past MBL studies, many correlation or localization lengths, defined in various ways, have been examined.

Here we compare the correlation lengths of our τzi operators obtained with our method against other `-bit

lengthscales obtained in past studies of the 1D Heisenberg model [302, 96, 109, 211, 113] and the 2D hard-

core Bose-Hubbard model [98]. We include this comparison for reference, but stress that these quantities

are measured in different ways and might not be directly comparable. Fig. C.3 shows the distributions of

our correlation lengths for the different models studied. Fig. C.15 (and Fig. 5.4 from the main text) shows

how our average correlation lengths compare with previous studies.

Rademaker 2017 [302] obtained approximate `-bits obtained using a displacement transformation tech-

nique. Their data shown in Fig. C.15 (taken from Fig. 10 of Ref. [302]) was obtained by fitting an exponential

decay to a quantity similar to the weight wr of their approximate `-bits generated by a sixth-order displace-

ment transformation on a length L = 20 chain. Kulshreshta 2018 [109] obtained `-bits using a hybrid

ED-tensor network approach that involves matching eigenstates. Their average correlation lengths (taken

from Fig. 3 of Ref. [109]) were obtained by fitting to the weights of their `-bits for a length L = 14 chain.

Thomson 2018 [96] found approximate `-bits using a continuous unitary flow procedure, in which they re-

stricted their Hamiltonian and `-bit ansatze to be composed of 1 and 2-local fermionic operators. Their

average correlation lengths (taken from Fig. 1(c) of Ref. [96]) were obtained by fitting an exponential decay

to coupling constants of their approximately diagonalized MBL Hamiltonian for a L = 100 chain. Pancotti

2018 [211] obtained approximate integrals of motion (that are often not binary `-bits) using the slow-operator

method [45], exact diagonalization, and tensor networks. Their correlation lengths (taken from the inset

of Fig. 2(b) of Ref. [211]) were also obtained by fitting to the weights of their operators. Villalonga 2018

[234] obtained approximate `-bits from one-particle orbitals using matrix product states. Their correlation

lengths (taken from Fig. 4 of Ref. [234]) were obtained by fitting to a quantity similar to the weight of their

operators for a length L = 32 chain. Varma 2019 [112] obtained approximate `-bits using a Wegner-Wilson

flow. The shown correlation lengths (taken from Fig. 1 of Ref. [112]) are obtained from fitting an exponential

to a transverse correlation function |〈n|σxi τxj |n〉|. Peng 2019 [113] obtained `-bits using a “quicksort-like”

algorithm involving ED for constructing binary `-bits that have high overlap with σzi . Their correlation

lengths (taken from Fig. 4(c) of Ref. [113]) were obtained by fitting to the overlaps 〈τzi , σzj 〉 ∼ exp(−|i−j|/ξ)

for a chain of length L = 12.

Interestingly, there is significant disagreement in the correlation lengths shown in Fig. C.15. Some studies

predict that ξ ≈ 1/ ln(2) at the transition, though Ref. [112] suggests that ξ ≈ 1/ ln(4) at the transition.

Some of the data in the figure agree better with 1/ ln(2), though our data appear more consistent with
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1/ ln(4). This discrepancy can potentially be attributed to whether the `-bits considered are “edge” or

“bulk” spins, which has to do with whether the chain has periodic or open boundary conditions. In all of the

studies mentioned above, Refs. [302, 109, 96, 211, 234, 112, 113], the authors considered chains with open

boundary conditions (this is implied, but not explicitly stated in Ref. [96]) while we considered the bulk

of arbitrarily large chains. Moreover, except for Ref. [211], all of the mentioned studies found every `-bit

(including edge `-bits) in the system for each disordered realization, while we only found a single `-bit at a

time. This suggests that a significant fraction of previously considered `-bits might be “edge” spins, while

our `-bits are “bulk” spins. Other potential explanations for the disagreements in the correlation length

data include: the existence of multiple length-scales in MBL systems, finite-size effects, finite basis-size

effects, differences in methodology, differences in correlation length definitions, algorithmic biases, and the

non-uniqueness of `-bits.

For the 2D hard-core Bose-Hubbard model, we compared our average correlation lengths with the average

correlation lengths obtained by Wahl 2019 [98] (see Fig. 5.4 in main text). In their work, they used a shallow

2D tensor network to represent a short quantum circuit U that could be used to construct binary `-bits of

the form τzi = U†σzi U . Their correlation lengths (taken from Fig. 6 of Ref. [98]) were obtained by fitting

an exponential decay to a disordered-averaged eigenstate-averaged density-density correlation function. Our

correlation lengths agree with Wahl 2019 at large disorder (∆ ≥ 150), though are larger at smaller disorder

(Fig. 5.4 in the main text). Also, as shown in Fig. 5.2(b), the average commutator norms of our approximate

`-bits are orders of magnitude lower than their average commutator norms (scaled appropriately). This

suggests that our method is able to construct more accurate `-bits with longer-range correlations than the

shallow tensor network method used in Ref. [98].

Fig. C.15(b) shows the average correlation lengths that we measure over many decades of disorder

strength. For all of the models studied, we find that the inverse correlation lengths scale logarithmically

with disorder strength in the large disorder strength limit.
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Figure C.15: (a) The average correlation lengths obtained with our method compared against values from

past studies (described in text) for the 1D Heisenberg model. The dotted (dashed) horizontal line corresponds

to a value of 1/ ln(4) (1/ ln(2)). (b) The inverse correlation lengths versus disorder strengths on a log-scale

for the four models studied with fits to their large disorder strength (≥ 50) behavior.

C.6 Behavior of 2D hard-core Bose-Hubbard model at low

disorder

Here we comment on the properties of the τzi operators that we find at very low disorder strength . 5

for the 2D hard-core Bose-Hubbard model (see Fig. C.16). At very low disorder, we find that many of

the τzi operators are essentially linear combinations of only single-site Pauli matrices so that τzi ≈
∑
j cjσ

z
j

with |cj |2 peaked at site i and spread over many sites (with occasional two-site Pauli strings contributing

strongly). This causes τzi to have a large IPR and ξ but small |〈τzi , σzi 〉|2, r, and k. Because of the small

basis size, our algorithm is unable to reduce the binarity ‖(τzi )2 − I‖2 of the τzi operator, as one can see

in Fig C.16. However, the algorithm is able to improve the commutator norm ‖[H, τzi ]‖2 by constructing a

delocalized operator of the form τzi ≈
∑
j cjσ

z
j . This particular delocalized operator commutes well with the

Hamiltonian because it has high overlap with the total magnetization operator, Sztot =
∑N
j=1 σ

z
j , which is an

exact integral of motion of the Hamiltonian. Note that for all four of the Hamiltonians considered Sztot is an

integral of motion and this tendency for producing τzi that have high overlap with Sztot at very low disorder
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exists. Yet, as we find empirically, this tendency is particularly strong in the Bose-Hubbard model. This

might be due to the physics of the particular model or perhaps the nature of the disorder, which is generated

from Gaussian instead of uniform sampling. Interestingly, the transition into this behavior is observed at low

disorder, near ∆ ≈ 5, close to the transition value of ∆exp
c ≈ 5.5(4) obtained by the experiment in Ref. [118]

(with non-hard-core bosons and interaction strength U ′ = 24.4).
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Figure C.16: A zoomed-in look at the averages and standard deviations of various quantities for the 2D hard-

core Bose-Hubbard model at low disorder strength ∆ where the algorithm fails to find binary operators.

We also note here that, for the Bose-Hubbard model, about half of the Pauli strings in the basis produced

during our basis expansion heuristic had amplitudes ca in the τzi =
∑
a caOa operators that were zero to

machine precision. This was not the case for the other Hamiltonians and we believe might be due to the

symmetries of the model. While this affects the effective basis sizes for the Bose-Hubbard model, it does not

change any of our results or conclusions.

162



C.7 Analysis of cumulative distribution functions

A key feature of the distributions of |〈τzi , σzi 〉|2 in the MBL phase is the presence of the sharp peak at

|〈τzi , σzi 〉|2 ≈ 1 (see Fig. C.1), indicating a large probability of observing highly localized `-bits in the system.

Here we analyze the cumulative distribution function (CDF) of |〈τzi , σzi 〉|2 for values of |〈τzi , σzi 〉|2 ≈ 1. In

particular, we fit the CDF of x = 1 − |〈τzi , σzi 〉|2 to a function of the form CDF (x) = Axγ for small x

and identified the exponent γ for different disorder strengths (see Fig. C.17). The idea is that, since the

probability density function (PDF) is the derivative of the CDF, if γ = 1 as x→ 0+ then PDF (x→ 0+) ∝

limx→0+ xγ−1 is constant and there is a finite probability of observing a highly localized `-bit. For all of the

models considered, at high disorder γ ≈ 1. At disorder strengths near the transition regions (see Fig. 5.3

in the main text), γ begins to diverge, potentially suggesting a transition. Note that we observe the same

behavior for x = r.

However, we would like to emphasize that the results in Fig. C.17, while suggestive, are not entirely

trustworthy. As can be seen by the fits used to obtain the values of γ, shown in Fig. C.18, the CDF is not

obviously captured by a power-law form and has a noticeable change at very low 1 − |〈τzi , σzi 〉|2, which we

do not fully understand. When we perform our fitting, we first sort the N data points x1, . . . , xN (e.g., the

1 − |〈τzi , σzi 〉|2 values of the τzi operators) in increasing order so that x1 ≤ x2 ≤ · · · ≤ xN . Then, we define

CDF (xn) = n/N as a discretized representation of the CDF. Finally, we perform linear fits on the data

points (log10(xn), log10(CDF (xn))) and determine the slope γ. We perform these fits using only points with

xn in the range c0 ≤ CDF (xn) ≤ c1. For the 1D, 2D, and 3D Heisenberg models, we set c0 = 0.05 and

c1 = 0.4. For the 2D hard-core Bose-Hubbard model, we set c0 = 0.03 and c1 = 0.35. Setting (c0, c1) to

different values changes this fit, making our results somewhat arbitrary. Also, in Fig. C.17, we omit γ values

obtained from bad linear fits with R2 < 0.95, which occur for small values of ∆ for the 2D Bose-Hubbard

model. Note that the CDFs and fits for x = r look similar. While these results are not completely reliable

or systematic, we include them here for completeness.
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Figure C.17: The exponent γ of the cumulative distribution function CDF (x) ∝ xγ (obtained from fitting)

versus disorder strength for x = 1− |〈τzi , σzi 〉|2 and x = r. (a) The exponents for the 1D Heisenberg model.

(b) The exponents for the 2D and 3D Heisenberg models and the 2D Bose-Hubbard model. The approximate

transition regions for the four models (see Fig. 5.3 in main text) are shaded for reference.
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Figure C.18: Cumulative distribution functions (CDFs) of 1 − |〈τzi , σzi 〉|2 on a log-log scale superimposed

with linear fits for different disorder strengths and different models.
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C.8 Drift of `-bits

At low disorder, it is possible for our algorithm to find τzi operators that are not located at the original site

i used to initialize the basis B = {σzi }. However, as shown in Fig. C.19, this algorithmic “drift” of `-bits

away from their initial site is not significant for most disorder strengths considered. In particular, it only

becomes significant in certain models and only for disorder strengths significantly below where we observe

signatures of MBL transitions.
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Figure C.19: The fraction of τzi operators that drift away from their original site versus disorder strength

for the four models studied. A τzi operator has drifted away if its weight wr is not maximal at the position

where it was initialized. For reference, we shade the approximate transition regions (see Fig. 5.3 in the main

text).

C.9 Basis expansion heuristic behavior

As described in the main text, the algorithm that we use to construct the approximate `-bit operators

works by systematically expanding the basis of Pauli strings used to represent the `-bit. We know that

our procedure is reasonable because the objective function (commutator norm plus binarity) systematically

decreases after each expansion iteration. That said, it is interesting to see whether our procedure is able

to identify more important Pauli strings at earlier iterations. Indeed, we see this behavior in Fig. C.20,

which shows that the Pauli strings added in later iterations typically contribute less to the final optimized
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τzi operators than the Pauli strings added in the earlier iterations.
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Figure C.20: Log-averages of the amplitudes ca of the Pauli strings Oa that were added at each expansion

iteration of the algorithm. The amplitudes shown here were from the optimized τzi =
∑
a caOa operator

produced after the final (11th) expansion iteration. We show examples of single τzi operators for each of

the four models studied at low, high, and intermediate disorder strengths. The errorbars (standard errors

of log10 |ca|) are smaller than the markers.

C.10 Estimation of transition regions

In this section we describe the method used to estimate the delocalization transition regions quoted in the

main text for the various models studied. As discussed in the main text, we observe signatures of bimodality

in the distribution of the overlap of `-bits with single-site σzi operators, |〈τzi , σzi 〉|2 (see Fig. 3 of the main

text). This can be seen as the coexistence of highly localized and substantially delocalized `-bits: at disorder

strengths higher than the transition values the overlap is close to 1, while below the transition the overlap

is substantially smaller than 1; at the transition region, both behaviors coexist. Note that other hints of

bimodal behavior at the transition are also found in the literature [236, 85, 234].

In order to estimate the transition regions in a systematic way, we perform an analysis on the data

presented in Fig. 3 of the main text, which shows the histograms of the overlap |〈τzi , σzi 〉|2 at fixed disorder
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strength W (∆ in the case of the 2D Bose-Hubbard), normalized so that their maximum is 1, and interpolated

over a window of values of W (resp. ∆). Let us denote this by f(W, |〈τzi , σzi 〉|2). A straightforward way to

approximately identify the region of bimodality of f is to establish a threshold toverlap and plot the regions

where f > toverlap; we anticipate unimodal behavior (at fixedW ) above and below the transition, and bimodal

behavior around the transition. In Fig.C.21 we show the result of applying a threshold toverlap = 0.75, and

estimate transition regions by bounding the regions of bimodality; as for Fig. 5.3 of the main text, this figure

is generated with data from the last iteration of the basis expansion, i.e. I = 11. Fig. C.22 shows how the

thresholded regions change at each iteration of the basis expansion.
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lower and upper bounds are written in the lower right corner of each panel.

167



0.00

0.25

0.50

0.75

1.00
|

z i,
z i

|2
I = 0 I = 1 I = 2

0.00

0.25

0.50

0.75

1.00

|
z i,

z i
|2

I = 3 I = 4 I = 5

0.00

0.25

0.50

0.75

1.00

|
z i,

z i
|2

I = 6 I = 7 I = 8

1 2 3 4 5 6 7 8 9 10
W

0.00

0.25

0.50

0.75

1.00

|
z i,

z i
|2

I = 9

1 2 3 4 5 6 7 8 9 10
W

I = 10

1 2 3 4 5 6 7 8 9 10
W

I = 11

1D Heisenberg

0.40

0.55

0.70

0.85

1.00

|
z i,

z i
|2

I = 0 I = 1 I = 2

0.40

0.55

0.70

0.85

1.00

|
z i,

z i
|2

I = 3 I = 4 I = 5

0.40

0.55

0.70

0.85

1.00

|
z i,

z i
|2

I = 6 I = 7 I = 8

5 10 15 20
W

0.40

0.55

0.70

0.85

1.00

|
z i,

z i
|2

I = 9

5 10 15 20
W

I = 10

5 10 15 20
W

I = 11

2D Heisenberg

0.700

0.775

0.850

0.925

1.000

|
z i,

z i
|2

I = 0 I = 1 I = 2

0.700

0.775

0.850

0.925

1.000

|
z i,

z i
|2

I = 3 I = 4 I = 5

0.700

0.775

0.850

0.925

1.000

|
z i,

z i
|2

I = 6 I = 7 I = 8

15 30 45 60
W

0.700

0.775

0.850

0.925

1.000

|
z i,

z i
|2

I = 9

15 30 45 60
W

I = 10

15 30 45 60
W

I = 11

3D Heisenberg

0.00

0.25

0.50

0.75

1.00

|
z i,

z i
|2

I = 0 I = 1 I = 2

0.00

0.25

0.50

0.75

1.00

|
z i,

z i
|2

I = 3 I = 4 I = 5

0.00

0.25

0.50

0.75

1.00

|
z i,

z i
|2

I = 6 I = 7 I = 8

10 20 30 40
0.00

0.25

0.50

0.75

1.00

|
z i,

z i
|2

I = 9

10 20 30 40

I = 10

10 20 30 40

I = 11

2D Bose-Hubbard

Figure C.22: Outlines of the regions with f(W, |〈τzi , σzi 〉|2) > toverlap = 0.75 for iterations I = 0, . . . , 11 of

the basis expansion heuristic. Lines represent contour lines at f(W, |〈τzi , σzi 〉|2) = 0.75
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C.11 Scaling of the commutator norm and the binarity with

basis size

In this section we study the scaling of the commutator norm and binarity with the basis size |B|. In

Fig. C.23 we show the values of the log-averaged commutator norm ‖[H, τzi ]‖2 as a function of |B| for a

subset of disorder strengths (which includes the transition region) for the four models studied. At large

values of |B|, the behavior is consistent with a power law of the form ‖[H, τzi ]‖2 = CcommB
−αcomm .
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Figure C.23: Log-log plot of the log-averaged commutator norm as a function of basis size |B| for a set of

disorder strengths. At large |B|, the scaling resembles a power law, as shown by the quality of the fit to a

straight line.

Similar to the case of the commutator norm, we show in Fig. C.24 the values of the log-averaged binarity

‖(τzi )2− I‖2 for a subset of disorder strengths for the four models studied. Again, at large values of |B|, the

behavior is consistent with a power law of the form ‖(τzi )2 − I‖2 = CbinB
−αbin . Now, however, the scaling

is less clean than the scaling of the commutator norm. Note that the binarity is exactly zero (i.e., optimal)
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before any basis expansion (not shown), i.e., when I = 0, since we have τzi = σzi . For that reason, it is

natural for the binarity to increase over the first few iterations and eventually decrease monotonically as it

is optimizaed over larger basis sizes. This behavior can be observed with the 2D and 3D Heisenberg models.
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Figure C.24: Log-log plot of the log-averaged binarity as a function of basis size |B| for a set of disorder

strengths. At large |B|, the scaling resembles a power law, as shown by the quality of the fit to a straight

line.

In Fig. C.25 we show the values of the exponents αcomm and αbin as a function of the disorder strength.

αcomm smoothly increases with disorder strength. Interestingly, there is no sign of a transition in αcomm. The

αbin exponent follows a similar trend, although its behavior is much noisier and more difficult to describe

with the current data. Interestingly, both αcomm and αbin are of a comparable magnitude and, in the case

of the 1D disordered Heisenberg model, track each other closely around the transition region.
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Figure C.25: Exponents of the power law scaling of the commutator norm and the binarity with basis size

|B|, αcomm and αbin.

At very high disorder strength (W = 1000 or ∆ = 1000), the last iteration of the algorithm reaches a

log-averaged commutator norm of about 10−22 for the 1D Heisenberg model, 10−10 for the 2D Heisenberg

model, 10−7 for the 3D Heisenberg model, and 10−10 for the 2D Bose-Hubbard model. Similarly, the binarity

reaches log-averaged values of about 10−24, 10−10, 10−8, and 10−12, respectively.
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Appendix D

Motif magnetism and quantum-many
body scars

D.1 Time-evolution of spiral colored states

Consider time-evolving the initial product state |C〉 in Eq. (6.8) by the Hamiltonian Ĥ in Eq. (6.7):

|C(t)〉 = e−itĤ |C〉

By construction, |C〉 is an eigenstate of each motif Hamiltonian Ĥp[Qp] with energy Ep. Also, [Ĥp,
∑
j σ̂

z
j ] =

0. Together, these imply that

|C(t)〉 = eith
∑
j σ̂

z
j e−it

∑
p JpĤp |C〉

= e−it
∑
p JpEpeith

∑
j σ̂

z
j |C〉

= e−it
∑
p JpEp

⊗
j

eithσ̂
z
j |γj〉j .

This indicates that, up to a global phase, the time evolution applied to this state causes each spin to precess

around the z-axis at the same rate.

Consider a particular spin j in |C〉 initially in state |γj〉 = |+〉 = (1, 1)T /
√

2. After time t, this spin’s

state will be

eithσ̂
z

|+〉 =

eith 0

0 e−ith

 1√
2

1

1

 =
eith√

2

 1

e−2ith

 ,

which is ∝ |+〉 when t = T = π/h.
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Appendix E

Complications in the
eigenstate-to-Hamiltonian
construction
In this thesis, we have shown that the eigenstate-to-Hamiltonian (EHC) algorithm can be used to find

interesting new physics. However, in general the output of the EHC algorithm can be difficult to interpret

for a variety of reasons. Here we describe why this is the case.

Recall that in EHC, we look for Hamiltonians with a desired eigenstate |ψ〉 by computing the quantum

covariance matrix (QCM). The eigenvectors of the quantum covariance matrix correspond to Hamiltonians

and the eigenvalues correspond to the variance of the Hamiltonian with respect to state |ψ〉.

When using EHC, it is important to keep in mind these considerations:

1. EHC can fail to find any exact solutions. A generic |ψ〉 is not an exact eigenstate of any local Hamil-

tonian, so EHC will not generally find exact Hamiltonians with zero variance.

2. EHC can find many solutions. The QCM can have many low-lying eigenvalues, corresponding to many

Hamiltonians with low variance. Any linear combination of these Hamiltonians will have |ψ〉 as nearly

an eigenstate.

3. EHC does not find parent Hamiltonians. The state |ψ〉 can be anywhere in the spectrum of the

Hamiltonians found with EHC. While this is not necessarily an issue, it can make it difficult to analyze

the results if one is specifically interested in finding parent Hamiltonians with |ψ〉 as a ground state.

4. EHC’s non-exact solutions can be hard to analyze without additional information. Non-zero eigenvalues

σ2 of the QCM are difficult to interpret. This is because the variance σ2 of a Hamiltonian Ĥ =
∑
a Jaĥa

can be significantly modified by changing the normalization of the Hamiltonian coupling constants Ja

or the basis operators ĥa. Moreover, without knowledge of the spectra of the Hamiltonians found in

EHC (which is expensive to compute), it is unclear how many eigenstates are within σ energy of |ψ〉

for these Hamiltonians, which could affect how one interprets how “close” |ψ〉 is to an eigenstate.

5. EHC solutions can be “non-unique.” The operators produced by EHC do not necessarily uniquely

correspond to the input state |ψ〉. In general, the operators can have highly degenerate spectra. For
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instance, if |ψ〉 exhibits a local symmetry, then EHC will find as the output the corresponding local

symmetry operators, which can have highly degenerate spectra and many other states in the same

quantum number sector as |ψ〉. Similarly, EHC can find projected operators of the form Ĥ ′l = P̂ ĤlP̂

where P̂ is a projector onto a space orthogonal to |ψ〉 so that P̂ |ψ〉 = 0. Since P̂ can be orthogonal to

a large part of the Hilbert space, the Ĥ ′l operators will have many degenerate zero-energy states that

include |ψ〉 among them.

To deal with these issues, it is useful to combine EHC with additional information, either through pre-

or post-processing. This can be done by restricting the space of Hamiltonians one provides as input to EHC

or by analyzing the properties of the Hamiltonians produced as output using other methods. It will be

interesting future work to come up with systematic procedures for dealing with these issues.
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Appendix F

Ground state manifolds

F.1 Ground state manifolds are convex

As discussed in Chapter 3, the set of Hamiltonians that have a particular state |ψ0〉 as an eigenstate forms

a vector space. Suppose that this d-dimensional vector space is spanned by operators Ĥl so that the

Hamiltonians in this space are of the form

Ĥ =

d∑
l=1

JlĤl. (F.1)

The state |ψ0〉 can be anywhere in the spectrum of Ĥ. Suppose that we restrict ourselves to the Ĥ in

this space with |ψ0〉 as a ground state, which we call the ground state manifold. What can we say about the

properties of this set? It turns out that the ground state manifold is convex.

To see this, consider a set of states |ψn〉 not equal to |ψ0〉. By the variational principle, discussed in

Section 2.2.3, we know that Hamiltonians in the ground state manifold must satisfy

〈ψ0|Ĥ|ψ0〉 ≤ 〈ψn|Ĥ|ψn〉 ∀n. (F.2)

This can be rewritten as

d∑
l=1

Jl

(
〈ψn|Ĥl|ψn〉 − 〈ψ0|Ĥl|ψ0〉

)
≥ 0

d∑
l=1

JlE
(n)
l ≥ 0

J ·E(n) ≥ 0 ∀n (F.3)

where E
(n)
l = 〈ψn|Ĥl|ψn〉 − 〈ψ0|Ĥl|ψ0〉 is a vector of energy differences between states |ψn〉 and |ψ0〉 for

Hamiltonians Ĥl. For each state |ψn〉, Eq. (F.3) specifies a half-space in d dimensions where ground state
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manifold Hamiltonians can exist. Half-spaces are convex sets. To exactly determine the ground state

manifold, one could take the intersection of all possible half-spaces defined by Eq. (F.3) for all possible

states |ψn〉. Since the intersection of convex sets is convex, this means that the ground state manifold is a

convex set.

F.2 Methods

Using the eigenstate-to-Hamiltonian construction (EHC) combined with methods for computing ground

states, such as ED, DMRG, or VMC, we can find Hamiltonians that have a given |ψ0〉 as a ground state, i.e.,

parent Hamiltonians for |ψ0〉. Here we describe two algorithms for doing so, one which approximates the

entire ground state manifold using a convex hull and another which searches for a single parent Hamiltonian.

The first algorithm is computationally expensive, so should only be used when the Hamiltonian space is low

dimensional. Both algorithms use ground state algorithms as a subroutine, so are limited in their efficiency

by those algorithms.

The first step in both methods is to perform EHC to find the space of Hamiltonians in Eq. (F.1) with

|ψ0〉 as an eigenstate.

F.2.1 Approximating the ground state manifold

Eq. (F.3) can be used to approximate a ground state manifold numerically. The main idea is to iteratively

propose new states |ψn〉 and use those states to find better and better approximations to the convex set.

The intersection of a finite number of half-spaces defines a convex hull, which can be numerically determined

using the quickhull algorithm [303]. The general procedure that we propose is to use N states as follows:

1. Initialize G = [−1, 1]d and n = 1. Pick an initial J ∈ G, which defines a Hamiltonian Ĥ = J ·H =∑
l JlĤl.

2. (State proposal) Propose a new |ψn〉 using Hamiltonian Ĥ.

3. (Convex hull update) Compute the half-space condition in Eq. (F.3) using |ψn〉. Update the convex

hull G using the new condition by using the Quickhull algorithm [303].

4. (Hamiltonian proposal) Propose a new Ĥ = J ·H by using a new J ∈ G.

5. Set n← n+ 1. If n ≤ N , go to 2.
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As output, the procedure would produce a convex hull G that approximates the true ground state manifold.

Here we describe a few ways to implement the state and Hamiltonian proposal steps. It would be interesting

future work to explore improvements to these methods or alternative approaches.

For the state proposal step, we could use the ground state or a low-lying eigenstate of Ĥ, which could

be computed exactly using ED, or a low-energy state, which could be computed approximately using VMC,

DMRG, or other methods. The idea for choosing this state is that it should be competitive in energy with

|ψ0〉 in some part of G that has not been well explored. Consider a point on the boundary of the ground

state manifold. At this point, an energy crossing between |ψ0〉 and another state |ψ′〉 must occur. Using |ψ′〉

to generate a half-space condition would be informative, since that half-space would exactly intersect the

true ground state manifold. We expect that for nearby Hamiltonians |ψ′〉 is low in energy since it eventually

becomes the ground state.

For the Hamiltonian proposal step, a natural Hamiltonian to propose is the one that is “deepest” in the

current approximation to the ground state manifold G. This can be done by finding the Chebyshev center

of G, the point the farthest from the edges of the convex hull [304]. Finding the Chebyshev center can be

done efficiently by solving the linear programming (LP) [17] problem:

max
Jl,r

r

s.t. EJ + r‖E(n)‖ ≤ 0 ∀n

−1 ≤ Jl ≤ +1 ∀l (F.4)

where E is a N × d matrix whose rows are E(n). The solution of this LP problem is the Chebyshev center

J of G that is distance r from the closest edge of the convex hull.

Note that a potential difficulty in this procedure is the computational complexity of storing the convex

hull G for high dimensional Hamiltonian spaces. As G is updated, an efficient representation of it needs

to be stored, which involves computing the vertices or faces of the d-dimensional convex polytope that it

defines, which takes time exponential in d [303].

For low dimensions d, this procedure could prove useful for mapping out phase diagrams. For example,

arbitrary two-dimensional projections of the ground state manifold could be visualized by adding an addi-

tional half-space intersection through the relevant plane and using the Quickhull algorithm to identify the

vertices of the convex hull on that plane.
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F.2.2 Finding a parent Hamiltonian

Suppose that instead of finding an approximation to the entire ground state manifold, we are interested

in finding a single parent Hamiltonian with |ψ0〉 as a ground state. Then we can use essentially the same

procedure but with a modified convex hull update step:

3’. (Convex hull update) Compute the half-space condition in Eq. (F.3) using |ψn〉. Store E(n), but

do not compute a representation for G.

In this modified step we do not invoke the Quickhull algorithm, which involves an exponentially costly com-

putation of the vertices or faces of the convex polytope. Instead, we simply store the half-space intersection

information for later use in the Hamiltonian proposal LP problem stated in Eq. (F.4). Since solving an LP

problem can be done in polynomial time, this procedure is more efficient than the ground state manifold

estimation algorithm described above. The algorithm terminates as soon as one has found a Hamiltonian

whose ground state is |ψ0〉. Again, this procedure still relies on ground state algorithms as subroutines, so

would still be potentially costly to implement on systems with many degrees of freedom or in dimensions

greater than one.

Finally, we note that one does not actually need to start the parent Hamiltonian algorithm or the

ground state manifold algorithm using a space of Hamiltonians found using EHC. In these algorithms, this

initialization is mostly a convenience to ensure that |ψ0〉 is already an eigenstate and that one has a (likely)

low-dimensional space of operators to work with. Instead, one could use an arbitrary space of Hamiltonians

and still apply the same procedure. This could be useful, for instance, when one is interested in finding

approximate parent Hamiltonians, with the state |ψ0〉 as close as possible to the true ground state, or when

EHC is unable to find any Hamiltonians with |ψ0〉 as an exact eigenstate.
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