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SUMMARY

The manufacture of lattice geometries via Additive Manufacturing (AM) has the poten-

tial to impact the production of low-volume, high cost, complex components. However, the

qualification of lattice geometries provides several challenges for traditional metrological

techniques, limiting the use of these structures within industry. While recent studies in AM

part qualification have improved its practice, the measurement of lattice structures unique to

additive manufacturing is not well understood and methods to support traceability have yet

to be developed. In this dissertation, a methodology to determine measurement uncertainty

in the measurement of AM lattice components is developed. A refined sampling registra-

tion approach for lattice geometry based on spatially-dependent subsampling is derived and

is shown to statistically decrease variation between measurement sources. The importance

of sampling location in tactile measurements of components produced using additive man-

ufacturing is investigated and recommends that definition of inspection locations/methods

be integrated into the design cycle of AM parts. The substitution method is investigated

to determine uncertainty in the measurement of AM lattice structures using X-ray Com-

puted Tomography (XCT). A measurement artifact is developed and measured using the

substitution method. The use of reporting measurement uncertainty using uncorrected bias

is explored for strut diameter measurements. Components identical to the measurement

artifact are manufactured using AM and measured to determine manufacturing variation.

The uncertainty in XCT measurement of these AM components is determined using the

substitution method and methods to report uncorrected bias. This study provides a method-

ology to design inspection routines for the qualification of a lattice component, furthers the

scientific understanding XCT measurements of AM components, and lays the groundwork

for further implementation of the presented method.

xvii



CHAPTER 1

INTRODUCTION

1.1 Motivation

In additive manufacturing (AM), a component is created in a layer-wise manner by se-

quentially fusing material feedstock using an energy source. These processes allow for

the creation of previously unrealizable features; such as complex mold cooling channels,

embedded components/electronics, topology optimized structures, internal features, and

lattice structures; prompting an entire field of research specifically focused on designing

components to maximize the potential of AM [1]. The current and potential economic im-

pact of AM is significant. As of 2016, AM value-added manufacturing for the US alone

was worth $241 million and is expected to grow into a $16 billion industry by 2025 [2].

Lattices, defined as a “three-dimensional geometrical arrangement composed of con-

nective links between vertices (points) creating a functional structure” [3], are one of the

most heavily investigated AM-enabled structures and vary significantly in their design and

application. The use of AM lattices in orthopedic implants has been shown to significantly

improve bone integration and optimize stress shielding at the implant zone [4]. The ability

of AM to manufacture complex one-of-a-kind components without the need for expensive

tooling or fixture costs even allows implants to be tailored for individual patients [5]. As

of March 2018, the Food and Drug Administration granted more than 100 clearances for

AM orthopedic implants [6] and the number of AM implants is expected to grow by 22.5%

compound annual growth rate from 2020 to 2026 [7]. AM has also made significant impact

in the aerospace industry, with applications ranging from component creation using Laser

Powder Bed Fusion (LPBF) to the repair of high value components using Directed Energy

Deposition (DED) [8]. Lattice structures specifically have been investigated to lightweight

1



spacecraft and commercial aircraft [9]. However, strict component quality requirements

imposed by aircraft manufacturers and government regulatory bodies currently limit the

use of AM components within these applications. The geometric intricacy of parts and the

complexity of the manufacturing process itself makes component qualification a non-trivial

task. While the design freedom offered by AM allows for geometrically complex compo-

nents, this complexity presents a challenge in their qualification by traditional metrology

systems [10]. As industry looks to AM for increasingly precise manufacturing tasks, there

is a need for increasingly accurate and traceable metrology.

XCT is an imaging technique that utilizes the penetrating properties of X-rays to non-

destructively reconstruct a scanned workpiece in terms of a three-dimensional attenuation

map. Analyses on this 3D X-ray attenuation map enable measurement of otherwise inacces-

sible features, making XCT a preferred method for inspecting AM components. Examples

of XCT measurements include dimensional verification of internal and external geometries,

material characterization such as density variations, and defect detection. Internal geome-

tries such as complex cooling channels, intentional voids for lightweighting, or embedded

dissimilar materials can be analyzed without the need for traditional destructive testing.

Complex freeform structures or tightly compacted lattice structures that otherwise would

require several different measurement setups can often be characterized with one XCT anal-

ysis. While the use of XCT to characterize AM components has been extremely promising,

there is one factor which currently limits its use as a metrology tool: the absence of mea-

surement traceability to the International System of Units (SI). In the medical device and

aerospace industries, SI traceability is a requirement for certification of a manufacturer’s

quality management system [11, 12, 13]. The assessment of uncertainty in measurement

is a critical requisite for traceability. Because of this, the accuracy of evaluating a compo-

nent’s surface acquired from XCT measurement is often compared to data acquired from

other measurement techniques.

One requirement when fusing data sets from different measurement scenarios / systems
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for the qualification of components is the registration of the data within a common coordi-

nate frame. For the geometric qualification of components, this registration is defined by

datum features prescribed in the product definition data, such as a Computer Aided Design

(CAD). However, the geometric complexities which can be created with AM complicates

the definition of these datums. The recently created ASME Y14.46 trial standard presents,

along with other product definition requirements for AM, the concept of Theoretical Sup-

plemental Surface (TSS) to specify the position of lattice-based geometries[14]. Although

these specifications were approved for the trial standard, no instances of their implementa-

tion of validation occur in the literature.

1.2 Problem statement and objectives

In light of the motivations listed above, the research objectives of this thesis are:

1. Construction, validation, and evaluation of a framework to reduce variation in the

registration of data from multiple measurement sources for geometric evaluation of

AM lattice components

2. Design of a calibrated artifact and development of a method of measurement uncer-

tainty identification for X-ray computed tomography

3. Development of generalized methods for transfer of uncertainty from qualified refer-

ence features to the AM lattice structure

This study will provide and evaluate a rigorous methodology to determine measure-

ment uncertainty in the qualification of a lattice component, will further the scientific un-

derstanding in XCT measurements of AM components, and will lay the groundwork for

further implementation of the presented method.
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1.3 Approach

The listed research objectives are pursued through the tasks summarized in Figure 1.1.

First, a refined region sampling methodology is developed to register measurement data

from multiple sources. It is proposed that this methodology will better align measurement

data for the comparison of AM components than traditional sampling techniques. This ap-

proach is then validated through alignment analyses of measurement data acquired from

XCT and a Coordinate Measurement Machine (CMM) for an AM lattice structure. The

developed method is also implemented on a complex lattice structure defined by Theoreti-

cal Supplemental Geometry (TSG) to improve data sampling in CMM measurements, and

integrated the registration of CMM data, XCT, and data acquired from Focus Variation

Microscopy (FVM). The effect of data sampling strategy on tactile measurement is shown

to have a significant impact on measurement outcomes. This refined region sampling is

then used to register the data acquired from all measurements in the subsequent chapters.

Next, a methodology to quantify measurement uncertainty in the XCT measurement of a

calibrated artifact is developed. This included the development and calibration of a mea-

surement artifact, integration of environmental monitoring into the uncertainty framework,

and measurement analysis. The final design of the artifact allows for the analysis of sev-

eral features common to AM lattice components. After manufacturing, all features of the

measurement artifact were calibrated using detailed and traceable procedures. A gauge

repeatability and reproducibility study was also performed on the environmental sensors

used during XCT measurement in this study. The uncertainty of XCT measurements of the

artifact are then analyzed. Variation in measurement uncertainty across several features of

the artifact are discussed. Finally, a methodology to determine measurement uncertainty

in the analysis of AM components using the measurements of the calibrated artifact is pre-

sented. Measurements of the as manufactured AM components are used to characterized

process variation and bias between the artifact and AM components. The measurements of
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the calibrated artifact are presented again using several non-corrected bias methods. The

final measurement uncertainty of the AM components are tabulated and discussed.

Figure 1.1: Graphical representation of approach

1.4 Organization

The remainder of this thesis is organized as follows. Chapter 2 presents a review of pre-

vious literature to justify the stated research objectives and provide additional motivation

and background for the work. Chapter 3 presents the methodology for registration and

data analysis of multi-method inspection of AM lattice components. Chapter 4 presents the

design and analysis of a calibrated lattice artifact to be used in measurement uncertainty

determination. Chapter 5 presents the methodology to transfer uncertainty from artifact

measurements to the measurement of AM lattice components. Chapter 6 then summarizes
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the major conclusions and contributions of the presented work, identifies the major limita-

tions of the developed methods, and makes recommendations for future study.
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CHAPTER 2

LITERATURE REVIEW

This chapter presents an overview of the literature relevant to the research objectives of

this thesis. The review is divided into two major topics, Additive manufactured lattices and

X-ray Computed Tomography.

2.1 Additive manufactured lattices

In AM, a component is created in a layer-wise manner by sequentially fusing material feed-

stock using an energy source. This can be accomplished in a wide array of material systems

including various polymers and metals. Common examples of additive manufacturing pro-

cesses include stereolithography (SLA), fused deposition modeling (FDM), binder jetting,

LPBF, and DED [15]. In all additive processes, a component’s design is sectioned into

discrete layers, and the geometry is constructed sequentially by the manufacturing pro-

cess. This layer by layer formation allows for the creation of features such as complex

mold cooling channels, embedded components/electronics, topology optimized structures,

internal features, and lattice structures.

2.1.1 Applications

The combination of lightness and stiffness is a materials index often utilized in the aeronau-

tics, automotive, aerospace, sports and biomedical sectors due to potential savings in weight

(fuel economy, maneuverability) while minimizing component deflection under load. Com-

mon choices for materials with these requirements include aluminum alloys, titanium al-

loys, and composites [16]. However, with the development of AM processes, foams or cel-

lular structures have become of interest to the aforementioned industries. Foams (whether

open or closed cell) generally have a random structure with varying cell size and mate-
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rial thickness as a result of the highly randomized manufacturing processes, such as gas

injection [17]. Cellular structures, like lattice geometries, have predetermined periodic

geometry defined by a limited number of parameters. In principle, a more well defined

structure facilitates greater control of the structure’s mechanical properties. This makes the

usage of lattice structures extremely versatile by simply tuning the design of the underlying

unit cell [18].

Lattice structures can also be architected to have unique mechanical properties. By or-

ganizing the lattice unit cell to minimize strut bending under load, components can be cre-

ated with superior stiffness and lightness compared to bulk material [19]. These structures

can be designed to absorb energy in impact structures, and can even be designed to have

completed elastic recovery after compression exceeding 50% strain [20]. Much research

has been conducted in the literature to attempt to understand the mechanical performance

of lattice structures, specifically investigating the highly localized stress/strain behavior at

the nodes, the effect of lattice design on mechanical properties, the effect of AM build

orientation and heat treatment on lattice properties, etc. [21, 22, 23]. Researchers are still

learning how to integrate lattice structures into the design of mechanical components.

In injection molding, the majority of the process cycle time is due to mold cooling

after the injection process. Because of its abilities to create internal features AM has been

investigated as a means to improve cooling channel design [24]. Cooling channels can

be designed to conform to the geometry of the mold, and have been shown to improve

the dimensional accuracy of injection molded components and decreased cooling times

compared to cooling layouts produced by traditional manufacturing techniques [25]. The

hybrid manufacturing of grid mold heat exchangers has been shown to further improve

heat transfer during injection molding [26]. The efficiency of the heat exchanger can be

significantly improved by increasing the surface area at the fluid interface. Conformal

cooling layers with integrated lattices have been shown to improve mold cooling, even over

AM designed conformal cooling channels, demonstrating the heat transfer capabilities of
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lattices [27].

Lattice structures have also been highly investigated in the design of orthopaedic im-

plants, where they have been specifically designed to improve for bone tissue ingrowth and

vascular development. They have even been tuned to have stress shielding properties and

density matching bone [28]. Biomedical components created via AM have also been shown

to eliminate 85% of the waste material produced in conventional manufacturing processes

[29]. Implants such as these have been trialed in human patients since 2007 with consider-

able success [4]. The development of graded functionally graded lattices has improved the

designed of orthopedic implants. The geometry of the lattice cell can be varied spatially

to optimize the stiffness and density throughout the implant to mitigate stress shielding

throughout the implant zone [30].

2.1.2 Component Definition

The possibilities unlocked with AM have prompted an entire field of research specifically

focused on design for additive manufacturing [1]. These designs have expanded into geom-

etry not possible via previous manufacturing processes. Thus, product definition standards

required for manufacturing and inspection must also be expanded to accommodate this new

design space [31].

Recent activities within the standards community have worked to further develop the

product definition guidelines for AM. ISO/ASTM 52900 establishes and defines terms used

in AM technology, unifying the description of the AM process and product definition [3].

ISO/ASTM 52910-18 has put forth detailed recommendations on design for AM, specifi-

cally highlighting challenges traditional designers may encounter in this emerging process

[32]. Recent changes in Geometrical Product Specification (GPS) standards seek to better

accommodate measurement data gathered from Coordinate Measurement Systems (CMS),

which are often used in the assessment of the freeform surfaces utilized in AM parts. These

changes include the adaptation of the true geometric counterpart, additional tools to con-
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trol profile tolerancing (often used to define freeform surfaces), and the movement towards

Model Based Definition (MBD)in ASME 14.5 2018 [33, 34]. ASME Y14.46-17 has re-

cently been released to supplement Y14.5 to define features specific to parts planned for

additive manufacturing [14]. These additions include control frames for the definition of

build orientation, functionally graded materials, and support structures. Usage of these

standards can already be seen in the literature, including the creation of a tool to determine

optimum build orientation of a component based on prescribed geometric tolerances [35].

This standard also put forth the methodology for controlling the boundary of lattice ge-

ometries using a TSS or TSG. Lattice structures are often comprised of a unit cell which

is then repeated in an array pattern to form an object or volume within a part. In some lat-

tice geometries, the boundary of this repeated array is trimmed by an additionally defined

surface, which may divide the unit cells. Designers can use these supplemental surfaces to

limit the variations in location, orientation, form, and extent of overall lattice-based geome-

tries using the techniques described. Although these specifications were approved for the

trial standard, little verification or implementation of the defined techniques are currently

present in the literature. Ameta et al. implemented these tools to specify and verify form

of a planar region of a lattice structure defined by a TSS [36]. However, no comparison

against the nominal CAD geometry was performed, which is critical for the qualification

of complex geometries which cannot be sufficiently described with simple form tolerances.

Furthermore, the evaluation of these features against a nominal model often requires the

definition of a Datum Reference Frame (DRF) to define the coordinate system for inspec-

tion. The definition of a DRF on an AM lattice could pose potential issues with inspection,

and has yet to be explored.

While initial steps have been taken, additional issues need to be addressed by the GPS

community. These include the development of new methods to tolerance complex, freeform

surfaces, heterogeneous materials and internal geometries, development of methods and

tools to facilitate conformance assessment and tolerance verification, and development of

10



a comprehensive geometric model for AM to predict, improve, and provide consistent di-

mensional and form accuracy and surface finish [37].

2.1.3 Component Qualification

The qualification of components produced via AM has proven to be a non-trivial task, and

has required significant involvement from the research community [10]. The variation in

component production directly relates to machine performance. Thus, significant work has

been completed in trying to qualify an AM system or process. ISO/ASTM 52921:2013

includes terms, definitions of terms, descriptions of terms, nomenclature, and acronyms

associated with coordinate systems and testing methodologies for additive manufacturing

including definitions for machines/systems and their coordinate systems plus the location

and orientation of parts [38]. ASTM F2971-13 describes a standard procedure for report-

ing results by testing or evaluation of specimens produced by AM. This practice provides

a common format for presenting data for AM specimens, for two purposes: (1) to establish

further data reporting requirements, and (2) to provide information for the design of ma-

terial property databases [39]. ISO/ASTM 52921:2019 covers the general description of

benchmarking test piece geometries along with quantitative and qualitative measurements

to be taken on the benchmarking test piece(s) to assess AM system capability and AM

system calibration [40]. This had even led to organizations developing their own internal

standards to control AM components. As an example, the National Aeronautical and Space

Administration (NASA) has developed its own internal standards to provide a framework

for the implementation of AM parts into spaceflight applications requiring high reliability

and the control of AM metallurgical processes [41, 42]. Moreover, traditional metrology

processes may not necessarily be suitable for inspection of AM components.

One of the most common qualification methods is the use of CMMs. CMMs have

become common place in industry because of their ability to perform fully automated mea-

surement routines with high accuracy and repeatability [43]. While CMMs have often been
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the preferred qualification method for components produced via traditional processes due

to their high accuracy and repeatability, they are less favorable for the measurement of AM

components. This is due to mechanical filtering caused by the varying surface texture pro-

duced by the AM process, as the stylus is unable to access areas of local curvature smaller

than the radius of the stylus itself [44]. Works which have used CMMs to evaluate geo-

metric features of AM components have either used them for comparison purpose, i.e. to

examine the change in flatness of a component after it is removed from a build plate or on

post processed components [45, 46, 47]. Because of these shortcomings, others have tried

to integrate data from CMM measurements with other metrological techniques to gain a

better understanding of tactile measurements on AM components [48].

Non-contact measurement methods have grown in popularity as a means to qualify AM

components. These systems can vary significantly in measurement volume, point density,

and accuracy and even have the capability to measure the component during the AM build

process. Laser triangulation or structured light projection can be used to measure features

ranging between 10 mm and 1 m in size to an accuracy between 10 µm and 100 µm [49].

Because of their high accuracy and improvements in system automation, techniques that

were once used only to characterize the surface texture of components are now being used

to map entire surfaces of AM parts. These techniques include Confocal Microscopy (CM),

Coherence Scanning Interferometry (CSI), and FVM. These high resolution non-contact

techniques are being utilized more often to characterize AM components because of filter-

ing which may occur contact measurement due to extreme valleys which may occur [50].

However, in common surfaces created via additive manufacturing, the line between surface

texture and form begins to blur as the magnitude and periodicity of surface defects is rel-

atively large as a result of the manufacturing process, thus prompting a research need to

define measurement procedures specific to AM components [51]. Thus, these techniques

have also been used to characterize the form of AM surfaces [36]. Optical measurements

have been used to resolve the topology of AM surface to a high level of detail, and even
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used to separate individual spatter particles from the weld tracks [51]. However, optical

measurements are limited by line of sight and can often be very time consuming due to the

small window size of an individual field-of-view.

2.2 X-ray Computed Tomography

The X-ray computed tomography system was first conceived by Godfrey Newbold Hounsfield

in 1972 and won him the Nobel prize in 1979 for his contributions to Physiology and

medicine. In principle, XCT is an imaging technique that utilizes the penetrating prop-

erties of X-rays to non-destructively reconstruct a scanned workpiece in terms of a three-

dimensional attenuation map. As X-rays pass through an object, some X-rays are absorbed,

some are scatted, and some are transmitted. The process of reduction in X-rays that are

transmitted through a material is commonly referred to as attenuation. The level of this

attenuation is often expressed as the Lambert-Beer law.

I = I0e
−µL (2.1)

In this, I0 is the incident X-ray intensity, I , is the transmitted X-ray intensity, L is the

thickness of the material, and µ is the linear attenuation coefficient of the material, which is

a function of incident X-ray energy and is tabulated in reference tables, such as the National

Institute of Standards and Technology (NIST) XCOM database [52].

Industrial cone-beam XCT systems are comprised of an X-ray source, and a detector,

and a motion stage with a rotary table. The attenuation of the component is measured at one

cross sectional view by measuring the intensity of X-rays on the area of the detector. The

rotational stage is then incremented and the intensities are captured at another projected

area of the component. If the number of projections is sufficient to satisfy the Nyquist-

Shannon sampling theorem, these projections can be reconstructed into a 4D voxel volume,

in which the 4th dimension represents the attenuation of the volume at a position in space
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[53]. Additional information on the principles of XCT and the reconstruction process can

be found in the literature [54, 55, 56]. After the volume has been reconstructed, the volume

must be segmented to determine the boundary between regions with differing levels of

attenuation, commonly to separate the component from the air surrounding it. This is first

done by an initial thresholding operation, such as the ISO50 method. In this method, the

two peaks of the gray value (attenuation) histogram of the volume are identified. These two

peaks ideally represent the material of the component and the air surrounding it. The equal

distance gray value from both of these two peaks is chosen as the threshold value for the

volume. While repeatable, this method is often inadequate as there may be local changes

in attenuation throughout the component due imaging artifacts.

Beam hardening is the result of a monochromatic reconstruction algorithm, which as-

sumes a linear relationship between X-ray attenuation and penetration length through the

workpiece, being applied to a polychromatic acquisition, where the same attenuation-length

relationship is non-linear. The dramatic variation in penetration depth between different

projections during an XCT scan of a metallic lattice can exacerbate beam hardening arti-

facts. X-ray scatter occurs when photons are deflected from their original trajectories by

a scattering material. Scattered photons are subsequently directed to other detector pixels,

where they result in an increase of the measured signal. Tomographic reconstruction al-

gorithms assume that the X-ray signal measured by each pixel is due to primary photons,

i.e. photons that travel along a straight line from the source to the corresponding pixel.

Scattered X-rays result in cupping artifacts, streak artifacts, and edge blurring of the re-

constructed volume. Thus, a secondary thresholding process is often performed to improve

upon this initial estimate. A local surface determination can then be performed using gradi-

ent based or deformable surface algorithms [57, 58, 59]. Through this method, a rendered

3D volume of the scanned component can be utilized for further analysis.
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2.2.1 Applications

Since XCT does not require line of sight, it can measure complex structures and internal

features in a single scan. Because of this, the AM community has quickly adopted this

technique for component evaluation. In 2012, XCT was shown to be a viable tool to assess

the build quality of titanium parts produced by AM, and was able to detect differences in

pore/void formation as a function of build direction [60]. Kim et. al. showed the abil-

ity to identify defects in the AM process in the creation of internal features [61]. Kim et

al. also analyzed AM samples made from a cobalt chrome alloy to determine the effect

of processing parameters on porosity, and provided and example of how to carefully se-

lect image processing parameters and image segmentation algorithms for AM components

[62]. In 2018, an interlaboratory study was conducted by Thompson et al. to compare the

ability of different XCT systems and user groups to measure surface texture and feature

dimensions of AM parts [63]. The results of this study showed that high resolution XCT

systems can provide surface texture measurements similar to high resolution optical metrol-

ogy systems. Other studies have been performed for complementary use of optical surface

metrology and XCT [64, 65]. Fox et al. investigated the complementary use of both optical

surface measurement and XCT data, seeking to align these data sets and use focus variation

microscopy measurements as a reference for XCT surface measurements [66]. Biswal el

al. utilized XCT to track pore morphology in titanium AM components during interrupted

fatigue testing, and used the reconstructed volumes to inform finite element models [67].

The ability of hot isostatic pressing to successfully close voids in titanium AM parts was

observed using XCT by du Plessis et al. in 2020 [68]. Bauza et al. demonstrated the

ability to characterize the struts of an AM lattice structure [45] using XCT.Measurement

of lattice structures via XCT to evaluate the effect of printing parameters on dimensional

accuracy [69].The geometric qualification of lattice structures using XCT has been investi-

gate previously in the literature to analyze mechanical performance and failure criteria [70,

71, 72]. Other applications of XCT in the evaluation of AM can be found in the review by
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Thompson et al. [73].

2.2.2 Traceability

While the uses for XCT have been extremely promising, there is one factor which currently

limits its use as a metrological technique: SI traceability. The International Vocabulary of

Metrology (VIM) defines metrological traceability as the “property of a measurement re-

sult whereby the result can be related to a reference through a documented unbroken chain

of calibrations, each contributing to the measurement uncertainty” [74]. The chain of cal-

ibrations linking a measurement result to the relevant SI unit is known as a traceability

chain and is typically depicted as a pyramid, where the definition of the SI unit is at the

top and the measurement result is at the bottom. With each calibration step, uncertainty

in the realization of the SI unit increases, as denoted by the progressively increasing width

of the pyramid. The assessment of uncertainty in measurement is a critical requisite for

traceability. However, the uncertainty in XCT measurements is difficult to assess due to

the complex workpiece-X-ray interactions and the complexity of the measurement process

itself [75]. The Association of German Engineers, or Verein Deutscher Ingenieure (VDI),

has identified that there are 68 influencing variables that effect an individual XCT mea-

surement stemming from the XCT device, measurement application, measurement analy-

sis, and system operation [76]. Because of this, providing a statement of uncertainty for

a given measurement, while possible with careful forethought and resources, is often not

feasible. Thus, XCT system users often rely on manufacturer conducted qualifications to

prove the viability of their measurement system.

System qualification

The evaluation of XCT uncertainty has been a subject of research in the literature for the

past two decades [77]. Bartscher et al. presented the use of a calotte plate to determine the

uncertainty in center to center distance and form error of spheres [78]. This work showed
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the ability of XCT to achieve single point measurement error on the order of one voxel

size. However, the full uncertainty calculation was not presented nor is it comparable to

uncertainty statements associated with more traditional metrology equipment. Other trace-

able artifacts of various designs for the qualification of XCT systems have been researched

to evaluate the capability of an XCT system [79, 80]. These are designed to assess Max-

imum Permissible Error (MPE) of an XCT system, similar to tests for tactile coordinate

measurement machines as described by ISO 10360-2 [81]. The MPE of an XCT system

is typically assessed by measuring the distance between multiple spheres at different loca-

tions within the measurement volume during a single scan. Full distribution of the spheres

within the measurement volume verifies the capabilities of the system through out its en-

tire measurement range, while the center to center measurements of spheres mitigates the

effects of threshold dependence. A great deal of research has also been conducted to ac-

count for geometrical errors in XCT system construction which influence the quality of

measurements [82, 83]. Artifacts and testing procedures such as these can then be used in

interlaboratory studies. In 2012, Carmignato performed an international comparison study

of XCT systems/labs to compare the effect of measurand specific errors based on voxel

size, stated system MPE, and measurement uncertainty [84]. The major outcome for this

study showed that while XCT can reach measurement errors on the order of one tenth of a

voxel, many systems/users are unable to state an uncertainty for a measurement which falls

below their systems stated MPE. International standards for acceptance testing of XCT sys-

tems are currently under development, specifically ISO 10360-11 [85]. This standard aims

to allow comparison between competitors systems using a standard sample geometry and

prescribed operating conditions, and allows for some idea of the achievable measurement

error of a system. However, the values reported from these measurements cannot be used

on measurements obtained at different conditions or of different components. While these

testing procedures do assess the capability of an XCT measurement system, they do not

consider task-specific uncertainties associated with the measurement of a component.
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Task specific uncertainty

Task specific measurement is complicated due to the vast number of factors which influ-

ence a single scan of an individual component [76]. Furthermore, it has been shown that

for a given task, it is also non-trivial for users to perform measurements with errors below

their system’s stated specifications [84]. The most commonly implemented methodology

to determine task-specific measurement uncertainty in XCT measurements is defined in

VDI 2630 Part 2.1, commonly known as the substitution method [86]. This method utilizes

repeated measurements of a calibrated workpiece to determine the uncertainty in a measur-

ing process and was derived from previous standards designed for uncertainty assessment

in CMSs [87]. This uncertainty can then be transferred to subsequent measurements of

different objects if the variation between the subsequent measurands is small enough to

not become an influencing factor in the measurement. This methodology was used by

Yagüe-Fabra et al. to determine the influence of edge detection technique on measure-

ment uncertainty [59]. In their study, two reference artifacts and two production parts were

each measured at minimum 10 times with two difference thresholding techniques. The 2K

standard uncertainty calculated for all tests varied between 7.2 µm and 33 µm and varied

between the geometry tested and the threshold method, demonstrating the range of un-

certainties achieved by the XCT system in scanning different components. Aloisi et al.

evaluated the influence of bias error in the calculation of uncertainty in the measurement of

additive manufactured components [88]. ISO 15530-3 2004 had previously incorporated

the bias error between the calibration and measuring system directly into the uncertainty

budget. However, several works have shown that there is inherently bias in comparing

contact measurements (such as CMMs used for calibration) to XCT measurements due to

mechanical filtering. By compensating for this bias, assuming it is shown to be repeatable

and stating it separately, the uncertainty in XCT measurements is shown to be dramatically

decreased. Müller et al. presented a methodology to estimate the measurement uncertainty

in the qualification of production components using the substitution method [89]. In their
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work, one produced component was selected as the “master” part and was qualified using

a CMM with a known measuring uncertainty. Using repeated measurements of the “mas-

ter”, calibration information, environmental information, and predicted process variation

the authors were able to derive bias error and measurement uncertainty for several different

types of features on the component. Their findings showed the importance of using ISO

15530-3 2011 as opposed to previous versions for the estimation of uncertainty of both

internal and external features. Their study also showed variations in uncertainty across the

different features, showing greater uncertainties in areas of higher wall thickness due to

beam hardening effects. Another major finding was the importance of correcting system-

atic XCT errors like voxel size errors by calibration. Because of this, VDI 2630 Part 2,1

recommends the compensation of all known biases.

It has been shown in the literature that significant biases can be observed in the mea-

surement of AM components between tactile (CMM) and XCT measurements because of

the surface texture. This is largely due to the difference in the surface acquired in each

method. The mechanical filtering which occurs in tactile measurements limits the limits

the sharpness of valleys in the surface and often rounds over peaks; accurately capturing

the peak height but artificially inflating the width of the peak feature. Initial works included

the surface roughness as an uncertainty term related to the dimensional measurement of a

component with mean Rz (peak to valley height) of about 7 µm [90]. Bartscher et al. stated

that usual uncertainty approximations for the contribution of surface roughness is on the

order of Rz/2. In their work, only the effects of less than Rz/4 were estimated for a cast

workpiece with Rz ranging from 2 µm to 134 µm [91]. Aloisi and Carmignato showed

that roughness often produces systematic effects, and should be compensated as measure-

ment bias [88]. This yielded a significant decrease in uncertainty in the measurement of

AM components with high surface roughness. Boeckmans et al. measured a bias of Rp

between XCT and CMM measurements instead of the previously accepted Rz/2 (peak

height) for a turned surface [50].
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Carmignato et al. conducted a study to investigate the experimental difference between

tactile and XCT measurement in the least-squares fitting of cylinders, and found that XCT

diameter measurements were on average smaller by 2Rp [92]. This study further examined

the influence of voxel size and the partial volume effect (grey value changes due to the

democratization of the continuous surface into voxels [79]) and found that the least squares

diameter was largely unaffected. Lou et al. in 2019 investigate the mechanical filtering

in the tactile measurement of AM components [93]. This work showed that that choice

of stylus diameter can significantly effect the measurement outcome on AM, observing a

25 µm change in plane height with a change in stylus diameter from 3 mm to 5 mm. This

also remarked that the R parameters used in the previous literature should be referred to

as P parameters according to ISO 4287 since filtration techniques are not applied [94].

This work also observed deviations between CMM and XCT measurements ”at the scale

of Pp”, but suggested that other factors may contribute to this offset besides morphological

filtering.

2.3 Traceable measurement of AM features using XCT

A shortcoming of the substitution method is the strict similarity conditions that are pre-

scribed between reference object and test workpiece. VDI/VDE 2630-2.1 states that “. . .

the workpieces should be very similar particularly in terms of dimensions, shape (macro

and micro shape) and material. . . ”. These conditions are imposed because of non-linearities

in X-ray attenuation with respect to object size, shape, and material composition, which can

give rise to imaging artifacts. This has spurned the investigation of XCT task-specific un-

certainty in the areas most needed in AM qualification by replicating similar measurement

scenarios. Hermanek et al. presented a novel artifact and methodology to assess the accu-

racy of porosity measurement [95]. This work evaluated porosity measurement accuracy as

a function of various XCT parameters and measurement algorithms and confirms the high

potential of XCT measurement to detect porosity.
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Zanini et al. used the substitution method to evaluate the struts of an AM lattice compo-

nent by using the substitution method with a set of calibrated set of pins [96]. The reference

object described in this work was designed to meet the similarity conditions described in

VDI 2630-2.1. The calibrated workpiece pins were designed on a spiral path to randomize

the relative distances between the pins, and randomize the penetration distance throughout

the of the object during the scan. A “counterpart” that encloses the pin array increases the

maximum penetration depth to the maximum thickness of the lattice structure. The heights

of the pins in the reference object vary to match the lengths of struts in a corresponding

lattice structure. However, because of the complex X-ray-workpiece interactions, there are

expected variations between the two measurement scenarios. In an AM lattice, the struts

are often positioned very close to one another, which can lead to complex interactions in

the X-ray path, this producing imaging artifacts caused by beam hardening and scatter.

Thus, further research must be conducted which examines scenarios which are similar, by

the definition of VDI 2630-2.1, to the evaluation of AM lattices.

2.4 Summary

From the presented literature review, it can be seen that prior work on AM lattice qualifi-

cation suffers from at least on of the following drawbacks: 1) poor definition of the DRF

used in registration for qualification, 2) the use of non-traceable measurement techniques

to evaluate lattice geometries, leading to ambiguity in measurements, 3) the lack of proper

reference objects to assess task specific measurement uncertainty.

The remainder of this thesis describes the rigorous methodology to determine measure-

ment uncertainty in the qualification of a lattice component. This includes the methodology

for registration and data analysis, the design and analysis of a calibrated lattice artifact, the

methodology to determine uncertainty in the measurement of AM lattice components using

XCT.
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CHAPTER 3

REGISTRATION OF DATA FOR AM QUALIFICATION

3.1 Introduction

Building upon the initial specification in the ASME Y14.46 trial standard, previous work

has investigated the use of these tools to specify and verify form variations of small tri-

angular planar supplemental surfaces associated with a lattice structure [36]. However, no

comparison against the nominal design geometry of the part was performed, as form (flat-

ness) variation was compared with a plane. Data registration is also a crucial aspect when

comparison with nominal design geometry is required. This is especially true when datum

features are used to assign allowable variations. One of the simplest registration techniques

using a datum hierarchy is commonly known as a 3-2-1 registration. Commonly used for

datum alignment, this method sequentially constrains the six degrees of freedom of an ob-

ject. This method can be executed simply by utilizing the minimum number of points for

each feature (i.e., three for a plane, two for a line, and one for a point), or additional data

points can be averaged to reduce the geometric uncertainty in the calculation of component

features [97]. By using this method, a coordinate system can be fit to the data using a datum

structure. By performing a registration of multiple data sets, the combination of these data

sets can be used for comparison against a nominal model In this chapter, these new prod-

uct definition standards are implemented to align and analyze an additively manufactured

component using data from two different measurement methods: CMM and XCT. The ef-

fect of data sampling used in registration is investigated. A refined sampling method for

registration is then proposed and implemented. The effect of this refined sampling is then

compared to the original alignment using parameters and statistical analysis. This chap-

ter also examines measurement data from three sources (CMM, XCT, FVM) to evaluate
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a lattice defined by TSG. A lattice object is designed and presented using TSG. The mea-

surement methodology for each technique is described. The data sets are then registered

using a refined region sampling and compared to the as-designed geometry. The effect of

path planning methodology on CMM is evaluated using programed positions from both the

CAD and data from non-contact inspection. A discussion on the evaluation of TSG using

contact inspection is then presented.

3.2 Registration using prismatic datum surfaces

3.2.1 Methodology

Part / datum / measurand definition

The component analyzed in this work is a rectangular box comprised of a lattice with a

uniformly patterned unit cell and an outer shell. The unit cell measures 5.08 mm per side

and was patterned to make a 9x9x9 array. This CAD model was then sectioned in half

along the Z direction to yield a total array of 45.72 mm x 45.27 mm x 22.8 mm in order

to expose a half unit cell layer. A 2.54 mm thick wall was added to surround the lattice

in the X & Y axes. A datum structure for the component was constructed, comprising of

primary, secondary, and tertiary datum planes along the exterior of the component, labeled

A, B, and C in Figure 3.1. The model was then exported from the CAD program as an

Stereolithography File (STL) using a conversion tolerance of 0.001 mm.

The measurand for this component was defined as the theoretical surface made up of

the top nodes of the lattice, shown as the surfaces which intersect the TSS in Figure 3.1.

These surfaces should ideally lie within the same plane as datum plane A. The form of each

node surface, as well as the form of the theoretical surface formed by the combination of

the individual measurand surfaces were evaluated, is detailed later.

After the design was completed, the component was manufactured on an EOS Formiga

P110 SLS machine out of EOS PA 2200 (nylon) using a layer height of 60 µm, the highest
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Figure 3.1: Nominal CAD design and lattice unit cell with specification per ASME Y14.46
trial standard

layer resolution possible for this system, and the manufacturer specified build parameters.

The completed component can be seen in Figure 3.2.

Definition of measurement parameters

After manufacturing was complete the lattice component was qualified using both a CMM

and XCT. The CMM system used was a Zeiss Micura, with a calibrated maximum permis-

sible error of length measurement (E0,MPE) of (.8+L/400) µm. The datum surfaces were

captured using a 3 mm diameter probe using a scanning strategy to capture points spaced

0.15 mm apart along the path traveling at 3 mm/s with a measurement force of 200 mN.

The measurand data was captured using a 1.5 mm diameter stylus and used a 50 mN mea-

surement force. These parameters were chosen based on results presented in Schild et al.,

where a small stylus and measurement force yielded the greatest agreement between tactile

measurement and XCT measurement [48]. For each of the 64 measurand surfaces, mea-

suring approximately 2.9 mm2, 60 points were captured. The measurement setup, and the

defined probing paths, are shown in Figure 3.2.

Computed tomography scans were completed on a 130 kV Zeiss Metrotom 800 and
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Figure 3.2: CMM measurement setup (a.) Example probing scenario (b.) Probing paths for
the datum surfaces and measurand (split into four quadrants)

the setup can be seen in Figure 3.3 (a.). Parameters used in the scan can be found in Ta-

ble 3.1. The projections shown in Figure 3.3 (b.) were then reconstructed using a Feldkamp

algorithm [98]. The reconstructed volume was then imported into VGStudioMax 3.2 for

thresholding. The component surface was initially determined using ISO50 thresholding,

then an advanced surface determination was completed within the software to determine

the surface at a sub-voxel level using a deformable surface algorithm [99]. The thresholded

model can be seen in Figure 3.3 (c.). After the component surface was determined, it was

converted to a mesh using a meshing tolerance of 1 µm. Figure 3.3 (d.) shows the histogram

of all XCT gray values.

Theory/calculations

After the CMM and XCT data were initially processed in their native environments, they

were imported into MATLAB for registration and further analysis. The CMM data was

imported as a list of discrete points, while the XCT data was imported as an STL file.

Registration of the independent data sets was conducted using the datum planes in the
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Figure 3.3: (a.) Setup in CT system with (b.) single projection as well as (c.) the recon-
structed surface image and (d.) histogram

component definition (Figure 3.1). The CMM data was first registered to the coordinate

system within the CAD model using a 3-2-1 registration method using the prescribed da-

tums in the product definition. The sets of measured points corresponding to the datum

planes A, B, and C are denoted PA, PB, and PC . First, a plane A was fit to the data PA

using the least-squares method as described in [100]. The normal vector of A defines the

primary axis in the data’s local coordinate system k̂l. The centroid, or mean point, pA of

PA was used as an arbitrary point on A for the following calculations. All points in PB

were projected onto A, resulting in a set of projected points P ∗
B, as in Equation 3.1 and

Equation 3.2;

∆ = k̂l · (PB − pA)T (3.1)

P ∗
B = PB −∆T k̂l (3.2)
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Table 3.1: Lattice Cube XCT Scan Parameters

Parameter Value
Voltage 90 kV
Current 83 µA
Number of Projections 1450
Integration Time 1 s
Source to Detector Distance 787.756 mm
Source to Object Distance 305.00 mm
Voxel Size 50.68 µm x 50.68 µm x 50.68 µm
Digital Filter Shepp-Logan (High-Pass)

∆ is the distance from each point in PB to pA along k̂l. The projected points were then

determined by subtracting the product of ∆ and k̂l from PB. A line was fit to P ∗
B via least-

squares with the unit vector îl. The secondary datum is defined from îl and a point pB on

the line. The final vector of the local coordinate system, k̂l, is given by the cross product

of îl and k̂l. The origin was then defined by first projecting PC onto A, yielding a set

of points P ∗
C . P ∗

C was then projected on the secondary datum B, yielding the set of points

P ∗∗
C . The mean value p∗∗C of P ∗∗

C is the origin of the local coordinate system. The process

for establishing this local coordinate system can also be seen graphically in Figure 3.4.

Figure 3.4: Visualization of coordinate system construction: (a.) Measured points PA, PB,
and PC , (b.) Construction of A, (c.) Projection of PB onto A and line B fit to P ∗

B, (d.)
Projection of PC onto A, projection of P ∗

C and construction of p∗∗C
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After the local coordinate system was established, the appropriate transformations, ro-

tation R and translation, p∗∗C , are required to align the local system with the part coordinate

frame derived from CMM measurements. These registered points can be calculated as in

Equation 3.3 and Equation 3.4

R = I

[
îl ĵl k̂l

]−1

(3.3)

PR = (RP T )T − p∗∗C (3.4)

The final registered points, PR, were then used in the analysis. This same registration

process was also completed for the XCT data, however the data sampled in the feature

fitting process differed. While the CMM data contained discrete regions for each feature,

the XCT data is not divided into the subsequent features. User defined rectangular regions

on the surface of the STL were selected for each of the datum features. These regions were

then used in the registration process.

After both data sets were registered in the same coordinate system, analysis of the mea-

surand could occur. The data corresponding to each node was segmented by determining

the points that lie within the normal projection of the top node surfaces, as shown as the

light blue points in Figure 3.5.

Two types of parameters were used to evaluate both data sets for each node: derived

feature-based parameters and model deviation-based parameters. Ideally, the measurand

should be planar based on the CAD geometry. For each node, plane features were fit

using the previously described least squares algorithm and a Chebyshev algorithm for both

the CMM and XCT data [101]. The accuracy of least-squares algorithms used was verified

using reference datasets from the NIST algorithm testing service [102]. The accuracy of the

Chebyshev algorithm used was verified with a commercially available inspection software

[103]. The alignment of the two data sets was analyzed by comparing the angle between
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Figure 3.5: Example of measurand data segmentation for one measurand surface

the normal vector of the fit planes, θ, the Euclidean distance between the plane centers, δ,

and the Z distance between the plane centers, δZ . These values were calculated using the

following equations for the measurand surfaces, where N represents the total number of

surfaces, v is the normal vector associated with the feature, p is the derived point on the

plane, and a and b represent the two data sets:

θ =
1

N

N∑
i=1

cos−1 va,i · va,i
‖va,i‖‖va,i‖

(3.5)

δ =
1

N

N∑
i=1

‖pa,i − pb,i‖ (3.6)

δZ =
1

N

N∑
i=1

pa,i,3 − pb,i,3 (3.7)

These comparisons were completed for both types of fit planes. The deviation based

parameters were calculated based on the distance of the data points from the nominal CAD

geometry, and included the mean ∆, maximum ∆+, minimum ∆+, and standard deviation
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σ, of these distances. The projected distances for a region, αi, can be calculated for a

surface as in Equation 3.1. The parameters can then be calculated using αi in the following

equations:

∆ =
1

N

N∑
i=1

(αa,i − αb,i) (3.8)

∆+ =
1

N

N∑
i=1

(maxαa,i −maxαb,i) (3.9)

∆− =
1

N

N∑
i=1

(minαa,i −minαb,i) (3.10)

δZ =
1

N

N∑
i=1

√√√√ 1

m

m∑
j=1

(αa,i,j − αa,i)2 −

√√√√1

l

l∑
k=1

(αb,i,k − αb,i)2

 (3.11)

Rather than sampling the entire user defined region, better results could be achieved

by selectively sampling the data used in this registration process. This is because of wide

topology variations which can occur over the datum region. These will be explained in

greater detail in the subsection 3.2.3 section. To improve the accuracy of this registration,

a refined sampling registration was performed for the XCT data set. In the previous tech-

nique, the data sampled from the full XCT data set to define each of the datum features

encompassed the entire region. In the refined registration, data is selectively sampled in

areas that correspond to the areas sampled by the other data set. After initial registration

has taken place, the primary datum feature is first analyzed. The algorithm iterates through

the points of the datum feature in the CMM data set. For each point, a spherical region

with radius R is created. The selection of R should be large enough to capture data from

the XCT set despite inconsistencies which may arise from the original alignment, but small

enough to not over sample. The data from the XCT set that lies within the boundary of
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this sphere is sampled for the datum feature creation. This process continues through all

points of the CMM datum, forming the sampled region of the XCT data which can be used

for primary datum creation. This process is repeated for the secondary and tertiary datum

planes. After all data is sampled, registration can be performed as previously described.

Figure 3.6 shows an example result of this sampling procedure and the resulting derived

datum features.

Figure 3.6: Example of refined sampling overall view, with inset detailing the sampled CT
data and the corresponding CMM points

This refined registration method was compared against the initial registration using the

previously described feature and deviation parameters to determine whether it is shown to

significantly improve alignment between the two data sets.

3.2.2 Results

The results from the initial alignment of the two data sets were first considered. Figure 3.7

details the data obtained from the XCT and CMM sets pertaining to one of the 64 surfaces
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and their corresponding fit planes. It can be seen that for the same node, four unique so-

lutions for the same node surface are calculated. It is expected to see differences between

the two fitting algorithms, however variations also exist between the two data sets. Sim-

ilar differences are observed to occur in the remaining measurand surfaces. The average

results of the feature-based parameter comparison for all measurand surfaces are presented

in Table 3.2.

Figure 3.7: Feature fit results for initial alignment, node one: (a.) CMM least squares (b.)
CMM Chebyshev (c.) CT least squares, (d.) CT Chebyshev

Table 3.2: Initial feature-based comparison between CMM and CT data

Least Squares Plane Chebyshev Plane
θ δ δZ θ δ δZ

0.026 rad 0.141 mm −0.045 mm 0.020 rad 1.061 mm −0.062 mm

These results show that there are, on average, discrepancies in registration between the

XCT and CMM data. Some consistencies are shown between both plane fitting techniques.

The average differences in orientation of the features seem to agree between the Least

Squares and Chebyshev fitting, with θ’s of 0.026 rad and 0.020 rad respectively. The δZ

values have a lower Z value for the XCT data than for the CMM data. However, the δ

values shows a discrepancy of 0.92 mm. This is most likely due to the differences in the

plane fitting algorithm. In the least-squares formulation, this point on the plane is the mean

of all sampled points. In the Chebyshev formulation, the point on the plane is determined

by the median location between the two minimum distance planes. Thus, in this case, while

the Z values should be consistent, the X and Y locations of this point can vary significantly.

Because of this, δ will not be reported for the remainder of the results.

Figure 3.8 shows the deviation results for node one, α1. Similar trends in the surface

32



topology are observed between the two data sets, showing the height of the surface de-

creasing towards the center of the node. The center of this node is shown to lie below the

CAD model, meaning that the manufacturing process has not sufficiently met the product

requirements. Because of the increased density of data, the XCT data gives a much more

detailed picture of the surface topology.

Figure 3.8: Surface deviation results for initial alignment, node one: (a.) CMM data (b.)
CT data

Table 3.3 details the deviation-based parameters for all measurand surfaces of the initial

alignment. The ∆ parameter of 0.046 mm details that on average, the CMM data has a

larger positive deviation from the CAD model than the XCT data. This confirms the result

shown in the δZ values of the feature-based parameters. Even with this offset in the data,

the ∆+ of −0.017 mm indicates that on average the maximum values in the XCT are larger

than the maximums of the CMM. Likewise, ∆− of 0.159 mm indicates that on average, the

lowest point of the CMM data has a larger Z value from the CAD surface than the XCT
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data.

Table 3.3: Topology-based parameters for initial alignment.

∆ ∆+ ∆− σ
0.046 rad −0.017 mm 0.159 mm −0.024 rad

After analysis of the initial alignment was completed, the refined sampling registration

was completed. Points were sampled from the XCT data using the previously described

sampling strategy with a radius of 0.1 mm. First, the feature-based parameters were com-

pared in this alignment strategy compared to the initial. Figure 3.9 shows the fit features

from the initial and refined alignment for measurand surface one. In both fitting algorithms

for the features, we can see a change in the location of the blue XCT feature, indicating

that there was a change in the overall alignment of the data.

Figure 3.9: Feature based comparison, CMM plane(red) and CT plane (blue): (a.) Least
squares with initial alignment, (b.) Least squares with refined alignment, (c.) Chebyshev
with initial alignment, (d.) Chebyshev with refined alignment

The parameters for the feature-based comparison can be found in Table 3.4. The δZ

and θ are presented for both alignments, as well as the standard deviation of the values in

the individual measurand surfaces. On average, δZ has decreased in the refined alignment.

However, little effect has occurred on θ. A two tailed T-test was conducted using a 95%

confidence value with the null hypothesis stating that the original and refined means are

equal. The critical T statistic for this case using the 64 sampled measurand surfaces was

≈ 1.97. After calculating the values for the data, it was shown that the refined sampling

registration does show a significant effect for δZ for both plane fitting cases.

The surface deviation results appear to reflect this as well, shown in Figure 3.10. The

greatest change between (a.) and (b.) can be seen in the center of the measurand surface.
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Table 3.4: Initial feature-based comparison between CMM and CT data

Original Mean Original σ Refined Mean Refined σ T stat Test Result
LS θ 0.026 rad 0.017 rad 0.030 rad 0.015 rad -1.35 Not Rejected

LS δZ −0.046 mm 0.014 mm −0.026 mm 0.014 mm -7.95 Rejected
Cheb θ 0.020 rad 0.012 rad 0.020 rad 0.009 rad -0.13 Not Rejected

Cheb δZ −0.062 mm 0.028 mm −0.052 mm 0.025 mm -2.13 Rejected

In Figure 3.10 (a.), the XCT data dips below the nominal surface significantly, while in

Figure 3.10 (b.) the data appears shifted closer to the nominal surface, and more closely

follows the CMM data. Because of this, the maximum values shown in the XCT are exag-

gerated further. These maximum values lie close to the perimeter of the measurand surface

and were observed because of the dense sampling in the XCT data.

Figure 3.10: Surface deviation results for (a.) initial alignment and (b.) refined alignment

The deviation-based parameters for the original and refined alignment were compared

as well, shown in Table 3.5. A T-test was again used to determine if there was a statis-
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tically significant change in any of the parameters. The ∆ parameter shows a significant

reduction, meaning that the mean deviation between the two data sets is closer together.

This is expected based on the results seen in the feature-based parameters. Because of this,

the average maximum difference, ∆+, also has changed significantly from −0.017 mm to

−0.026 mm. However, there is not a significant change observed in the average minimum

difference, ∆−. The authors believe this to be due minor shifts within the X,Y plane which

occur in the refined registration. If a node is shifted slightly in X or Y, the data that is

sampled relative to the CAD model will change. This may cause points along the edge of

the node that slope into the lattice structure to be considered. While a few points would not

have effect on the average, they could greatly affect the results of the minimum calculation.

Table 3.5: Feature based parameters for initial/refined comparison

Original Mean Original σ Refined Mean Refined σ T stat Test Result
∆ 0.046 mm 0.017 mm 0.030 mm 0.015 mm 7.95 Rejected

∆+ −0.017 mm 0.014 mm −0.026 mm 0.014 mm 6.32 Rejected
∆− 0.159 mm 0.012 mm 0.158 mm 0.009 mm 0.08 Not Rejected
σ −0.024 mm 0.028 mm −0.052 mm 0.025 mm 4.40 Rejected

The deviation between CMM and XCT was calculated by linearly interpolating the Z

values of XCT data at the X,Y locations of the CMM data. The interpolated XCT Z values

were then subtracted from the CMM Z values to calculate the deviation. Figure 3.11 (a.)

shows this deviation for the initial alignment. The deviations calculated after the refined

alignment are shown in Figure 3.11 (b.). The results presented appear to agree with the

statistical analysis. The majority of points show positive deviations, shown as yellow to

red coloration, in the initial alignment while the refined alignment shows the majority of

points as light blue to green. Interestingly, one point is show in Figure 3.11 (b.) to increase

in deviation, while it’s neighbors appear to decrease. This could once again be attributed to

shifting of the data in the X,Y plane during the registration process.
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Figure 3.11: Deviation between CMM and XCT data (a.) initial alignment and (b.) refined
alignment

3.2.3 Discussion

It is important to note the difference in the analysis performed in this work compared to that

of the product definition provided in subsubsection 3.2.1 for part definition. The analysis

examined the change in feature and deviation-based parameters for the individual nodes

in order to draw statistical conclusions for the overall effect. However, the specification

designates a surface profile tolerance for the surface that the nodes lie within. This form

measurement must be calculated by fitting a plane to all node data. This measurement was

conducted as well in order to validate the measurements seen in the results section and to

qualify the component.

Figure 3.12 demonstrates the least squares planes defined for each measurement method

used in validation of the TSS. The differences in normal vector, mean position, form error,
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and residual error from fitting are compared between the two data sets. This was completed

for the original alignment and the refined alignment. Differences between these two cases

were also recorded. These results can be seen in Table 3.6. In the original alignment,

differences between the feature fit to the CMM and XCT data can be seen in all parameters,

but most notably in the position, form and residual error. In the plane, we can see changes

in all parameters. The difference in Z position between the two data sets is shown to be

reduced, which agrees with the previously reported results. However, we can also see that

the difference in form error between the two datasets increases as a result of the refined

alignment. This is due to changes in points sampled as a result of the new alignment, and

confirms the results seen in the deviation-based parameters. The new alignment may cause

the edge points of nodes to be considered and effect the form measurement of the plane.

Figure 3.12: Measurement results for validation of TSS

Table 3.6: Measurement results for overall plane fitting comparison

Data set î ĵ k̂ x y z Form Residual
Original -4.65E-5 -6.70E-5 3.28E-8 -4.92E-2 -2.90E-1 4.59E-2 1.43E-1 1.61E-2
Refined -1.82E-4 -1.33E-4 9.16E-8 -7.20E-2 -2.67E-1 2.65E-2 1.51E-1 1.85E-2
Delta -1.36E-4 -6.64E-5 5.88E-8 -2.29E-2 2.28E-2 -1.94E-2 7.30E-3 -0.44E-3

In this work, significantly different results were observed using two different sampling
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methods to align XCT and CMM data for the purpose of fully qualifying an additively

manufactured component. The refined sampling method for registration was shown to align

the data closer through reducing the deviation between the two data sets in both feature-

based and deviation-based analysis. In the initial alignment, the entire datum surface of the

part is sampled to create the XCT primary datum. On closer inspection, this surface is not

flat, and slopes up towards the edges. This can be seen as the yellow curve in Figure 3.13.

If a line was fit to this data, one could expect this to be have a greater distance to the surface

than the CMM contact point shown in the figure. However, if one was to sample closer to

the region inspected by the CMM, denoted by the two vertical lines, one could expect the

result to be closer to that of the CMM.

Figure 3.13: CT data image with CMM probing location

This illustrates the importance of sampling in the registration and evaluation of compo-

nents created by AM. If this component was produced via a high precision manufacturing

process, one could confidently make the assumption that this surface would closely resem-

ble the ideal plane. However, in components produced by AM this assumption may not be

accurate. Moreover, if the lattice structure itself were to be used as a datum, this assump-

tion could stray even farther from reality due to the complexities associated with accurately

39



creating fine features using AM.

An important caveat in this work is the construction of the coordinate systems used in

the alignment procedure. On an ideal geometry and measurement procedure, this process

would yield definitive results. However, for any physical object and measurement proce-

dure, measurement with two different systems, or even repeated measurements with the

same system, will create different coordinate systems. This is due to uncertainty and varia-

tion in the individual data points which propagates into the coordinate system construction.

In the present study, this effect was not specifically examined, as the relative changes in

alignment were of interest. Another point to note is that these components were measured

in the as built condition. Because of this, the effects of surface roughness we be present in

both measurement data sets. This roughness, and it’s effect on data acquisition, have not

been investigated in the present study. A follow up study will investigate the construction

of the individual part coordinate systems and estimation of their uncertainty.

3.3 Registration using lattice datum surfaces

3.3.1 Methodology

Component Geometry

The geometry constructed for this study was created using a repeated unit cell measuring

1.66 mm per side, shown in Figure 3.14 (a). The unit cell was first patterned to create a

larger prismatic geometry, represented as the dotted line in Figure 3.14 (b). The lattice

was formed by the intersection of the patterned lattice and the volume defined by several

TSSs, shown as the solid lines in Figure 3.14 (b). The final lattice geometry can be seen in

Figure 3.14 (c). The bounding TSS volume was defined using the drawing in Figure 3.14

(d). A cylindrical TSS with a radius of 8.89 mm was designated as datum A and positioned

offset from the corner of the prismatic geometry by 0.511 mm and 0.154 mm in the X+ and

Z- directions, respectively, with the axis of the cylinder parallel to the Y axis. Datum B was
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designated as the planar surface facing the Y- direction. Datum C was designated as the

planar surface facing the X direction. A spherical TSS was designed with the center point

translated 4.0 mm along the axis of the cylindrical TSS and a radius equal to the cylinder

radius. This surface was assigned a profile tolerance and will be evaluated as the measurand

in this study.

Figure 3.14: Unit cell (a), Prismatic and TSS volume (b), Final lattice (c), Dimensioned
TSS volume dimensioned in mm (d)

The designed component was then manufactured on an EOS M290 from nickel super-

alloy 625 using the manufacturer designated parameters for a 0.04 mm layer height. The

component was oriented within the machine volume such that the build direction coincided

with the Z+ axis of the part.

Measurement Methodology

The optical FVM measurement process was performed using an Alicona InfiniteFocus G5

with Real3D rotation unit. The lattice structure was affixed to a platform and held using the
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rotation unit. This allowed for multiple measurements with rotation about the X+ and Y+

axes of the part, which were aligned to the microscope axes by visual inspection. Individ-

ual measurements were performed at rotations listed in Table 3.7. All measurements were

performed using a 5x objective having a 0.15 mm numeric aperture. This created a 1.76 µm

point spacing for each individual measurement. Note that the system has a 23.5 mm work-

ing distance with the 5x objective, allowing for a large vertical range of the part to be

measured at each position. The individual measurements were stitched using the system’s

built in software to create a true three-dimensional dataset and exported from the system as

an STL.

Table 3.7: FVM measurement rotation Settings

Measurement 1 2 3 4 5
Rotation about X+ 0◦ −15◦ 30◦ 0◦ 0◦

Rotation about Y+ 0◦ 0◦ 0◦ 30◦ −30◦

An industrial XCT system with a 225 kV source and a flat panel detector was used

for the XCT measurements. The scanning parameters are shown in Table 3.8. Vendor-

supplied software was used to perform beam hardening correction and Feldkamp-Davis-

Kress (FDK) algorithm-based reconstruction [98]. Beam hardening correction was applied

to improve uniformity of image intensity. The XCT data was imported into VGStudioMax

3.1 [104] for surface determination and for exporting a surface mesh. Iterative subvoxel

surface determination process was applied to a global threshold-based initial surface [105].

A four voxel search distance was applied. Based on the determined surface, a surface mesh

was created.

The component was then inspected using a Zeiss Micura CMM, which has calibrated

maximum permissible error of length measurement (E0,MPE) of (0.8 + L/400)µm accord-

ing to calibration through ISO 10360-2:2009 [81]. The component was then manually

registered within the machine coordinate system by manually probing points on the datum

surfaces sing an 8 mm diameter stylus. The automated measurement routine then probed
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Table 3.8: Curved lattice XCT scanning parameters

Parameter Value
Voltage 220 kV
Current 100 µA
Target material Tungsten
Filter (material; thickness) Cu; 4.06 mm
Source to Detector Distance 530.67 mm
Source to Object Distance 83.29 mm
Magnification 6.37
Flat panel detector pixel pitch 127 µm
Effective Voxel Size 19.94 µm
Number of Projections 1200
Frames per projection 1
Frame rate 1.5 frames/s

individual points on all TSS-defined surfaces using a 1.5 mm diameter stylus and a 20 mN

probing force. The automated measurement routine was defined using two different meth-

ods.

The first method (method 1) utilized the as-designed geometry to inform the probing

point locations. Individual points were selected on the exterior of the lattice with the largest

surface area (such as a node location) in order to maximize the area of potential contact.

The number of probing points chosen for each surface is displayed in Table 3.9. The second

method (method 2) utilized surface data from non-contact inspection to inform the location

of probing points. In this method, the probing locations were chosen based on the surface

data from FVM inspection. Points were then chosen where the surface data intersected the

closed body. These points and a surface model were then imported into the CMM software

for path planning.

Table 3.9: Probed points per surface, CAD based inspection

Datum A Datum A Datum A Measurand
Number of Points 20 18 23 58
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Data registration and analysis

In order to evaluate the acquired data, all three data sets were registered within the same

part coordinate system determined by the CMM measurements. The FVM and XCT data

were initially registered to the defined datum scheme by manually selecting portions of the

surface data. First, a cylinder was fit to the primary datum surface. Then, data from the

secondary datum was projected onto the cylinder axis and then average point was chosen

to constrain translation along the axis. Finally, data from the tertiary datum was used to

constrain rotation about the cylinder axis. Once all data sets were initially registered, they

were imported into MATLAB and were registered once again based on a refined region

sampling using the CMM points, similar to the method described in subsection 3.2.1. In

this registration process, the point selection for datum fitting would change for the FVM

and XCT data between the two methodologies due to changes in the CMM point locations.

After all data sets were registered, a comparison between each data set and the design

is performed and the measurand was evaluated using a least squares fit to the sampled

data. The specific surfaces used in this registration and analysis of the measurand can be

seen as segmented in Figure 3.15. All least squares algorithms were constructed based

on recommendations from the NIST algorithm testing service [100] and were verified for

accuracy using the reference datasets [102].

3.3.2 Results

Figure 3.16 shows the individual data sets captured from the measurement methods and the

surfaces fit to the component data. As one can see, there are significant differences in the

quantity of data for each method. While XCT in total contains more data of the full part,

the FVM provides the greatest detail on the exterior surfaces. In order to fit datum surfaces,

groups of discrete points corresponding to each datum must be extracted from the data set.

This is relatively easy for the CMM set, as these groups can easily be extracted because of

relatively sparse data (see Figure 3.16 (b)). However, this is not a trivial task for the FVM
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Figure 3.15: CAD geometry with color coding for all datum surfaces and measurand

and XCT data. Figure 3.16 (d) shows an example of this data extraction, where the points

in red were used to fit a plane to datum C of the FVM data set.

Figure 3.17 shows the deviation from CAD for both the FVM and XCT data after the

registration is complete for method 1. As one can see, there is a significant discrepancy

between the CAD geometry and the manufactured component, with majority of points

deviating more than 0.1 mm. This is inconsistent with the fit cylinders for both data sets,

which indicate that the component was manufactured larger than the initial design. A large

difference of 0.30 mm and 0.27 mm was also observed between CMM and the XCT and

FVM respectively. Upon examination, it was observed that most of the points used in the

refined region registration were not consistently located at their as-designed position. The

non-contact based CMM inspection (method 2) was inspected for similar result.

Figure 3.18 shows the process of creating geometry for method 2 path planning from

FVM data. The FVM STL data was first imported into a commercial CAD software. Sur-

face of the STL were then manually sampled in groups corresponding to each surface of

the TSG. The corresponding geometry was then fit to each group using least squares. A

volume was then formed by determining the Boolean union of the cylindrical and spherical
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Figure 3.16: Individual measurement data and created fit surfaces: (a) FVM (b) CMM (c)
XCT. (d).Example of manually selected surfaces for fitting

regions. This volume was then trimmed by removing any material exterior the fit planes.

Individual probing points were manually selected on the exterior nodes of the FVM mesh.

These points were then transferred to the volume as the intersection of different surface

patches and were assigned as probing points in the CMM software.

Figure 3.19 shows the deviation from CAD for the FVM and XCT data for the non-

contact-based measurements (method 2). The deviation map for the registered data shows

a greater consistency in the refined region registration. Both data sets show that the compo-

nent was manufactured oversized, with the majority of data points showing positive devia-

tion, but the magnitude is much less than method 1. One can also see that that the spherical

measurand does not conform to the surface profile tolerance defined by the TSS.

Table 3.10 shows the fit measurand results from method 2. These show, once again,

that the component is larger than intended, though the values appear to change as a result

of sampling location. The CMM probe contacts the exterior of the component, while the

two non-contact measurement methods can extend into the lattice. Thus, it is expected that
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Figure 3.17: Measurement deviation from CAD, method 1: (a) XCT (b) FVM

the CMM measurement is larger than the FVM and XCT.

Table 3.11 shows the range in the parameters of the fit measurand between the two

CMM inspection methods. The range in diameters over the three measurement methods

has been reduced by 0.21 mm using method 2. While this reduction is only 2% of the

nominal diameter, it is significant compared to the stated measurement uncertainty of the

three measurement methods. The range of the position of the fit sphere is also reduced

along all three axes for the non-contact based measurements.
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Figure 3.18: Construction of non-contact-based geometry for CMM path planning: (a)
Geometry fitting (b) Volume creation (c) Point selection (d) Point transfer

Table 3.10: Measurement results from method 2

Sphere Diameter (mm) X Position (mm) Y Position (mm) Z Position (mm)
Designed 17.780 0.0 4.074 0.0

XCT 17.98 0.00 3.99 0.00
FVM 17.97 0.01 4.00 0.00
CMM 18.055 0.008 4.002 0.002

3.3.3 Discussion

In the presented results, the FVM and XCT sets evaluated were not changed between the

two CMM measurement methods. The differences in measurement result from changes in

point sampling during the registration process. Figure 3.20 shows the variation in topology

between the CAD and non-contact measurements. As described in the results section,

the topology of the surface is seen to fluctuate throughout a region defined by a given

TSS. Thus, variation in the location of inspection points can result in changes in form

measurement. While the CAD model in Figure 3.20 (a) shows the exterior of the lattice

as one trimmed by a continuous spherical surface, this is not clear in the inspection of the

as-manufactured component. The CAD model also displays a sharp transition between the

exterior of the lattice and the interior struts. This distinction between the exterior (which
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Figure 3.19: Measurement deviation from CAD, method 2: (a) XCT (b) FVM

is defined by the TSS) and the interior of the lattice structure is hard to discern in the

inspection data, making it difficult to determine appropriate sampling locations to evaluate

form.

In order to evaluate form on a lattice defined by a TSS, additional specification must be

provided by the designer to define sampling cutoffs. These specifications could involve des-

ignation of sampling areas utilizing prior knowledge of the manufacturing process limits.

Development of these specifications would not only aid in the tolerancing and qualification

of AM lattice components, but would also aid the entire GPS community, as data extraction

and filtration are two major research efforts [106]. It is recommended that provisions for

sampling specifications be incorporated into future revisions of the respective standards.
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Table 3.11: Measurand parameters for both methods

Diameter Range (mm) X Range (mm) Y Range (mm) Z Range (mm)
CAD based Alignment 0.30 0.02 0.05 0.02

Non-contact based Alignment 0.09 0.01 0.04 0.01

Figure 3.20: Display of differences in surface topology: (a) CAD model with CMM probe
shown in red for scale (b) FVM inspection data (gray) overlaid on CAD model (blue) (c)
XCT inspection data

Investigation of sampling techniques will be the subject of future research.

3.4 Summary

In this chapter, a component was created via AM and qualified against specified product

manufacturing data. The component consisted of a lattice and associated supplemental sur-

face. The allowable variations and datum reference frame of the associated supplemental

surface was specified using the conventions from ASME 14.46 trial standard. Two differ-

ent techniques for verification of supplemental surfaces were explored. The component

was measured by a CMM and XCT to fully qualify the component geometry. These two

datasets were then registered and compared using derived feature-based parameters and

deviation-based parameters. A refined sampling technique was then used to improve the

registration. The effect of this refinement was compared against the original registration us-

ing the defined parameters and statistical testing. It was found that the refined registration
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improved the alignment between the two data sets. This work also highlights the impor-

tance of sampling in the registration and geometric qualification method of components

produced by additive manufacturing. Moreover, this work demonstrates the importance

of properly defining the procedure to sample data for evaluating the form of a TSS, which

currently is not specified in the standard. This work lays the foundation for utilizing specifi-

cations under consideration in a new standard with possible verification techniques that can

be employed. These verification techniques and related studies can then enable standards

and practitioners to fully utilize the intent of such specifications.

In this work, a lattice structure was designed using theoretical supplemental surfaces

as defined in ASME Y14.46. The component was then produced using an additive manu-

facturing process and measured using focus variation microscopy, XCT, and a CMM. The

measurements were registered using a refined sampling registration based on the CMM

points. The effect of CMM data acquisition strategy on the quality of the registration was

examined. Results showed that CMM planning based on non-contact measurements, as

opposed to the designed geometry, significantly improves the quality of registration. An

additional discussion was presented on the importance of data sampling in the evaluation

of complex AM components.
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CHAPTER 4

DEVELOPMENT OF LATTICE MEASUREMENT ARTIFACT AND

MEASUREMENT METHODOLOGY

4.1 Introduction

In this chapter, a novel measurement artifact is presented to study uncertainty in XCT mea-

surement of lattice structures. Variations in measurement bias and uncertainty are analyzed

across various features of the artifact. The design of this artifact, the calibration routines,

and XCT acquisition are described. The description of uncertainty calculation is presented.

The methodology for data sampling, registration, and measurement is detailed. Measure-

ment results are then reported. A discussion on uncertainty variation and normality of

measurements is then presented.

4.2 Methodology

4.2.1 Substitution method

The uncertainty of XCT measurements will be determined using a modified version of VDI

2630 Part-2.1 which utilizes the substitution method [86]. Equation 4.1 describes that the

expanded uncertainty of the measurement process, UMP , results from several factors com-

bined in quadrature multiplied by a coverage factor, k (k = 2 typical). These components

are the standard uncertainty associated with the calibration of the calibrated workpiece,

ucal, the standard uncertainty associated with the measurement procedure, up, the stan-

dard uncertainty associated with the systematic error of the process, ub, and the standard

uncertainty associated with material and manufacturing variations, uw.

UMP = k ·
√
u2cal + u2p + u2b + u2w (4.1)
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In this chapter, only measurements of a calibrated workpiece are presented. Therefore,

uw is omitted from the currently presented uncertainty calculations. VDI 2630 Part 2.1

states that ub must contain at least that standard uncertainty of measurement of the linear

coefficient of expansion of the calibrated workpiece. This is presented in Equation 4.2

where T is the average temperature of the artifact, µα is the uncertainty in the coefficient

of thermal expansion of the artifact, and l is the measured dimension.

ub = (T − 20 ◦C)µαl (4.2)

However, if measurements are performed at non-standard temperatures and not in a

controlled environment, such as on a shop floor, additional terms should be accounted for,

as described in [107]. Furthermore, since a single XCT scan can take place over the period

of an hour, there may be environmental fluctuations throughout the scan. Therefore, this

work proposes to modify Equation 4.2 to Equation 4.3 to account for these factors.

ub =

√
((T − 20 ◦C)µαl)

2 + (αlµT )2 +

(
sb√
n

)2

(4.3)

In this equation µα is the uncertainty in the coefficient of thermal expansion of the arti-

fact, l is the measured dimension, sb is the standard deviation of the calculated bias errors,

T is the average temperature during the measurement, and n is the number of measure-

ments. The uncertainty associated with the average temperature measurement, uT , is to be

calculated using Equation 4.4.

uT =
√
µ2
Td + µ2

Tm (4.4)

The temperature uncertainty can come from two sources: standard error of uncertainty

in the temperature measurement device, µTd , and the standard error of temperature devi-

ation throughout the measurement process µTm. The standard uncertainty associated with

the measurement procedure, up, will be defined as the standard deviation of measurements
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defined as .

up =

√√√√ 1

n− 1

n∑
i=1

(yi − y)2 (4.5)

The standard uncertainty associated with the calibration of the calibrated workpiece,

ucal, is a result of the calibration procedure and will will be defined in subsection 4.2.3.

4.2.2 Artifact design and construction

The measurement artifact presented in this work can be seen in Figure 4.1. The mea-

surement artifact is comprised of two end caps, nine gage pins, and an acrylic spacer and

is designed to represent a section of a larger lattice geometry. Both the endcaps and the

acrylic spacer are nominally 4 mm in diameter and are 2 mm thick. The distance between

the alignment feature (datum B) and the axis of datum A is nominally 1.8 mm. The nine

pins are 0.5 mm in diameter and are arranged in a 1 mm linear pattern such that the center

pin is concentric with datum A.

The end caps are intended to provide a datum reference frame for measurements while

the acrylic spacer protects the nine pins and acts as a spacer between the two caps. Nine

clearance holes in the acrylic component and the top end cap allow the components to be

integrated into the assembly. The nine gage pins are fixed into blind holes within the bottom

end cap. Figure 4.1 also details the measurements analyzed in this study. Measurements of

the end caps are intended to represent larger geometric features which can exist alongside or

bound a lattice within an industrial component, and include the cap diameter D, the length

L, and the distance of the alignment plane to the axis of the cylinder Lp. Measurements

of the pins are intended to represent measurements of individual struts of a lattice structure

and include the diameter D1−9 and location relative to the defined datum structure L1−9 for

each pin

A driving force behind this component is ”design for metrology”. As such, a goal of
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Figure 4.1: Measurement artifact design, 3D view and evaluated measurements

the artifact design process is measurability using the available 130 kV XCT system. Thus,

the penetration capability of this system was assessed using the dimensions and prescribed

materials. This calculation was first investigated by calculating the transmission for ASI

52100 at various energy levels, as this is the material of the purchased gage pins. The mate-

rial composition was first entered into the NIST XCOM database by inputting the mixture

composition (individual alloying elements) in percentage by weight [52]. The material

composition and output attenuation coefficients can be seen on the left in Figure 4.2.

The output attenuation coefficients were then multiplied by the material density to de-

termine the linear attenuation coefficient of the material in units of cm−1 at various incident
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Figure 4.2: NIST XCOM data and transmission values using ASI 52100

energy levels. The transmission percentage at two different material thicknesses, 1.5 mm

and 4.0 mm, represents X-ray transmission through three of the pins or the end cap. The

transmission percentage, Equation 4.6, is calculated as the ratio of the incident X-ray in-

tensity I0, to the transmitted X-ray intensity, I , which is calculated using the Lambert-Beer

law in Equation 2.1. The results of this calculation can be seen on the right in Figure 4.2.

Transmission =
I

I0
· 100% (4.6)

To ensure a quality scan, a minimum of approximately 10% transmission must be

achieved. Examining this in the figure for the cylindrical base, a minimum of 70 keV

must be used. A Tungsten Anode Spectral Model using Interpolating Cubic Splines (TAS-

MICS) was used to predict the average and effective energy output from the XCT system

to be used [108]. This tool is used to produce predicted X-ray spectra using a tungsten

target, and can also be used to predict the effect of physical filters on the X-ray spectra.

Using the maximum acceleration voltage of the XCT system to be used and a 0.5 mm Cu

filter, the calculated average energy for the spectrum, which can be see in Figure 4.3, was

71 keV. The calculated effective energy, which is the energy output from a monochromatic
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source that exhibits identical penetrability as polychromatic spectrum, was calculated to be

63 keV. While the effective energy is lower, a larger integration time and image averaging

should be able to capture a greater number of higher energy photons and create a reasonable

projection.

Figure 4.3: Calculated X-ray spectrum using TAMICS [108] while specifying a 130 kV
acceleration voltage and a 0.5 mm Cu filter

Since the pins were purchased from a manufacturer and are made from ASI 52100

bearing steel, the end caps were design to be made of of 17-4ph stainless steel. This was

done for two reasons: (1) to minimize difference in attenuation and X-ray interaction be-

tween the artifact and printed components (as 17-4 is a highly available AM material), (2)

to minimize variations in attenuation across features of the artifact. Transmission calcu-

lations were completed once again using using the elemental composition of 17-4 and a

material thickness of 4.0 mm. The transmissions were then compared between 17-4ph and

ASI 52100. Figure 4.4 displays the transmission difference as a function of incident X-ray

intensity. It can be seen that there is only a 2% difference in transmission at the intended

incident X-ray intensity, With total transmission greater in the 17-4ph. This analysis shows
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suitable penetration levels for the designed artifact and AM specimens which will be later

investigated.

Figure 4.4: Transmission difference between 17-4 and ASI 52100

The end caps and middle acrylic piece were machined using a Minitech micro ma-

chining center out of pre-ground 4 mm bar stock. This material was chosen to minimize

manufacturing effort and decrease dimensional variation between the diameters of the two

end caps. Thus, the only the alignment plane and the holes required machining. For the

bottom end cap, nine 0.450 mm holes were drilled to a depth of 1.0 mm and were subse-

quently reamed to a diameter of 0.5 mm. This allowed a precise slip fit for assembly of the

pins. The top end cap was drilled with nine 0.6 mm diameter holes, allowing for clearance

of the pins in the final assembly. The middle piece was machining from 4.7625 mm acrylic

stock by profiling the outer diameter and drilling nine 0.6 mm diameter holes. The gage

pins were then cut to 5 mm in length using a precision machined fixture on a Makino U3

wire electrical discharge machining system (EDM). The gage pin fixture, an in process end

cap, and the completed components (with a US dime for scale) can be seen in Figure 4.5.

4.2.3 Artifact calibration

The calibration of the presented artifact was completed using a Zeiss Micura CMM with a

calibrated of length measurement (E0,MPE) of (0.8+L/400) µm according to ISO 10360-
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Figure 4.5: (a) Gage pin fixture EDM jig (b) an in process end cap (c) the completed
components

2 [81]. All measurements were performed with a 50 mN probing force, a 0.5 mm probe

tip diameter, and thermal compensation active using a coefficient of thermal expansion of

10.8 µm/(m K). To assess all features, calibration was completed in multiple steps. First, the

end caps were measured in one setup to densely sample the outer diameter, top plane, and

the alignment plane. In this setup, the components were fixtured using a magnetic chuck

which was skimmed using a surface grinder to ensure flatness of the fixturing surface. This

setup allowed for the calibration of Dt and Lpt for the top end cap and Db and Lpb for the

bottom end cap. Figure 4.6 (a) displays the measurement setup, while (b)-(d) displays the

points captured for the outer diameter, top plane, and alignment plane respectively. The

number of points captured for each of these features is presented in Table 4.1.

Table 4.1: Number of points sampled per feature in CMM setup 1

Feature Number of Points
Outer Diameter 525

Alignment Plane 225
Top Plane 607

In a second setup, the components were fixtured in a custom v-block which allowed for

the measurement of the top and bottom plane. The component to be measured was placed

in the v-block such that the alignment plane was parallel with one side of the v, and can

be seen in Figure 4.7 (a). The component was then secured into the v-block using a strap

of stainless steel, which was secured at both ends using screws. This setup allowed for the
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Figure 4.6: CMM setup 1: (a) measurement setup (b) outer diameter measurement (c) top
plane measurement (d) alignment plane measurement

measurement of the top and bottom planes of the manufactured components, which can be

seen in Figure 4.7 (b),(c). Measurements specifically captured using this setup were Lt on

the top end cap, Lm on the middle acrylic piece, and Lb on the bottom end cap. The number

of points captured for each of these features is presented in Table 4.2.

Table 4.2: Number of points sampled per feature in CMM setup 2

Feature Number of Points
Top Plane 607

Bottom Plane 607

The pin location measurements were completed in the final setup. First pin 5 (the

middle pin) was inserted into the base and set in place using a hard setting epoxy. The

epoxy was then allowed 24 hrs to fully cure. Points were then captured from each datum

feature to aid in registration. The pin was then measured at four cross sections at heights
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Figure 4.7: CMM setup 2: (a) measurement setup (b) top plane measurement (c) bottom
plane measurement

of 0.5 mm, 0.83 mm, 1.17 mm, and 1.5 mm above datum B at a point spacing of 25 µm.

For pin 5, this was executed over a 360◦ range. Pins 2, 4, 6, and 8 were then inserted into

the base and were allowed to cure. Because of physical limitations due to pin spacing and

probe tip size, the angular range of measurement for these pins was limited to 220◦. Pins 1,

3, 7, and 9 were then inserted into the base and were allowed to cure. The angular range of

measurement for these pins was limited to 180◦. Figure 4.8 (a) shows the configuration of

the pins for this final measurement. The number of points probed for each pin can be seen

in Table 4.3. The final assembled artifact can be seen in Figure 4.8 (b).

Table 4.3: Number of points sampled per feature in CMM setup 3

Feature Number of Points
Pin 1 108
Pin 2 156
Pin 3 108
Pin 4 156
Pin 5 252
Pin 6 156
Pin 7 108
Pin 8 156
Pin 9 108

Since all pins are not probed about their entire circumference, there is a potential for

deflection to influence the location measurements. Since there is force applied in the mea-
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Figure 4.8: CMM setup 3: (a) final pin configuration (b) assembled measurement artifact
(c) compiled CMM points

surement, the pin could potentially deflect during the measurement. This would cause the

points captured farther from datum A to deflect towards the center of the pin. This would

then change the location and orientation of the fit cylinder and the location measurement.

Thus, the pins were modeled as cantilever beams to determine the potential maximum de-

flection under the applied probing force was calculated using Equation 4.7. The calculated

maximum deflection using a probing force of 50 mN, a radius of 0.25 mm, a length of

1.5 mm, and an elastic modulus of 210 GPa was determined to be 8.7 nm. This is well

under the uncertainty of the CMM measurement process, and was not accounted for.

y =
−PL3

3EI
(4.7)

After all points had been captured from the individual components, they were imported

into MATLAB for further processing. The pin measurements and bottom end cap were

registered within the same coordinate system by deriving the component coordinate system

for the individually measured data sets using the measured datum features. The data points
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for the top end cap were placed at a distance Lm above the bottom end cap. The final

registration of all measured CMM points can be seen in Figure 4.8 (c).

The diameter of the pins was not calibrated during the CMM measurements and was

substituted with the certificate of conformance of the class X bilateral gage pins per ANSI/ASME

B89.1.5 1998 provided by the manufacturer [109]. This equates to a a specification of

0.5 mm ± 0.89 µm. While one could argue that a bilateral tolerance zone about a nomi-

nal value could be represented as a normal distribution centered about the nominal, Y14.5

2018 states that ”A nominal dimension values does not define define a target for function or

manufacturing, unless stated in a not or referenced document” [33]. Since no knowledge

of the manufacturing process is available to the authors, a uniform distribution across the

conformance tolerance range is assumed to calculate the standard error of calibration. For

a uniform distribution, the standard uncertainty is calculated by diving half of the zone by
√

3 [110]. Thus, yielding standard uncertainty of 0.51 µm.

In the interest of maintaining similarity, the measurements of both the CMM and the

XCT were processed using the same algorithm. Dt and Db were calculated by fitting cylin-

ders to data points acquired during the outer diameter measurements of the top and bottom

end cap using a least squares cylinder fitting algorithm. This fit cylinder was utilized as da-

tum A for the remaining measurements. Lpt and Lpb were calculated by first fitting a plane

via least squares to the alignment plane (used as datum C) then calculating the orthogonal

distance of this fit plane to the axis of the fit datum A. Lt and Lb were calculated as the

distance of a least squares plane fit to the bottom surface orthogonal to least squares plane

fit to the top surface (used as datum B). The pin location measurements were determined

by fitting a cylinder to a given pin via least squares. The distance between this fit axis

and the axis of the fit datum A on a plane 1.0 mm above datum B. The final calibration

measurements and their standard uncertainty can be seen in Appendix A.
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4.2.4 XCT measurement

The component was then measured 30 times using a Zeiss Metrotom 800 XCT which has

a manufacturer stated SDMPE of (0.0045 + L/100) mm using identical parameters. During

all scans, the temperature within the system was monitored using a wireless environmental

sensor which sampled the temperature once per minute and was confirmed to have a stan-

dard uncertainty of 0.1 ◦C during an internal gage repeatability and reproducibility study.

Prior to the replicate scans, all manufacturer recommended characterization and correction

routines were performed. These included a system geometric calibration, a system axis

calibration, and a detector calibration. All scans were run sequentially and took approxi-

mately 1 h and 5 min per scan. The parameters used in the individual scans can be found in

Table 4.4.

Table 4.4: Artifact XCT scan parameters

Parameter Value
Voltage 130 kV
Current 61 µA
Number of Projections 900
Images Averaged per projection 2
Integration Time 1 s
Source to Detector Distance 803.359 mm
Source to Object Distance 60.606 mm
Voxel Size 9.58 µm x 9.58 µm x 9.58 µm
Physical Filter 0.5 mm Cu
Focal Spot Size 8 µm

In addition to these parameters, built in focal spot control was enabled during the course

of the scan. Measurements of a test piece mounted to the Y axis were conducted at an inter-

val of 64 projections. The results of these measurements are used to detect and compensate

for focal spot drift using an interval of 64 rotational steps. Image correction was also ap-

plied to each projection. This procedure includes the acquisition of offset images (detector

image with X-ray tube switched off with object out of beam path) and gain images (detector

image with X-ray tube switched on to default values with object out of beam path) which
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are then averaged and used to correct the projection. “Homogenization steps” refers to the

number of gain images captured at varying intensities. Ring artifact compensation was also

enabled, which shifted the rotation stage in XCT system Y axis every 10 rotational steps.

The settings for image correction are listed in Table 4.5.

Table 4.5: Image correction parameters

Parameter Value
Number of images for averaging (Offset image correction) 10
Number of images for averaging (Gain image correction) 10
Homogenization steps 7

The acquisition setup, including the enclosure of the measurement artifact in an acrylic

stand, can be seen in Figure 4.9 (a),(b). An example projection can be seen in Figure 4.9

(d). The projections were then reconstructed using a Feldkamp algorithm within the sys-

tem software [98]. A sample histogram of the reconstruction can be seen in Figure 4.9 (c).

The reconstructed volume was then imported into VGSutdioMax 3.4 [111]. The compo-

nent surface was initially determined using ISO50 threshholding, followed by an advanced

thresholding using an 8 voxel search distance and iterative surface determination selected.

An example thresholded volume can be seen in Figure 4.10 (b).

The component scans was initially registered in VG using the datum scheme shown in

Figure 4.1 by fitting geometry to the datum surface using least squares. The component

scans were then converted to a mesh and exported in this new coordinate system using

a meshing tolerance of 1 µm and a mesh resampling of 5 µm. To minimize variation in

measurement assessment between the XCT data and the CMM data, the sampling strategy

described in Chapter 3 was utilized and each mesh was registered to the CMM data using

the defined datum schema. All features were assessed by using least-squares fitting algo-

rithms constructed as described in [100]. An example of the sampled XCT measurement

points can be seen in Figure 4.10 (c). The accuracy of least-squares cylinder and plane

fitting algorithms used was verified using reference datasets from the NIST algorithm test-

ing service [102]. To compensate for measurement at non-standard temperatures, the bias
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Figure 4.9: Artifact XCT measurement setup

values of feature measurements within an individual scan were also compensated by the

mean temperature throughout the course of said individual scan. The calibration values,

measurement data from all 30 scans, and temperature readings were combined to form an

uncertainty statement for each feature.

4.3 Results

Figure 4.11 displays the results from the XCT measurements and uncertainty analysis for

the pin diameter measurements. The Figure 4.11 (a) displays the measurement bias and

uncertainty for each measured pin. The red points show the measurement bias while the

plotted error bars show the k = 2 expanded uncertainty calculated for each feature. The

largest bias observed for these measurements was 3.3 µm of pin 3, which is less than half of

a voxel. The average bias observed for these measurements was 0.9 µm, showing that, on
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Figure 4.10: Representative XCT data (a) Reconstruction cross section in XZ (b) Thresh-
olded volume (c) points sampled for feature measurement

average, the XCT local thresholding algorithm measures the pin diameters large. However,

from this data it can be seen that a single bias value should not be used to correct for strut

diameter in the measurement of lattices, as pin 5 was observed to have a bias of −0.2 µm.

The variations in bias are displayed spatially in Figure 4.11 (b). While measurement bias

does not appear to follow any clear trend over the pin arrangement, the bias levels observed

are all smaller than one half of the voxel size. Thus, it is possible that the spatial variation is

simply due to the partial volume effect [79]. All bias values are also tabulated in Table 4.6.

Difference of alignment of the pins within the volume grid could change the their apparent

size. The largest k = 2 expanded uncertainty in diameter measurement observed is 1.5 µm

for pin 1. The average k = 2 expanded uncertainty for these measurements was 1.1 µm

with the total range for k = 2 expanded uncertainty in diameter measurement over the nine

pins was 0.4 µm. These results show a surprising repeatably in the measurement of the

artifact.

For comparability to other studies which have investigated the measurement uncer-

tainty of XCT, the ratio of voxel size (VS) to measurement bias was calculated similar to

Carmignato et al. [84]. Table 4.6 displays the results of this calculation. While the results

presented in [84] are for a completed different measurement scenario, it does give a relative
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Figure 4.11: Results of pin diameter XCT measurement. (a) The red dots indicate the
measured bias from the calibrated value. Error bars indicate the 2k expanded uncertainty
in the measurement process. (b) Shows the changes in pin diameter bias spatially. (c)
Shows changes in pin diameter uncertainty spatially.

metric of quality to assess the presented. Pin 3, the measurement with the highest bias, has

a ratio of 2.9. While this result is lower than the average reported in [84], it is still higher

than the mean, indicating that the results have relatively low measurement bias. The aver-

age of the ratio of voxel size (VS) to measurement bias for all pin measurements is 20.3,

showing excellent performance in diameter assessment. The ratio of VS to the calculated

k = 2 expanded uncertainty for the diameter measurements is also presented. This shows

that the uncertainty in strut diameter measurements with XCT can be significantly smaller

than the reported voxel size.

Table 4.6: Pin Diameter Measurement Results

Measurement Pin 1 Pin 2 Pin 3 Pin 4 Pin 5 Pin 6 Pin 7 Pin 8 Pin 9 Average
Bias (µm) 2.3 -0.2 3.3 0.3 0.4 0.1 1.2 0.2 0.6 0.9
UMP (µm) 1.5 1.2 1.3 1.0 1.0 1.0 1.1 1.0 1.0 1.1
VS/Bias 4.2 47.9 2.9 31.9 23.95 95.8 8.0 47.9 16.0 20.3
VS/UMP 6.4 7.8 7.5 9.3 9.4 9.3 9.0 9.4 9.2 8.9

Figure 4.12 displays the results from the XCT measurement and uncertainty analysis

for pin location measurements. Note that the location measurement is simplified to the

linear distance from the A datum axis. A positive bias indicates that the pin is farther from

the A axis than the calibrated position, while a negative bias indicates that it is closer to the

A axis. Significant differences in both bias and measurement uncertainty can be observed

between the individual pins. The bias values range between 13.6 µm and −16.9 µm for pins
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7 and 3 respectively. The average observed bias was −1.1 µm; indicating that on average

the pins are measured close to the A axis. Once again, no apparent trends are observed

in location measurement. While there initially appears to be a trend indicating a shift in

+Y when assessing the corner pins, the side pins (2,4,6,8) do not agree with this. The

average k = 2 expanded uncertainty of location measurement 2.0 µm is on average double

that of the diameter measurements. It is not immediately apparent to the authors why the

bias values assessed where much larger than the diameter measurements, as the bias in

non-threshold dependent measurements is often lower [112].

Figure 4.12: Results of pin location XCT measurement. (a) The red dots indicate the
measured bias from the calibrated value. Error bars indicate the 2k expanded uncertainty
in the measurement process. (b) Shows the changes in pin location bias spatially. (c) Shows
changes in pin location uncertainty spatially.

To determine if the bias in pin location measurement was a result of the assembly

process, the form of the measured pins was also assessed. Cylindrical form was determined

for a given pin by calculating the deviations between the sampled XCT data points and the

fit cylinder and subtracting the minimum deviation from the maximum deviation. If an

individual pin was in point contact with either the middle acrylic piece or the top end cap,

it would bend. This would cause a significant increase in form measurement, as the actual

bent geometry would not match the ideal fit cylinder. Table 4.7 shows the results of the

form measurement of the nine pins over the 30 repeated XCT scans. Form is assessed on

individual point deviation. This can be influenced by the partial volume effect in the XCT

scan, local thresholding, and the STL generation from the determined surface. Considering
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a voxel size of 9.58 µm and a meshing tolerance of 1.0 µm, the calculated average form

error for all pins of 5.3 µm is to be expected. The ratio of VS to form measurement is

also presented. The calculated average ratio of 1.8 is once again above the median of the

results found in [84], indicating acceptable form measurement. Since the average form

error calculated for the individual pins are all less than a single voxel size, it is safe to

assume that no pin has bent during the assembly process. Because of this it appears that the

pin must have either translated or bent below the measurement range during the assembly

process.

Table 4.7: Pin Form Measurements

Pin 1 Pin 2 Pin 3 Pin 4 Pin 5 Pin 6 Pin 7 Pin 8 Pin 9 Average
Mean Form (µm) 6.8 4.3 4.6 4.7 5.1 5.3 6.5 5.1 5.2 5.3

VS/Form 1.4 2.2 2.1 2.0 1.9 1.8 1.5 1.9 1.8 1.8

Figure 4.13 displays the results from the XCT measurement and uncertainty analysis for

the end cap features. Immediately noted is the large bias for Lm. It is believed that this large

bias occurred in assembly of the individually measured components. While the thickness of

the middle acrylic piece was measured, the accumulated error in parallelism was not. The

authors acknowledge that this potential change in alignments does potentially invalidate

the calibration of this feature. Nonetheless, the authors have chosen to report this value

for completeness. In the remaining measurements, the next highest observed bias values

observed are the length measurements from both endcaps at values of 8.5 µm and 3.4 µm.

This is most likely due to cone beam artifacts, as these surfaces were oriented parallel with

the projection direction shown in Figure 4.9 (d.). Noise along these edges would extend the

thresholded surface outward in the center of the cylinder, skewing the LSQ fit plane farther

from the surface and creating a positive bias. Even with these effects present, the k = 2

expanded uncertainty of Lb and Lt are only 0.9 µmand 0.8 µm respectively, showing that

even with these effects the measurement process itself is very repeatable. The remaining

end cap features exhibit similar bias and measurement uncertainty to those observed in the

pin diameter measurements.
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Figure 4.13: Results of pin location XCT measurement. The red dots indicate the measured
bias from the calibrated value. Error bars indicate the k = 2 expanded uncertainty in the
measurement process. Note that the large bias in Lm is likely due to an alignment change
between the calibration and XCT measurements.

Even with the complexity and numerous steps associated with an XCT measurement

process including projection acquisition, reconstruction, thresholding, data sampling, and

feature fitting, the presented results show that it can be highly repeatable. However, the

bias and measurement uncertainty associated with individual feature measurements should

be kept separate. A single bias or measurement uncertainty should not be assigned to all

features. In the case of AM lattice structures, the uncertainty associated with a single

calibrated strut measurement should not be associated with the measurement of all other

struts, as spatial variation in the measurements can occur.

While it is important that environmental monitoring should be captured throughout the

course of XCT scans, the data presented in this work shows that it does not contribute sig-

nificantly to the k = 2 expanded uncertainty. On average, the temperature over the course

of a scan was found to fluctuate no more than 0.08 ◦C, which is within the uncertainty of

the environmental sensor itself. The mean temperature for an individual scan was found to
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fluctuate 0.8 ◦C between the 30 scans, for which the overall mean temperature was 22.4 ◦C,

thus requiring thermal compensation. Figure 4.14 displays the percentage contribution

of each component to the total expanded uncertainty for the pin diameter measurements,

where the percentage contribution is calculated as in Equation 4.8, where uc is the standard

uncertainty prior to multiplication by the coverage factor k and u is a given component of

the standard uncertainty.

%Contribution =
u2

u2c
· 100% (4.8)

It can be seen than the standard uncertainty of bias, ub, contributes at most 2% to the

total uncertainty. Surprisingly, the dominate factor in the k = 2 expanded uncertainty of the

pin diameter measurements is the standard uncertainty of calibration, ucal. This does not

appear to match other works in the literature, where standard uncertainty associated with

the measurement procedure, up, was often the dominant factor [89, 113]. The relatively

low up observed in this work, points to a highly repeatable measurement process for some

features. However, spatial changes in process repeatability are still a concern for traceable

lattice strut measurement. The magnitude of measurement bias because of environmental

factors is also a function of component size. While the individual struts may not change

significantly due to thermal expansion, the overall lattice geometry may.

However, Figure 4.15, showing the location measurements, does not indicate the same

trend as the diameter measurements. One can see that the majority of uncertainty in loca-

tion measurement comes from the repeatability of the measurement process itself. It can

be seen that up contributes to 63% of the total uncertainty in the measurement of L4, and

contributes to the vast majority of the total uncertainty (85%) in the measurement of L1 and

L8. Once again, the results presented in this study do not seem to follow the convention

methodology behind threshold dependent and threshold independent measurements. The

large departures in the norm could be attributed to the measurement methodology executed

in this study. In the typical study of threshold dependent and threshold independent mea-
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Figure 4.14: Contribution of individual components to overall expanded uncertainty in pin
diameter measurements

surements, the measurement of an array of spheres is often evaluated. The diameter of the

individual spheres are evaluated as the threshold dependent measurements, while the dis-

tances between pairs of spheres are evaluated as the threshold independent measurements.

In this work, the location of the pins is evaluated compared to a constructed DRF. While

the center to center distance between features is a more repeatable metrological method,

this is often not how components are evaluated in practice. The additional steps involved

in evaluating location compared to a defined DRF will complicate the measurement pro-

cess and most likely increase in variation in measurement. This would explain the larger

contribution of up to the location measurements presented.

Figure 4.16 shows the uncertainty contribution of the individual components in the

end cap measurements. One can see that the repeatability of the end cap measurement is

73



Figure 4.15: Contribution of individual components to overall expanded uncertainty in pin
location measurements

often not the major factor in the total uncertainty. Interestingly, the repeatability is much

higher for both Db and Lpb than it is for Dt and Lpt. In the diameter measurements,

the contribution of up in these measurements on the bottom end cap is <1% while in the

top measurements it contributes 53% of the total uncertainty. While these measurements

are not directly related to the DRF like the pin location measurements, the differences in

uncertainty could be related to changes in alignment. Since the bottom end cap contains the

datum surfaces for alignment, its position is likely the most repeatable. If small variations in

alignment occurred throughout the thirty measurements, the magnitude of linear deviations

would increase as the distance from the DRF origin increased. If variations in alignment

occurred, variations in point sampling would be expected using the method described in

Chapter 3. While small, these variations in sampling over the determined surface could
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lead to changes in the measurements acquired from fitting.

Figure 4.16: Contribution of individual components to overall expanded uncertainty in end
cap measurements

Another point for discussion is the underlying distribution of the final measurements.

The underlying distribution in replicate measurements is often assumed to be Gaussian

because a repeatable process is often expected to be symmetric about the mean with the

mean having the highest probability of occurring. To test for normality of the measured

XCT data, a Shapiro-Wilk test with α = 0.05 was ran on the data gathered from each

feature using Minitab 19.2020.1. The Shapiro-Wilk test was chosen as the test for normality

because of its power compared to other methods [114]. Figure 4.17 displays calculated q-q

plots using a Gaussian distribution to analyze the normality of the presented pin diameter

measurements. By inspection, one can see that for the majority of pins, the data does

appear to follow a Gaussian distribution. However, significant outliers can be seen on the
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tails of the plots, still the majority of the data remains on the central line. Examples of these

outliers can be seen in D1, D4, and D7. Table 4.8 contains the results from the Shapiro-

Wilk test for normality for the pin diameter measurements. All of pin measurements accept

the null hypothesis that the data comes from an underlying Gaussian distribution.

Figure 4.17: Q-Q plots for normality assessment of pin diameter measurements

Figure 4.18 displays the calculated q-q plots using a Gaussian distribution to analyze

the normality of the presented pin location measurements. By inspection, it can be seen that

the location measurement data does not seem to follow a Gaussian distribution. Significant

curvature is observed in all plots and significant outliers can be seen in almost all measure-

ments. The q-q plot for L5 even shows a significant gap towards the lower percentiles of

the plot, indicating, which could potentially indicate a bi-modality in the data. All location

measurements reject the null hypothesis in the Shapiro-Wilk test, the results for which can

be seen in Table 4.9. This shows that significant variation can be seen between different

measurement tasks, further stressing the need for task specific measurement uncertainty in
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Table 4.8: Results from Shapiro-Wilk normality test for pin diameter measurements

Feature Null Hypothesis P-Values Null Conclusion
D1 Normal >0.100 Accept
D2 Normal >0.100 Accept
D3 Normal >0.100 Accept
D4 Normal >0.100 Accept
D5 Normal >0.100 Accept
D6 Normal >0.100 Accept
D7 Normal >0.100 Accept
D8 Normal >0.100 Accept
D9 Normal >0.100 Accept

the assessment of AM lattices.

Table 4.9: Results from Shapiro-Wilk normality test for pin location measurements

Feature Null Hypothesis P-Values Null Conclusion
L1 Normal <0.010 Reject
L2 Normal <0.010 Reject
L3 Normal <0.010 Reject
L4 Normal <0.010 Reject
L5 Normal <0.010 Reject
L6 Normal <0.010 Reject
L7 Normal <0.010 Reject
L8 Normal <0.010 Reject
L9 Normal <0.010 Reject

Figure 4.19 displays the calculated q-q plots using a Gaussian distribution to analyze

the normality of the presented end cap measurements. Several of these features do appear

to follow a Gaussian distribution. Specifically, Db appears to be very linear on the q-q plot.

Lt also appears very linear with exception of the single point which skews the plot. Other

outlier points can be seen in Lpt, Lpb, and Dt. Table 4.10 shows the results of the Shapiro-

Wilk tests for the end cap features. Lb, Db, and Lm and Lpt accept the null hypothesis with

P-Values above 0.10.

VDI 2630 Part 2.1 defines up as the standard deviation of more than 20 replicate mea-

surements, as in Equation 4.5. Since some of the measurement data presented in this work

has been shown not to follow a Gaussian distribution and has been shown to have signifi-
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Figure 4.18: Q-Q plots for normality assessment of pin location measurements

cant outliers, it may be more appropriate to use a different measure of dispersion to define

up. The average absolute deviation (AAD), defined in Equation 4.9, and the median abso-

lute deviation (MAD), defined in Equation 4.10, are other measures which can be used to

characterize the dispersion of data. These two metrics are less effected by outliers, which

can significantly skew the calculation of standard deviation.

AAD =
1

n

n∑
i=1

|yi − y| (4.9)

MAD = median|yi − ỹ| (4.10)

These two measures of dispersion can be compared to the standard deviation if scaled

by the appropriate factor. For normally distributed data, these factors are 1.2533 and 1.4628

for the AAD and MAD respectively [115]. While the authors acknowledge that the data
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Figure 4.19: Q-Q plots for normality assessment of end cap measurements

presented is not normally distributed, these scaling factors will be used to allow relative

comparison to standard uncertainty using the standard deviation. The results/analysis com-

pleted for pin diameter measurements were completed again using two different metrics:

up = 1.2533 · AAD (4.11)

up = 1.4628 ·MAD (4.12)

Figure 4.20 displays the calculation of k = 2 expanded uncertainty for pin diameter

measurement using the three measures of dispersion stated in Equation 4.5, Equation 4.11,

and Equation 4.12. Very little difference can be seen between the three different measures

of dispersion. This is expected for this specific set of measurements, as all appear to follow

a normal distribution. Minor differences can be seen in the measurement of D2 and D4,
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Table 4.10: Results from Shapiro-Wilk normality test for end cap measurements

Feature Null Hypothesis P-Values Null Conclusion
Db Normal >0.10 Accept
Lpb Normal <0.010 Reject
Lb Normal >0.10 Accept
Lm Normal >0.10 Accept
Dt Normal <0.010 Reject
Lpt Normal >0.10 Accept
Lt Normal 0.034 Reject

where the MAD reports an uncertainty which is 0.1 µm smaller.

Figure 4.20: Calculation of k = 2 expanded uncertainty for pin diameter measurement
using different measures of dispersion

Figure 4.21 displays the calculation of k = 2 expanded uncertainty for pin location

measurement using various measures of dispersion. It can be seen that the calculation of up

using Equation 4.5 often reports the most conservative estimate of uncertainty. However,

it can be seen that the MAD reports the lowest level of uncertainty for all measurements.

This change is expected, as these measurements were shown to be non-Gaussian. The most

significant effect can be seen in the measurement of L5, where the uncertainty is decreased

by 1.4 µm by using the MAD. The average reduction in uncertainty using the MAD is

0.7 µm compared to an average reduction of 0.2 µm using the AAD. Depending on the

80



underlying distribution of the data, a different measure of dispersion may be a better choice

to represent the actual variance of the data.

Figure 4.21: Calculation of k = 2 expanded uncertainty for pin location measurement
using different measures of dispersion

Figure 4.22 displays the calculation of k = 2 expanded uncertainty for end cap mea-

surement using various measures of dispersion. It can be seen that the different measures of

dispersion have little effect on the final measurement uncertainty. This is expected, as the

measurements appear to value a Gaussian distribution in Figure 4.19, with the exception of

a few outliers. The only observable differences in calculated uncertainty are in Dt and Lm,

which have noted curvature in their q-q plots.

While the assessment of up using the standard deviation of measurement results does,

on average, provide the most conservative estimate of uncertainty, other measures disper-

sion may provide a more accurate characterization of the standard uncertainty when ana-

lyzing non-normally distributed data. As shown, the variations between the two techniques

can be significant.
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Figure 4.22: Calculation of k = 2 expanded uncertainty for end cap measurement using
different measures of dispersion

4.4 Summary

In this chapter, a measurement artifact representing a lattice geometry was presented. The

artifact was calibrated using traceable measurement techniques. The calibration results,

environmental monitoring, and 30 replicate XCT scans of the artifact were used to deter-

mine measurement uncertainty for various features using the substitution method. It was

shown that the measurement uncertainty and bias are not consistent across pin diameter

measurement. Individual bias values where shown across the different pins in the artifact.

However, by comparison to the voxel size, none of these bias values were unreasonably

large. Variance in the measurement uncertainty were also observed throughout the pin ar-

ray. Analysis of the individual uncertainty contributions showed this to be largely due to

changes in process repeatability. While the integration of additional uncertainty parameters

associated with the standard uncertainty in bias were presented to account for temperature

variations throughout the total XCT scan length, they were shown to not have a significant

impact in the total uncertainty for the presented measurements. Analyses of the end cap
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features showed that even with significantly larger total penetration depth, low uncertainty

in measurement is achievable. All measurements were analyzed using a Shapiro-Wilk test

to assess normality. Significant variation was observed in the normality results. While

the standard deviation of measurement results was found to provide the most conservative

estimate of uncertainty, other measures of dispersion, such as MAD, may provide a more

accurate measure of process repeatability. Overall, the results presented show the viability

of the designed measurement artifact for strut diameter measurement and end cap feature

measurement. Pin location measurement was found to have significant bias variations,

indicating changes during the assembly process.
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CHAPTER 5

XCT MEASUREMENT OF AM LATTICE COMPONENTS

5.1 Introduction

In this chapter, the methodology to assess the measurement uncertainty in the XCT mea-

surement of AM lattice components is presented. The definition of additional terms in the

calculation of uncertainty is first presented. The manufacture and initial assessment of AM

lattice components is shown. Next, the measurement of AM surface texture and analysis of

the calculated surface texture parameters is presented. The methodology of AM component

CMM measurement to determine representative variation in the AM process is described.

The XCT measurements procedures are also described. A discussion on the use of re-

porting uncertainty with uncorrected bias is presented. Uccorrected bias measurements are

calculated using the bias and uncertainty values obtained in Chapter 4. Finally, the results

from AM component XCT measurement are presented including the form measurements

of the struts and uncertainty in strut diameter measurement.

5.2 Methodology

Utilizing the results from Chapter 4, the uncertainty in XCT measurement of AM lattice

components can be achieved with additional input. The standard uncertainty associated

with material and manufacturing variations, uw, must be determined and integrated into

Equation 4.1. The proposed definition for the uw term is shown in Equation 5.1. In this

equation, the first two terms are identical in form to the first two terms in Equation 4.3.

These terms account for any uncertainty in bias as a result of changing environmental

conditions for individual AM component measurement. T is the average temperature of

the AM component, α is the coefficient of thermal expansion of the AM component, µα
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is the uncertainty in the coefficient of thermal expansion of the AM component, l is the

measured dimension, and uT is the uncertainty associated with the average temperature

measurement. uT will once again be calculated using Equation 4.4.

uw =
√

((T − 20 ◦C)µαl)
2 + (αlµT )2 + u2wp (5.1)

The AM components then underwent a qualification process similar to the artifact in

order to determine potential variation in the manufacturing process and to be used as a

reference in bias calculations. The dimensions which can be accessed by the CMM, specif-

ically Dt and Lpt were measured for each component. These results were then used to

assess the bias between XCT and CMM measurement of these features. They were also

used as an estimate of bias for all other features which are inaccessible.

Three representative AM samples were chosen from the thirty and were XCT scanned

fifteen times each and evaluated using identical conditions to those previously described.

From these measurements, the effect of the AM component on the uncertainty of the mea-

surement process, up, can be evaluated. It is hypothesized that the uncertainty for each

individual feature will vary, as changes in surface topology and form will create varied

penetration depth causing localized variations in X-ray scatter and attenuation. It is also

hypothesized that if there is a significant difference in the process uncertainty, it will be

larger in the AM samples. The average standard uncertainty in the measurement of three

AM samples, upm will be calculated using Equation 4.5. Since the preciously calculated up

will also contribute to this standard uncertainty, the difference between the process uncer-

tainty of the artifact and the process uncertainty of the AM component can be integrated

into the uncertainty in the manufacturing process as uwp. This relationship is stated in

Equation 5.2.

upm =
√
u2wp + u2p (5.2)
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5.2.1 Manufacture and initial investigation of AM components

It was originally intended to manufacture the AM components on an EOS M290 using EOS

GP1 (which is chemically identical to 17-4ph). An initial build was completed, but signif-

icant form errors were observed in the struts of the lattice. The build was attempted again

with the components arranged in multiple orientations to improve the probability of a suc-

cessful build. However, a system error during this build unfortunately put the system out of

commission. Thus, it was necessary to switch manufacturing systems. Because of this, it

was also necessary to switch the material the AM components were made from, as the sec-

ond system only had one readily available material, 316L. The X-ray transmission through

this material was calculated using the same methodology presented in subsection 4.2.2.

The difference in percent transmission between the artifact and a 316 component of similar

size was found to be 1.5% at a material thickness of 4 mm. This minor increase in atten-

uation could potentially change the calculation of uncertainty, however it is likely minor

compared to the deviations caused by form variation. This will be further expanded upon

later in subsection 5.4.2.

Thirty components in two different build orientations with nominal dimensions identi-

cal to the calibration artifact were produced using an EOS M280 from EOS 316L powder

at the manufacturer designated parameters for a 20 µm layer height. The components were

manufactured in two different orientations to improve the likelihood of success in the print.

In the preferred vertical orientation, the component was oriented such that the cylinder axis

of the end caps was parallel to the build direction. This orientation was preferred as there

should be minimal form error in the struts. However, this orientation did have potential

for failure, as the small diameter struts were susceptible to deformation during interaction

with the recoater blade. Thus, the components were also printed in a horizontal orientation.

This orientation had a much higher chance of success, but had a higher potential for form

error in the struts. Individual barriers were also built around each component to minimize

the impact of the recoater blade on the delicate geometry. Figure 5.1 shows the completed

86



build plate and details of the two different sets of components. One can see in Figure 5.1

(b) that the vertical components did not build successfully. The build failed prematurely

due to a recoater crash with one of the vertical components. The majority of vertical com-

ponents appear to have failed prior to this crash. Since the struts do appear to have been

fused, but were plastically deformed, the failure most likely occurred during the first layers

of the top end cap. The small layer size deposited on top of loose powder most likely con-

tacted the recoater blade and deformed upward, with the recoater blade dragging it in the

direction of travel. For one component, the resistance to deformation must have been high

enough to over come the force of the recoater blade, and jammed it in place. Fortunately, all

horizontal components completed prior to the build halting, and can be seen in Figure 5.1

(c).

Figure 5.1: Completed AM components before separation from build platform: (a) Build
platform layout with vertical oriented components boxed in red and horizontal components
boxed in green. The direction of recoater travel is shown in the orange arrow. (b) Failed
vertical orientation components (c) Successful horizontal orientation components

The components were then separated from the build plate using wire EDM. Figure 5.2

shows an example completed component. The component was first imaged using a Leica

DVM6 10-megapixel digital microscope in two different orientations; (a) a top down view

of the component (along the build direction), (b) a side view (orthogonal to the build direc-

tion). An initial XCT scan of the component was completed using parameters identical to

those listed in Table 4.4 and views identical to the digital microscopy were captured. These

can be seen in Figure 5.2 (c) and (d). There is a stark contrast in the apparent quality of the
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print between the top down and the side views. In the top view, the component appears to

have been manufactured successfully judging by the straight cylindrical struts. However,

significant form error can be seen in the downward facing surfaces in Figure 5.2 (b) and

(d). The form error in the pins specifically will require changes in the implemented data

sampling strategy. These will be described in greater detail in subsection 5.2.4.

Figure 5.2: Optical and XCT images of a completed AM component: (a) and (c) show
a top down view of the component using an digital microscope and XCT reconstruction
respectively, (b) and (d) show the side view of the component with the build direction
indicated

5.2.2 Surface texture characterization

The surface roughness of the components was characterized using a Zygo Zegage CSI

system. Measurements were taken using a 10x objective, yielding a 0.83 mm x0.83 mm

field of view and a lateral resolution of 0.815 µm. A 200 µm scan height was used, making

the total acquisition time for each location 137 s. An example of the measurement setup

can be seen in Figure 5.3.
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Figure 5.3: CSI measurement setup

In these measurements, the component was secured in the v-block with the measure-

ment area overhung outside of the clamping area. The component was imaged five repeated

times over the same area and the results for each pixel were averaged to reduce the effect of

noise. Cylindrical form removal was performed. Because of the surface variations, initial

investigations showed the inability of the software to fit an appropriate radius to the cap-

tured surface. Thus, the radius of the least squares cylinder fitting used in form removal was

constrained to 2 mm to minimize changes in form removal between the individual surface

measurements. Gaussian spline filtering was applied to the data to reduce data noise and

remove waviness with short and long cutoffs of 2.5 µm and 800 µm respectively. Variation

in surface texture is expected over the cylindrical region of the component as this surface

transitions from a downward facing surface (a surface in which the normal faces the build

platform) to an upward facing surface (a surface in which the normal faces opposite the

build platform) throughout the course of the build. Two locations were measured per sam-

ple, one on a downward facing surface and one on an upward facing surface. The process

was then completed for all thirty AM samples. The areal surface parameters characterized

in this analysis were Sa, Sku, Sp, Sq, Ssk, and Sz. These were calculated according to
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ISO 25178 using the following equations [116]:

Sa =
1

A

∫ ∫
A

|Z(x, y)| dxdy (5.3)

Sku =
1

Sq4

[
1

A

∫ ∫
A

(
Z(x, y)4

)
dxdy

]
(5.4)

Sp = max (Z(x, y)) (5.5)

Sq =

√
1

A

∫ ∫
A

Z(x, y)2 dxdy (5.6)

Ssk =
1

Sq3

[
1

A

∫ ∫
A

(
Z(x, y)3

)
dxdy

]
(5.7)

Sz = max (Z(x, y)) + |min (Z(x, y))| (5.8)

Example upward facing and downward facing surface measurements and reported pa-

rameters can be seen in Figure 5.4 and Figure 5.5.

Figure 5.4: Example upward surface measurement showing (a) acquired image, (b) original
height map, and (c) final data after form removal and filtering. The calculated parameters
for this surface were: Sa = 7.748 µm, Sku = 9.64, Sp = 87.155 µm, Sq = 11.125 µm, Ssk
= 1.84, and Sz = 117.839 µm
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Figure 5.5: Example downward surface measurement showing (a) acquired image, (b) orig-
inal height map, and (c) final data after form removal and filtering. The calculated parame-
ters for this surface were: Sa = 11.107 µm, Sku = 3.75, Sp = 61.255 µm, Sq = 14.534 µm,
Ssk = 0.47, and Sz = 119.479 µm

Table 5.1 displays the average of all surface measurements for the two different loca-

tions on all thirty samples. These numbers provide an initial glance at the overall topology

of the measured surfaces. Initial observations of the surface distribution can be made by

interpreting the kurtosis (Sku) and skewness (Ssk) of the surface. An Sku much greater

than three indicates that the height distribution is highly peaked. This means that the ma-

jority of data lies close to the mode of the data, and that peaks or valleys in the surface are

sparse. Examining Figure 5.4, this seems to be the case, as the majority of the surface is

formed by the weld tracks, while isolated powder particles contribute to the peaks. This

is observed less in Figure 5.5, thus the lower kurtosis value. An Ssk greater than zero

indicates that the height distribution is skewed below the mean plane. The average of 1.77

for all upward facing surfaces once again makes sense when referring to Figure 5.4 which

shows the majority of the surface shaded in blue or green. The lower skewness value in the

downward facing surfaces also seems accurate when compared to Figure 5.5, as there is

more surface area occupied by fused particles. Additional observations of the surface can

be made by interpreting the max height (Sz) and peak height (Sp) of the surface. Since

Sz is the addition of Sp and the valley depth (Sv), it can be seen on average that the peaks

of the surface are the major contribution to the Sz in the upward facing surfaces. In the
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downward facing surfaces, the valleys seem to be the major contributor. Furthermore, for a

non-skewed surface Sp and Sz/2 are approximately equal. However, for the AM surfaces

measured in this work this is not the case, with Sp much greater than Sz/2 in the upward

facing surfaces. This creates a critical difference in the calculation of bias between CMM

and XCT measurement, as other works have investigated [92, 93]. Therefore, these two

parameters were investigated in greater detail.

Table 5.1: Average Surface Texture Measurement Results

Surface Sa (µm) Sku Sp (µm) Sq (µm) Ssk Sz (µm)
Downward 11.740 4.17 60.62 15.54 0.54 131.90

Upward 8.966 9.21 86.260 12.90 1.77 122.2

Since it is impractical to measure the entire surface of an AM component to locally

determine bias at individual probing points, an average Sp or Sz/2 will be calculated from

the measured surfaces to represent the mean bias. The Sp data was first investigated. Fig-

ure 5.6 displays the histogram of all Sp measurements. Immediately, several observations

can be made from the data sets. Both sets of measurements appear to follow a Gaussian

distribution. Q-Q plots of each set seem to confirm this, and Shapiro-Wilk tests performed

on both data sets with α = 0.05 accept the null hypothesis. A two-sample T-test with α =

0.05 was conducted, and was found to reject the null hypothesis that the means of the two

data sets are equal. This is not unexpected, since significant differences in surface rough-

ness due to changes in surface orientation have been reported previously in the literature

[117, 118, 119].

Figure 5.7 displays the histogram of all Sz measurements. Once again, both data sets

appear to follow a normal distribution. This is also appears to be the case in the Q-Q plots

of these data sets. Shapiro-Wilk tests with α = 0.05 accept the null hypothesis that the

data follows a Gaussian distribution for both data sets. While there is significant overlap

between the two distributions, a two-sample T-test with α = 0.05 was conducted and found

to reject the null hypothesis that the means of the two data sets are equal. This once again
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Figure 5.6: Histograms and Q-Q plots comparing the Sp data from both downward and
upward samples to a normal distribution

highlights the differences between these two surfaces. Similar analyses were performed on

Sa, Sku, Sq, and Ssk and found statistically significant differences between the means of

the upward and downward facing surfaces for all parameters. This indicates that these two

different regions exhibit very different surface textures.

Figure 5.7: Histograms and Q-Q plots comparing the Sz data from both downward and
upward samples to a normal distribution

Once again, as it is impractical to measure the entire surface of an AM component to

determine to locally determine Sp and Sz at individual probing point locations, the average

of the upward facing and downward facing values for Sp and Sz will be used as an average

of the expected surface bias throughout the component. These values will be compared

against the actual calculated bias between the CMM measurement and XCT measurement

of the studied AM components. Future study should be conducted to determine the local-

ized effect of this bias on surfaces with variable surface topology.
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5.2.3 CMM measurement of AM components

CMM measurements were performed on thirty components to examine both variability in

the components produced using AM and the bias between CMM and XCT measurements

of AM components. The CMM measurements were completed in a similar fashion to those

described in subsection 4.2.3. Measurements were completed using the same Zeiss Micura

CMM, a 50 mN probing force, a 0.5 mm probe tip diameter, and thermal compensation

active using a coefficient of thermal expansion of 16.2 µm/(m K). The features of the top

end cap of each component were characterized, resulting in the measurement of Dt and

Lpt. Figure 5.8 shows the measurement setup and and the measurement of the individual

features. Adjustments were made to the previous CMM measurement process to accommo-

date for the additive components. A witness mark can be seen on the alignment plane from

the EDM process where the components were separated from the build plate. The angular

range of the cylindrical measurement and the area of measurement for the alignment plane

were decreased to avoid contact with this witness mark. The number of points on the top

surface of the component were increased, since there were no pins or holes to avoid. The

number of points sampled per feature can be seen in Table 5.2.

Table 5.2: Number of points sampled per feature in AM component CMM measurement

Feature Number of Points
Outer Diameter 475

Alignment Plane 130
Top Plane 1004

Table 5.3 shows the CMM measurement results for all 30 measured AM components

including the two dimensional measurements and form measurements of the cylinder and

top plane. One can see significant variations in all features, with the ranges of all mea-

surements greater than 44 µm. The measurements of cylindrical form are seen to have the

highest deviation, range, and standard deviation. This is expected due to the print orienta-

tion of the component, since the cylinder transitions from a downward facing surface to an
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Figure 5.8: CMM setup for AM component measurement:(a) measurement setup (b) top
plane measurement (c) outer diameter measurement (d) alignment plane measurement

upward facing surface throughout the build. The average cylindrical form error of 146 µm

is surprisingly close to the average Sz = 127 µm. In fact, the CMM measured cylindrical

form error is larger than the locally measured surface texture. This is somewhat surprising,

as one may expect the Sz measured via the CSI system to be larger than the form error

tactile measured via tactile probing since it is capable of measuring much deeper into the

valleys in the surface. However, the cylindrical form error measurements do not include fil-

tering of the data, so form measurement is not only influenced by local changes in form due

to individual high points, but also gross form/waviness which could appear as ellipsoidal

formation of the cylinder. Despite this large form error, the average Dt of the components

only deviates from the intended diameter by 10 µm, though the the maximum variation of

the measurements is 53 µm. The smallest range in the data can be seen in the flatness of

the top surface, which was oriented along the vertical direction during the build. Large

variations are also observed in Lpt which indicates inconsistencies in the separation from
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the build plate via EDM.

Table 5.3: CMM measurement results of AM components

Dt (mm) Cylindrical Form (mm) Top Flatness (mm) Lpt (mm)
Average 3.990 0.146 0.079 1.756
Range 0.053 0.090 0.044 0.088
σ 0.016 0.022 0.010 0.032

5.2.4 CT measurement of AM components

Fifteen XCT scans were completed for three different components to measure the pro-

cess reputability and bias. A single XCT scan of five different AM components was con-

ducted for comparison against CMM measurements to determine bias. The XCT scans

were completed using an identical process as described in the first three paragraphs of sub-

section 4.2.4. This includes all settings regard the scans themselves, and processing and

export from VGStudioMax 3.4. Figure 5.9 shows the measurement setup, example radio

graphs, images of the reconstructed volume, and the thresholded volume for Sample 29.

However, changes in the data sampling were implemented for the measurement of the

lattice struts. Since large spatially dependent form variations are expected and there are

no CMM calibration measurements to compare against, the spatial sampling was altered

from sampling regions surrounding CMM probing points to sampling regions surrounding

data points on the nominal geometry. Similar to the artifact qualification, these nominal

points were set for cross sections at heights of 0.5 mm, 0.83 mm, 1.17 mm, and 0.5 mm

above datum B at a point spacing of 25 µm. However, for all pins this was executed over a

360◦ range as opposed to the different ranges utilized in the artifact qualification. This then

created 252 sampling locations on each pin. The radius of the region surrounding these

points was increased to 0.25 mm to attempt to capture the extended form error, but were

limited to only capture data corresponding the intended pin through the use of a built in

point cloud segmentation functions in MATLAB.

In the XCT measurement of the top end cap features, registration scheme differed from
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Figure 5.9: XCT measurement of AM component number 29: (a) Setup in XCT system (b)
& (c) X-ray projects captured during the measurement process (d) & (e) orthogonal slices
of the reconstructed volume (f) volume resulting from surface determination

the one previously executed. The cylinder, top plane, and alignment plane were used as the

primary, secondary, and tertiary datum features for this measurement. This then allowed

for alignment to the CMM data captured for each of the five samples. This also mitigated

any potential alignment errors caused due to variations between the position of the top and

bottom end caps caused by inconsistencies in the manufacturing process.

5.3 Uncorrected bias

The results presented in section 4.3 could be used to form a corrected statement of uncer-

tainty since the known bias can be subtracted from subsequent measurements with confi-

dence. However, there are many measurement scenarios in which the bias in a measurement

process cannot be directly assessed for specific features. This is the case with the measure-

ment of AM lattice struts. Since these struts cannot be measured via traceable techniques,

the bias in XCT measurement cannot be assessed since there is no knowledge of their
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calibrated value. However, through measurements of a calibrated artifact, the bias in sim-

ilar measurements can be estimated. Since this is only an estimate of the bias, it should

not be used to correct the measurement result and should be incorporated into the mea-

surement uncertainty. Methods for presenting measurement uncertainty with uncorrected

measurement bias are not uncommon and have even been presented in the context of XCT

measurement previously [120, 121, 77].

Several methods are well documented to integrate bias into measurement uncertainty.

The most obvious of these methods is to combine the bias in quadrature with the other

uncertainty components in the calculation of expanded measurement uncertainty. This is

written below in Equation 5.9. In this equation, uc is the the standard uncertainty prior

to multiplication by the coverage factor k (the combination of all components added in

quadrature in Equation 4.1), b is the estimated bias, and URSSu is the resultant uncertainty.

It should be noted that this is the method recommended in VDI 2630 2.1 if the measure-

ment result is not corrected. This methodology often overestimates the true uncertainty for

values of b/uc > 1. While it is not necessarily a bad thing to provide a conservative esti-

mate of uncertainty, this can lead to significant constraints on manufacturing/qualification

requirements.

URSSu = k ·
√
u2c + b2 (5.9)

Another methodology is to add the bias in quadrature with the expanded uncertainty.

This is another variation of combing the uncertainty via the root sum of squares, and thus

has been termed URSSU . This method often underestimates the true uncertainty while

b/uc > 1 and rapidly decreases in confidence as b/uc increases.

URSSU =
√
k2u2c + b2 (5.10)

A third common approach is to sum the expanded uncertainty with the signed bias
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value. This approach, the SUMU approach, creates an asymmetric uncertainty interval

which contains the ideally corrected measurement result. The upper or lower uncertainty

bounds are constructed by adding and subtracting U+ or U− (defined in Equation 5.12 and

Equation 5.13) respectively to the measured result, y, as written in Equation 5.11. This

approach yields a relatively small total uncertainty interval with a good estimate of the

true uncertainty for b/uc < 2. If b/uc > 2, this metric begins to over estimate the true

uncertainty, but to a lesser degree than the RSSu. However, the standard uncertainty can

not easily recovered from results reported using this method, leading to ambiguity in the

contribution of individual sources of error.

Y = y


+U+

−U−

(5.11)

U+ =


kuc − b if kuc − b > 0

0 if kuc − b ≤ 0

(5.12)

U− =


kuc + b if kuc + b > 0

0 if kuc + b ≤ 0

(5.13)

The effect of each of these reporting methods was investigated using the previously

presented measurements of pin diameter. In these measurements, the ratio of bias to stan-

dard uncertainty, listed Table 5.4, can be seen to range between 0.03 and 5.23. Because

of this, and the reasons described previously, one would expect significant increases in

measurement uncertainty, and specifically over estimation of the uncertainty using RSSu.

Figure 5.10 displays the results of the pin diameter measurements calculated using the stan-

dard uncertainty and bias calculated in section 4.3. The Y axis for these plots shows the

final measurement result and k = 2 expanded uncertainty limits calculated using the cor-

rected method and the three uncorrected methods. Examining the corrected results, if the
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bias can be well characterized for all pin measurements, one can see that the majority of

pin measurements are almost identical. However, if the measurements are not corrected,

as they should be in the measurement of AM lattice struts, significant differences can be

seen between the individual pins. While the uncertainty between pin measurements are

very close for the corrected and the uncorrected RSSu and SUMU measurements for the

majority of pins, pins 1, 3, and 7, with |b|/uc ≤ 1, are significantly larger. In the RSSu

measurement of pin 3, the uncertainty in diameter measurement is over 5 times that of the

uncorrected at 6.8 µm. While the highest uncertainty in measurement is still only 1% of the

measured value, the |b|/uc of 5.23 is still very high. TheRSSU measurements are shown to

provide a more conservative estimate of uncertainty as opposed to all other methods, with

the exception of measurements where |b|/uc > 1, in which the uncertainty is less than both

the RSSu and SUMU methods. This confirms the findings of the literature review, which

show that RSSU underestimates the uncertainty as |b|/uc grows. The SUMU method is

shown to provide completely one sided statements of uncertainty where |b|/uc > 1.

Table 5.4: Bias to standard uncertainty ratio for pin diameter measurements

Pin 1 Pin 2 Pin 3 Pin 4 Pin 5 Pin 6 Pin 7 Pin 8 Pin 9 Average
|b|/uc 3.02 0.34 5.23 0.52 0.77 0.03 2.24 0.40 1.07 1.51

While the SUMU may be adequate if there is high confidence in the measured bias,

the estimates of measurement bias used may not be the most consistent due to changes

in the measurement process, for example changes in bias due to changes in component

form and surface texture between various AM components. Furthermore, the reporting

of subsequent measurements of workpieces using the substitution method will require the

measured value to be reported for each component. For the RSSu and RSSU methods,

this is relatively easy, as the the uncertainty band is centered about the measured value. To

mitigate this with the SUMU uncertainty, a symmetric uncertainty interval can be used

where the larger of U+ or U− is reflected about the measured value. The SUMUMAX

method, shown in Figure 5.11, includes the entire corrected uncertainty interval, is centered
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Figure 5.10: Corrected and uncorrected measurement results for pin diameter measure-
ment. The red dots indicate the measurement result. Error bars indicate the calculated
uncertainty in the measurement process using the different reporting methods.

about the measured value, and is shown in the literature to not underestimate the intended

confidence interval. Because of these reasons, the SUMUMAX method will be used to

calculate the measurement uncertainty for the pin diameter measurements in subsequent

sections.

5.4 Component measurement results

5.4.1 Bias Measurement

Table 5.5 shows the results of the XCT and CMM measurements of individual AM samples

for bias calculation in the measurement ofDt. One can see that the calculated bias between

the two measurement methods is surprisingly consistent between four of the five samples,
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Figure 5.11: Pin diameter measurement result with k=2 expanded uncertainty calculated
using the SUMUMAX method.

varying in total by only 3 µm. The average calculated bias in diameter measurement is

−53 µm. This indicates that the XCT measurements are produces smaller measurements

for AM components than tactile measurement, which agrees with the previous literature

indicating that the mechanical filtering of the stylus in tactile measurement should offset

the surface outward, creating larger diameter measurements. Relating this value to a single

surface measurement, the average offset between the XCT and CMM described in this

study is 26.5 µm. This value is less than half of the average Sz/2 and Sp of 63.5 µm and

73.5 µm previously calculated in subsection 5.2.2. One likely cause for this is the small

probe size utilized in these experiments. While the low rigidity of the stylus limits it to

single point probing, the small sphere size reduces the effects of mechanical filtering. This

is further supported by Lou et al. which indicated that the offset between tactile and XCT is

influence by the choice in stylus radius, not component surface texture alone [93]. The bias

calculated in Sample 1 deviates from the other samples by 12 µm on average. Considering

the range of surface texture observed the samples, Sz/2 ranging 48.3 µm-81.3 µm and Sp

ranging 44.5 µm-110.438 µm, the magnitude of this deviation is not unexpected.

Table 5.6 displays the results of the XCT and CMM measurements of individual AM

samples for bias calculation in the measurement of Lpt. Again, one can see that the bias
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Table 5.5: Calculation of bias between CMM and XCT measurement of Dt (mm)

Sample 1 Sample 2 Sample 18 Sample 26 Sample 29 Average
CMM 3.990 4.002 4.007 3.997 4.005 -

CT 3.946 3.945 3.954 3.940 3.949 -
Bias -0.044 -0.056 -0.053 -0.057 -0.056 -0.053

between the two measurement methods is consistent between four of the five samples,

varying in total by only 11 µm. Despite the large variations in the CMM measurements due

to inconsistencies in the EDM cutoff, consistent bias measurements are observed between

the two measurement methods. The average bias in Lpt measurements was −4 µm. The low

bias values are likely due to the relatively low surface texture of the EDM surface. While

changes in offset will change the diameter of the cylindrical feature, little change is likely

to occur in the position of the cylinder axis. Thus only the offset in the alignment plane

feature should change the measurement of Lpt. Since the surface texture is significantly

lower on the alignment plane, relative to the AM surfaces, little change is expected. Once

again, Sample 1 appears to be the outlier measurement in the data set, differing from the

other samples by 15 µm. With the exception of Sample 1, all bias errors are within one

voxel size, indicating that these could once again be artifacts of the partial volume effect.

Table 5.6: Calculation of bias between CMM and XCT measurement of Lpt (mm)

Sample 1 Sample 2 Sample 18 Sample 26 Sample 29 Average
CMM 1.724 1.711 1.721 1.795 1.796 -

CT 1.708 1.711 1.721 1.788 1.801 -
Bias -0.016 0.000 0.000 -0.007 0.004 -0.004

From these results, it was determined that the measurements of all other AM surfaces

should be compensated by the average bias result. This included Db, Lb, Dt, Lt, and D1−9.

Lpt and Lpb should be assigned the average bias measured in the Lpt measurements.
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5.4.2 Strut form measurement

The measurement of strut form in this study cannot be considered traceable, since no certi-

fication of form was provided for the gage pins used in the calibrated artifact. However, one

can see from section 4.3 that the XCT system, with identical operating conditions (system

settings, component geometry/material, measurement plan), is capable of measuring form

variations on the order the size of one voxel. The following results will presented within

this context, and acknowledge that a proper statement of their accuracy cannot be provided.

Table 5.7 displays the form measurement results from the fifteen repeated measure-

ments of AM sample 18. One can see immediately that the AM process has manufactured

the struts with significant form error, confirming initial observations in Figure 5.2. The

average form error for the struts in this sample of 0.315 mm indicates a poorly control

manufacturing process for this build orientation, as this form error is 63% of the intended

diameter. Form errors for the nine struts also vary by 96 µm, once again indicating that

the horizontal strut formation is highly unpredictable. Figure 5.12 shows the form mea-

surement result for pin two of sample 18, the pin with the lowest measured form error.

Changes in the surface topology are seen to occur along the build direction (progressing

along the Y+ direction) as the strut transitioned from a downward facing to an upward fac-

ing surface. The upward surfaces appear predominantly smooth, as these surfaces would

have been produced partly from the remelting of previously solidified layers. The transition

region between the upward and downward side is seen to be speckled with partially fused

powder particles, though these appear to contribute little to the overall form error. The

downward facing surfaces can be seen to be the major contributor to the form error in the

struts, due to the melting of completely unsupported material into the powder bed. This is a

problem commonly observed in manufacture of horizontal lattice struts [71, 72, 45]. How-

ever, despite the relatively common knowledge of poor formation of horizontal or nearly

horizontal struts, they often are not easy to avoid because of complex unit cells with struts

at many angles or build orientation requirements dominated by accuracy requirements of
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other features. Table 5.8 displays similar results for sample 29, indicating large variations

in strut form.

Table 5.7: AM sample 18 strut form measurements

Strut 1 Strut 2 Strut 3 Strut 4 Strut 5 Strut 6 Strut 7 Strut 8 Strut 9 Average
Mean Form (mm) 0.281 0.263 0.329 0.319 0.359 0.312 0.355 0.322 0.317 0.317
σ Form (mm) 0.001 0.001 0.002 0.062 0.028 0.011 0.003 0.017 0.002 0.014

Figure 5.12: Form measurement result for sample 18, strut 2 shown from two different
views. The build direction for this component is along the Y+ axis with (a) displaying the
upward facing surface and (b) displaying the downward facing surface

Table 5.8: AM sample 29 strut form measurements

Strut 1 Strut 2 Strut 3 Strut 4 Strut 5 Strut 6 Strut 7 Strut 8 Strut 9 Average
Mean Form (mm) 0.250 0.285 0.313 0.383 0.350 0.341 0.249 0.309 0.289 0.307
σ Form (mm) 0.018 0.010 0.019 0.030 0.051 0.016 0.013 0.002 0.012 0.019

The standard deviation of form measurements of the struts is also observed to change

between pins. The standard deviation across the fifteen measurements for pin 1 in sample

18 is only 1 µm while the same measurement for pin 4 is 64 µm. Examining the data this

appears to be due to an error in the point cloud segmentation algorithm, which did not

properly divide pin 4 from an adjacent data set. With this data point removed, the standard

deviation is reduced to 22 µm. Looking closer at strut 5 with a standard deviation of 26 µm,
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Figure 5.13 shows measurement 5 and measurement 7 of strut 5 which have the lowest

(0.341 mm)and highest (0.405 mm) form measurements respectively for that strut. One can

see changes in the overall form plot between these two scans. In measurement 7, much

more of the strut geometry appears closer to zero form error, indicating changes in the

fitting of the referenced least squares cylinder. However, the diameter of the fit cylinder

in these measurements differed by only 0.1 µm. The location of the fit cylinder in both of

these measurements also only differs by 0.2 µm. This indicates that changes in orientation

of the least squares fit cylinder, which were not recorded, could be the cause of variation in

form calculation.

Figure 5.13: Form measurement results for sample 18, strut 5 in measurements 5 and 7

Since component form errors create variations in thickness of a component, they will

effect the total attenuation of X-rays in an XCT measurement. While this is typically not

a major concern since form variations are often relatively small compared to the overall

penetration depth, this may make a large difference in the measurement of a lattice. As

observed previously, form variations up to 76% of the intended nominal diameter were

observed. While form gives an indication of variation from an ideal geometry, it does not

provide an estimate of penetration depth, as it considers deviations throughout an entire
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ideal feature which often spans three dimensions. To examine this more closely, a single

slice along the axis of the struts in the reconstructed volume was considered. Figure 5.14

(a) shows the overall view of the slice of sample 18, scan 7 take oriented normal to the

axis of datum A at a height of 0.84 mm above the datum B. One can see large differences in

form for the nine different struts. Imaging artifacts are also observed between the struts as a

grid of dark regions connecting each of the struts surrounded by lighter regions, indicating

the presence of X-ray scatter and beam hardening [122]. Figure 5.14 (b) shows the close-

up of strut five, which was measured previously as having the highest form error. Several

interesting features of this strut can be observed in this image. One can see what appears to

be several discrete particles surrounding the main volume of the strut. While they appear

detached in this image, they are in fact connected to the main strut by volumes above or

below this image. One can also see porosity networks which appear to extend from the left

side exterior of the strut into the main body. One can also see a halo-ing effect surrounding

geometry insets contained within the convex hull of the strut, indicating a decrease in the

grey value gradient between material and air caused by X-ray scatter. This is a stark contrast

to the image of the reconstruction shown in Figure 4.10, which showed very little effects

of imaging artifacts. Figure 5.14 (c) shows the results of the gradient-based advanced

surface determination executed in VGStudioMax. A single measurement along the vertical

direction of the image measures 0.645 mm, indicating the penetration depth of X-rays along

this cross section from the indicated orientation. This is an increase in penetration length of

30% from the nominal design and the penetration length in the calibrated artifact. Using the

Lambert-Beer law with an incident X-ray intensity of 70 keV and the previously calculated

attenuation coefficients for 316L, a difference of 6.6% transmission is calculated between

the calibrated artifact and the AM strut.

Differences in imaging artifacts and total penetration depth due to form variations raise

questions regarding the similarity conditions of the substitution method. There is no present

definition or quantitative requirement for similarity between the calibrated artifact and the
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Figure 5.14: Reconstruction cross section of Sample 18, scan 7: (a) cross section of all
4 struts (b) cross section of strut 5 (c) strut 5 cross section with thresholding and width
measurement.

subsequently measured components provided in the VDI standard. Future work should

investigate the effect of imaging artifacts and variations in penetration depth on the outcome

of type A uncertainty measurements and comparison to the uncertainty assessed using XCT

simulations which estimate uncertainty using the Monte-Carlo method [123].

5.4.3 Uncertainty assessment

Table 5.9 displays the results of the fifteen repeated measurements of three different AM

samples for the calculation of uwp. The up values for the individual samples were calculated

using the sample standard deviation, as in Equation 4.5. The average repeatability, upm, is

also shown for each sample. Finally, uwp is calculated from upm, the up values calculated

through measurement of the calibrated artifact, and Equation 5.2. Some individual samples

do show surprisingly low variation as compared to the up values obtained in section 4.3,

specifically strut 1 measurements for samples 18 and 2, strut 2 measurements for samples

18 and 29, and strut 3 measurements for sample 18. These measurements indicate that

higher repeatability, and therefore lower uncertainty, is possible than what was achieved

in the measurement of the calibrated artifact. However, as previously hypothesized, the

results indicate an overall higher dispersion in the measurement of the AM components.
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On average, the calculated uwp values are 11 times larger than the up values determined in

the measurement of the calibrated artifact.

Table 5.9: AM sample strut diameter uwp measurements

Strut 1 Strut 2 Strut 3 Strut 4 Strut 5 Strut 6 Strut 7 Strut 8 Strut 9
up Sample 18 (µm) 0.10 0.14 0.22 0.60 0.30 1.13 0.16 0.19 0.28
up Sample 29 (µm) 3.65 0.33 3.43 0.61 0.57 0.80 6.88 0.15 6.78
up Sample 2 (µm) 0.22 0.56 0.72 0.62 0.71 1.16 0.79 0.91 0.55

upm (µm) 1.32 0.34 1.46 0.61 0.53 1.03 2.61 0.42 2.54
up (µm) 0.54 0.34 0.38 0.06 0.03 0.06 0.15 0.04 0.11
uwp (µm) 1.21 0.07 1.41 0.61 0.52 1.03 2.61 0.42 2.54

Table 5.10 displays the end cap measurement results for the repeated AM measure-

ments. One can see again that on average the AM measurements are less repeatable than

the measurements of the calibrated artifact. A difference is apparent between the measure-

ments of the bottom end cap and the top end cap. The calculated uwp values for the bottom

end cap are on average 8 times that of the up values determined in the measurement of the

calibrated artifact, as opposed to the uwp values for the top end cap which are on average

25 larger than the up values. It is hypothesized that this is due to several compounding fac-

tors, specifically data registration, data sampling, and component geometry. Small changes

in component alignment, specifically rotations about the X and Y axes in this case, could

lead to relatively large positioning changes for the top end cap. These alignment changes

will thereby effect the point sampling, potentially changing the number of points sampled

and their location on the component. Since local form variation on the AM components is

relatively high compared to the calibrated artifact, small spatial changes in sampling could

lead to relatively large changes in feature fitting for measurement.

Table 5.11 displays the strut location measurement results for the repeated AM mea-

surements. On average, the standard deviation of strut location measurement is much

higher than diameter measurement, similar to the measurements of the calibrated artifact.

However, on average the uwp is only 4.5 times the standard deviation of the location mea-

surements of the calibrated artifact, indicating that pin location measurement is less influ-

enced by the geometry of the AM component than the pin diameter or end cap measure-
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Table 5.10: AM sample end cap uwp measurements

Db Lpb Lb Lm Dt Lpt Lt
up Sample 18 (µm) 0.16 0.27 0.13 1.23 6.15 16.18 1.83
up Sample 29 (µm) 1.58 2.62 0.58 0.90 11.32 11.13 1.16
up Sample 2 (µm) 0.28 1.29 0.29 1.49 9.70 18.12 1.95

upm (µm) 0.67 1.39 0.33 1.21 9.06 15.14 1.66
up (µm) 0.05 0.14 0.16 0.27 0.44 0.37 0.12
uwp (µm) 0.67 1.39 0.29 1.17 9.05 15.14 1.64

ments. Comparing Table 5.11 to Table 5.9, there also does not appear to be any correlation

between repeatability of diameter measurement and repeatably of location measurement.

Also unlike the diameter and end cap measurements, sample 2 has the highest measurement

variation, which reduces the possibility that a single set of scans contains more variation

than another.

Table 5.11: AM sample strut location uwp measurements

Strut 1 Strut 2 Strut 3 Strut 4 Strut 5 Strut 6 Strut 7 Strut 8 Strut 9
up Sample 18 (µm) 3.06 2.10 2.28 3.15 2.01 3.14 2.09 2.00 2.87
up Sample 29 (µm) 0.93 0.91 1.19 0.60 1.16 0.67 1.58 0.89 0.82
up Sample 2 (µm) 11.05 11.35 6.29 4.77 11.60 4.25 5.69 10.70 10.36

upm (µm) 5.01 4.79 3.26 2.84 4.92 2.69 3.12 4.53 4.69
up (µm) 1.05 1.17 0.65 0.54 1.12 0.62 0.69 1.06 1.02
uwp (µm) 4.90 4.64 3.19 2.79 4.79 2.61 3.04 4.40 4.57

The calculated uwp values were then used for their individual features to calculate the

uncertainty in the measurement of a scan of AM sample 2. The uncertainty in this sample

was calculated using Equation 4.1 utilizing the results in section 4.3 for ucal, ub, and up and

k = 2. The standard uncertainty associated with material and manufacturing variations,

uw, was calculated with Equation 5.1 from temperature data recorded using the previously

described environmental sensor, the coefficient of thermal expansion of 16.2 µm/(m K), and

the previously determined uwp values. The bias in XCT measurements was determined by

adding the bias assessed for each feature in section 4.3 to the bias determined between

XCT and CMM measurements for AM components in subsection 5.4.1. The results of pin

diameter measurement are presented using both the SUMU and SUMUMAX methods.
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Figure 5.15 displays the measurement results and uncertainty for the strut diameter

measurements. Figure 5.15 (a) displays the results of the SUMU uncertainty calculation.

As expected from the results presented in section 5.3, one can see that completely one sided

uncertainty intervals are calculated due to the large estimated bias. The SUMU ranges are

skewed positive by the estimated bias to include the estimated measurement by a CMM.

Figure 5.15 (b) displays the results of the SUMUMAX calculation. The uncertainty in-

tervals are symmetric about the measured value, indicated in red. The measured values

indicate that that strut diameters, according to a least squares evaluation, are all produced

within 20 µm of the designed value. However, as shown by the significant form variations

reported in subsection 5.4.2, individual diameter measurements for struts may not be suit-

Figure 5.15: Results of am strut diameter XCT measurement. (a) Measurement results and
calculated SUMU uncertainty (b) Measurement results and calculated SUMUMAX uncer-
tainty (c) Changes in strut diameter measurement spatially (d) Changes in strut diameter
measurement uncertainty spatially

able for lattice qualification. The uncertainty values for the various struts appear consistent,
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averaging± 54.8 µm with a range of only 4.9 µm. This is heavily weighted by the inclusion

of bias into the uncertainty calculation, as will be shown. Figure 5.15 (c) and (d) plot the

measured value and uncertainty spatially. While little can be discerned from the plot of

the measured value since these measurements are subject to component geometry, an in-

teresting spatial trend can be see in the uncertainty which indicates a higher measurement

uncertainty in the corner struts. The value of the half uncertainty interval is significantly

higher than those observed in the measurements of the calibrated artifact. Once again,

this is largely due to the use of the SUMU uncertainty calculation, but nonetheless, it is

still over 49 times the uncertainty calculated for pin diameter measurements calculated in

section 4.3.

Figure 5.16 shows the percentage contribution of the expanded uncertainty and the bias

Figure 5.16: Contribution of expanded uncertainty and bias to SUMUMAX uncertainty in
AM component strut measurement
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to the SUMUMAX uncertainty for each strut diameter measurement. One can see that the

half uncertainty interval is largely dominated by the contribution of the bias. The expanded

uncertainty is observed to contribute at most 9% to the total SUMUMAX , specifically in

struts seven and nine. The values of the individual contributions for each can be seen as

well in Figure 5.16. The average of the expanded uncertainty values is 2.7 µm, over double

that of the expanded uncertainty calculated in measurements of the calibrated artifact. The

average calculated bias value is 54.1 µm with a total range of 5.5 µm, indicating that the

bias is largely influenced by the average bias offset.

Figure 5.17 displays the individual contribution of the previously calculated standard

uncertainty and uw to the total standard uncertainty. With the exception of struts eight and

Figure 5.17: Contribution of the previously calculated standard uncertainty terms and uw
to the total standard uncertainty in AM component strut measurement
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two, uw is the major contributor the the total standard uncertainty, and is seen to contribute

up to 96% of the uncertainty in struts seven and nine. On average, uw contributes 64% to the

total standard uncertainty, indicating that the majority of uncertainty is due to uncertainty

in the XCT measurement of the AM components. This points to a need for future work

to understand how large form variations in AM components effects the individual aspects

of the XCT measurement process, i.e. total attenuation, imaging artifacts, local surface

determination.

5.5 Summary

In this chapter, a methodology to assess measurement uncertainty in the XCT measurement

of AM lattice components utilizing the substitution method, measurements presented in

Chapter 4, environmental data, and various measurements of the AM components. Thirty

AM lattice components were manufactured out of 316L using an LPBF system. Initial

inspection of the AM components showed directional form errors on the struts which

prompted changes in the measurement strategy and qualification routines. The surface

texture on the upward facing and downward facing surfaces were measured using a CSI

system. The average Sp and Sz/2 of the components were characterized. The top end

cap of the components were measured using a CMM. Fifteen XCT scans of three AM

components were completed to assess repeatability. Single XCT scans of five different

components were conducted. Various methods to report uncertainty with uncorrected bias

were investigated. It was determined that the SUMUMAX method is the most suitable to

report measurements in which bias cannot be corrected. The bias between XCT and CMM

in the measurement of the AM components were calculated and compared to other methods

to calculate this bias using surface texture parameters. The results showed that methods to

estimate bias between XCT and CMM measurements which utilize surface texture param-

eters can overestimate the bias by over a factor of two. XCT measurements of the AM

struts showed form errors which were up to 76% of the intended strut diameter. Addi-
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tional investigation of the variation in X-ray penetration depth because of form errors was

completed, and showed up to 6% changes in total transmission. The standard deviation of

XCT measurements of AM components were found to be on average 4.5 times higher than

the measurements of the calibrated artifact in strut diameter measurement. The uncertainty

in AM lattice strut diameter measurements was then assessed using the proposed method.

Results showed that using the SUMUMAX methodology to determine uncertainty using

uncorrected bias, the strut diameter could be measured on average with an uncertainty in-

terval of ± 54.8 µm. Further analysis determined that the major factor in that uncertainty

interval is the estimated bias incorporated into the uncertainty. Analysis of the expanded

uncertainty shows that uw is often the dominant factor indicating that the repeatability of

XCT measurement of AM components is lower than the measurements of calibrated arti-

facts.
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CHAPTER 6

CONCLUSION

This chapter summarizes the main conclusions and the original contributions of this thesis.

In addition, it recommends possible areas for future work.

6.1 Conclusions

6.1.1 Component data registration

A lattice component was created via AM, measured by CMM and XCT to fully qualify

the component geometry, and qualified against specified product definition data. The two

measurement data sets were then registered and compared using derived feature-based pa-

rameters and deviation-based parameters. A refined sampling technique was then used to

improve the registration. The effect of this refinement was compared against the origi-

nal registration using the defined parameters and statistical testing. It was found that the

refined registration improved the alignment between the two data sets. This work also high-

lighted the importance of sampling in the registration and geometric qualification method

of components produced by additive manufacturing. Moreover, this work demonstrated the

importance of properly defining the procedure to sample data for evaluating the form of a

TSS, which currently is not specified in the standard.

A lattice structure was designed using theoretical supplemental surfaces, produced us-

ing an additive manufacturing process, and measured using FVM, XCT, and a CMM. The

measurements were registered using a refined sampling registration based on the CMM

points. The effect of CMM data acquisition strategy on the quality of the registration was

examined. Results showed that CMM planning based on non-contact measurements, as

opposed to the designed geometry, significantly improves the quality of registration. An
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additional discussion was presented on the importance of data sampling in the evaluation

of complex AM components. These verification techniques and related studies can then

enable standards and practitioners to fully utilize the intent of such specifications.

6.1.2 Development of lattice measurement artifact and measurement methodology

A measurement artifact representing a lattice geometry was presented and was calibrated

using traceable measurement techniques. The calibration results, environmental monitor-

ing, and 30 replicate XCT scans of the artifact were used to determine measurement uncer-

tainty for various features using the substitution method. It was shown that the measure-

ment uncertainty and bias are not consistent across pin diameter measurement. However,

in comparison to the voxel size, none of these bias values were unreasonably large when

compared to other measurement results achieved in the literature. Analysis of the individ-

ual uncertainty contributions showed that spatial variance in uncertainty were largely due to

changes in process repeatability. While the integration of additional uncertainty parameters

associated with the standard uncertainty in bias were presented to account for temperature

variations throughout the total XCT scan length, they were shown to not have a significant

impact in the total uncertainty for the presented measurements. Analyses of the end cap

features show that even with significantly larger total penetration depth, low uncertainty in

measurement were achievable within the same scan as a lattice. Significant variations were

observed in the normality of the results. While the standard deviation of measurement re-

sults was found to provide the most conservative estimate of uncertainty, other measures of

dispersion, such as MAD, may provide a more accurate measure of process repeatability.

Overall, the results presented show the viability of the designed measurement artifact for

diameter measurement and end cap feature measurement.
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6.1.3 Uncertainty assessment in AM components

A methodology to assess measurement uncertainty in the XCT measurement of AM lat-

tice components utilizing the substitution method, measurements presented in Chapter 4,

environmental data, and various measurements of the AM components. Thirty AM lattice

components were manufactured out of 316L using an LPBF system. The surface texture

on the upward facing and downward facing surfaces were measured using a CSI system.

The average Sp and Sz2 of the components were characterized. The top end cap of the

components were measured using a CMM. Fifteen XCT scans of three AM components

were completed to assess repeatability. Single XCT scans of five different components

were conducted. Various methods to report uncertainty without correcting the estimated

bias were investigated. It was determined that the SUMUMAX method is the most suit-

able to report measurements in which bias cannot be corrected. The bias between XCT

and CMM in the measurement of the AM components were calculated and compared to

other methods to calculate this bias using surface texture parameters. The results show

that methods to estimate bias between XCT and CMM measurements which utilize surface

texture parameters can overestimate the bias by over a factor of two. XCT measurements

of the AM struts showed form errors which were up to 63% of the intended strut diameter.

Additional investigation of the variation in X-ray penetration depth because of form errors

is completed, and showed up to 6% changes in total transmission. The standard deviation

of XCT measurement of AM components was found to be on average 4.5 times higher

than the measurements of the calibrated artifact in strut diameter measurement. The un-

certainty in AM lattice strut diameter measurements was then assessed using the proposed

method. Results show that using the SUMUMAX methodology to determine uncertainty

using uncorrected bias, the strut diameter can be assessed on average with an uncertainty

interval of ± 54.8 µm. Further analysis determined that the major factor in that uncertainty

interval is the estimated bias incorporated into the uncertainty. Analysis of the expanded

uncertainty shows that uw is often the dominant factor indicating that the repeatability of
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XCT measurement of AM components is lower than than the calibrated artifact.

6.2 Contributions

This work has resulted in the following significant contributions:

1. A framework to reduce variation in the registration of data from multiple measure-

ment sources for geometric evaluation of AM lattice components

2. A calibrated artifact and a methodology to determine the measurement uncertainty

in X-ray computed tomography measurement of lattice geometries

3. A methodology to determine the measurement uncertainty in X-ray computed to-

mography measurement of additively manufactured lattice components

This work has also resulted in several already published works [124, 125] and planned

publications [126, 127].

6.3 Limitations

While the work presented has and will result in further scientific contributions, there are

certain limitations which must be addressed. An important caveat in the results presented

in Chapter 3 is the construction of the coordinate systems used in the alignment procedure.

On an ideal geometry and measurement procedure, this process would yield definitive re-

sults. However, for any physical object and measurement procedure, measurement with

two different systems, or even repeated measurements with the same system, will create

different coordinate systems. This is due to uncertainty and variation in the individual data

points which propagates into the coordinate system construction. In the present study, this

effect was not specifically examined, as the relative changes in alignment were of interest.

Another point to note is that these components were measured in the as built condition.

Because of this, the effects of surface roughness were present in both measurement data
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sets. This roughness, and it’s effect on data acquisition, have not been investigated in the

present study. A follow up study will investigate the construction of the individual part co-

ordinate systems and estimation of their uncertainty. In the evaluation of the curved lattice,

the distinction between the exterior (which is defined by the TSS) and the interior of the

lattice structure is hard to discern in the inspection data, making it difficult to determine

appropriate sampling locations to evaluate form. This fluctuation in this sampling cutoff

will lead to variation in the fit geometry, and thus the inspection results.

The limitations of the XCT and the measurement artifact are closely tied together and

are limited by several factors. The first of these factors is the available power of the XCT

measurement system. The maximum acceleration voltage of 135 kV for the XCT system

used only allows for the inspection of small metallic components, thus limiting the size

and complexity which can be successfully scanned. This has significantly limited the ex-

perimental design of this study. Because the samples measured in this study are relatively

small, it could be argued that the conclusions of this study are not necessarily indicative

of the phenomena that would occur in ”real world” lattice measurement. Examples of this

could include the interaction of the X-rays with lattice nodes, larger lattice sizes leading to

more complex X-ray paths and potential for imaging artifacts, and more complex, organic,

or random unit cell geometry which could influence measurement uncertainty.

Another limiting factor is the design of the measurement artifact. While the simplified

design allows for ease of manufacture and calibration since all struts in the artifact oriented

parallel to the vertical direction, it may not capture X-ray-workpiece interactions which

occur in the measurement of an actual AM lattice where struts are arranged in orthogonal

or other non-parallel directions. This limitation makes the immediate implementation of

this methodology to any given lattice structure difficult.

The similarity requirements of the substitution method also limit the applicability of re-

sults observed in this work. The near-infinite complexity of parts produced by AM enables

the design of a wide range of lattice geometries optimized for their individual application.
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In its current form, uncertainty assessment by the substitution method requires the produc-

tion and calibration of a reference twin of each test workpiece. Doing this for each small

variation of a lattice structure, if possible, is not practical. This also means that the mea-

surement uncertainties observed in this work are not applicable to any other measurement

tasks. While the results can be used as a statement of what is achievable from this system

using similar measurement parameters, they cannot be applied to any other measurements

which do not follow the conditions prescribed or of dissimilar components.

A final limitation is the quality of the as manufactured AM components. The quality of

the printed parts directly effected the results of this study, including the calculation of aver-

age surface roughness for the calculation of bias between XCT and CMM measurements,

the significant form cylindrical variations observed in the strut measurement, and the vari-

ation in the AM process. The components investigated in this work were manufactured in

the horizontal orientation. If the components were manufactured in the preferred vertical

orientation, these values could significantly change. It is hypothesized that both the surface

roughness and form measurements would significantly decrease in magnitude due to lack

of downward facing surfaces on these features.

6.4 Recommendations for future work

Because of the limitations listed in the previous section, there are several recommendations

for future work to expand upon the presented research and further its scientific contribu-

tions.

The first of these recommendations is to create more rigorous procedures to sample

data on the exterior of lattice structures for form measurement. Specifically, research into

a robust methodology to determine the cutoff between the ”exterior” and the ”interior” of a

lattice defined by a TSS should be conducted. For measurements which cannot utilize the

method presented in Chapter 3 due to a lack of tactile measurement data, this is also crucial

for data registration. This method should be able to work with TSG defined with geometric
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primitives (planes, cylinders, spheres, etc.) or free form surfaces.

Future work should also conduct the presented experiments again using higher power

XCT system. A 225 kV or a 440 kV system would allow for the measurement of sig-

nificantly larger artifacts and AM lattice geometries. These could be designed to better

represent commonly implemented lattice geometries, including having a higher number of

struts, changing the orientations of struts to include vertical, horizontal, and diagonal struts,

and designing in nodes to connect individual struts. These would allow a more complete

spatial analysis of measurement uncertainty in lattice geometries. This could include the

analysis of variations in uncertainty between vertical and horizontal struts. There would

be expected differences between these two scenarios, as horizontal struts parallel to the

beam path are more susceptible to produce imaging artifacts due to cone beam effects and

changes in penetration depth throughout the course of the scan.

Another recommendation for future work is to further investigate the similarity require-

ments of the substitution method. Because of the strict similarity conditions required, the

assessment of uncertainty on a given lattice structure can be very challenging. If the sim-

ilarity conditions could be relaxed, the applicability of the substitution method to a wider

range of components could be possible. For instance, a single artifact could be used for

the qualification of several moderately dissimilar lattices. This could potentially be accom-

plished by mitigating the effects of imaging artifacts on the uncertainty in measurement of

lattice components.
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Appendices



APPENDIX A

CALIBRATION MEASUREMENT

Figure A.1: Calibration Measurements
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APPENDIX B

XCT MEASUREMENT DATA

Figure B.1: XCT measurement data(1)
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Figure B.2: XCT measurement data(2)
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