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ABSTRACT 

The ability to provide uninterrupted power to military installations is paramount 

in executing a country’s national defense strategy. Microgrid architectures increase 

installation energy resilience through redundant local generation sources and the 

capability for grid independence. However, deliberate attacks from near-peer competitors 

can disrupt the associated supply chain network, thereby affecting mission-critical loads. 

Utilizing an integrated discrete-time Markov chain and dynamic Bayesian network 

approach, we investigate disruption propagation throughout a supply chain network and 

quantify its mission impact on an islanded microgrid. We propose a novel methodology 

and an associated metric we term “energy resilience impact” to identify and address 

supply-chain disruption risks to energy security. A case study of a fictional military 

installation is presented to demonstrate how installation energy managers can adopt this 

methodology for the design and improvement of military microgrids. 
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Executive Summary

Over the past decade, there has been significant research regarding energy resilience and
its context within military applications. Microgrid architectures have been of particular
interest due their ability to operate independent of the external utility grid, thereby allowing
for sustained operations when the necessity arises. Recent studies have looked at various
aspects, such as cost and mission impact, but neglect to incorporate vulnerabilities within
the supply chain network. Executive Order 14017 directed the United States government to
review the nation’s critical supply chains and found significant risks to both economic and
national security. As such, this thesis seeks to further understand the relationship between
energy resilience and supply chain disruptions within the microgrid context.

Military microgrids differ from their civilian counterparts due to a concept known as
mission assurance. Instead of a financial perspective, the armed forces are concerned about
maintaining vital functions in support of national security. This thesis develops a novel
metric termed “energy resilience impact” to relate power interruption to mission impact.
The metric is incorporated into an overarching methodology which guides installation
energy managers in the design and improvement of military microgrids. The steps are
organized as follows:

1. Identify Critical Loads
2. Assign Mission Impact
3. Determine Total Assessment Period
4. Model Supply Chain Network
5. Generate Failure Scenarios
6. Simulate Microgrid Operation
7. Calculate Energy Resilience Impact
8. Determine Acceptable Impact
9. Develop Risk Treatment Strategies

A case study is then presented to demonstrate the potential usefulness of this method. The
model utilizes Microsoft Excel to model a diesel supply chain which is inputted into a
MATLAB simulation. Power generation and consumption is calculated in discrete time

xv



steps to clearly determine when power demand is unmet, allowing for the calculation of
expected unserved energy, energy resilience, and energy resilience impact. Two separate
architectures were analyzed for the purposes of the case study—a baseline microgrid and
one upgraded with hybridized generation sources.

Results showed that microgrids overly reliant on diesel fuel as a primary source of backup
power are particularly susceptible to supply chain disruptions. By utilizing the proposed
methodology, installation energy managers may conduct similar analysis of their microgrids
to identify significant supply chain vulnerabilities. Different architectures may be iterated
until a satisfactory result is designed. Lastly, the methodological limitations and indications
for future work are highlighted for subsequent extensions of this work.
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CHAPTER 1:
Introduction

Over the past decade, the Department of Defense (DoD) has had a vested interest in
microgrids due to their ability to increase the energy resilience of military installations.
These installations perform a variety of national security functions that differ between armed
services (naval air stations, training school houses, depot-level maintenance facilities, etc.),
but almost always depend on a continuous power source. In that respect, microgrids provide
the electrical infrastructure necessary to maintain military operations despite disruption to
the external utility grid. This is mainly due to the incorporation of local energy generation
sources (emergency diesel generators [EDGs], photovoltaic [PV] arrays, energy storage
systems [ESSs], etc.) during “islanded operation.”

Historically, EDGs have been the energy generation source of choice within the DoD, but
these require either on-site fuel storage or continuous resupply during operation. If we
consider this dependency on the supply chain network (SCN), the microgrid is not as inde-
pendent as previously thought. With the changing geopolitical situation, deliberate attacks
from near-peer competitors becomes a very real possibility. A prime example includes the
2021 ransomware attack on Colonial pipeline, which severely affected fuel supplies to the
East Coast region for approximately six days. Similarly, the Nord Stream 2 pipeline has
sparked debates in the European theater regarding the ability to effectively shutoff another
country’s fuel supply. These examples indicate possible scenarios which may occur at DoD
installations.

The ongoing Coronavirus pandemic has also revealed significant vulnerabilities within the
nation’s SCNs to the point that the United States (U.S.) president issued Executive Order
14017 (America’s Supply Chains) [1]. The order directed a review of the nation’s critical
SCNs and found serious risks to both economic and national security. As such, this thesis
seeks to bridge the gap between the two research areas of military microgrids and SCNs.
Existing research has identified the risk of SCN disruption to military microgrids, but have
made no efforts to quantify its impact. In fact, most modeling efforts assume a certainty
of resupply, which is an unrealistic assumption. To guide this research effort, the following
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questions are posed:

• What happens to the microgrid after supply chain disruption?
• What methods are available to identify, model, and address these types of risks?

In order to answer these questions, this thesis conducts a thorough literature review of
current metrics and methodologies. In particular, this research investigates current DoD
guidance in order to establish a comparative analysis tool for installation energy managers
(IEMs). The proposed methodology provides IEMs a means to explore possible trade
spaces by evaluating the microgrid under worst-case scneario conditions. A case study is
then presented to demonstrate this methodology on two separate microgrid architectures.
The first configuration is reflective of current DoD installations, while the second represents
possible improvements for consideration. This thesis utilizes the “manuscript option” and
is structured as follows: Chapter 1 provides broad context of the work submitted; Chapter 2
presents the journal manuscript submitted to Multidisciplinary Digital Publishing Institute’s
special issue of “Infrastructure Resilience in Emergency Situations” for peer review; and
Chapter 3 provides a brief summary of the research and additional future work not mentioned
within the article.
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CHAPTER 2:
Manuscript Submission

2.1 Energy Resilience Impact of Supply Chain Network
Disruption to Military Microgrids

A version of this chapter was submitted in November 2021 to the Multidisciplinary Dig-
ital Publishing Institute’s Infrastructures Systems Journal special issue on “Infrastructure
Resilience in Emergency Situations” as: E. Anuat, D. L. Van Bossuyt, and A. Pollman,
“Energy Resilience Impact of Supply Chain Network Disruption to Military Microgrids.”

MDPI is an open access publisher that distributes under the Creative Commons Attribution
License which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited. Copyright does not apply in the United States
but may apply internationally.
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2.2 Introduction
The U.S. DoD considers the microgrid an essential building block for improving energy
resilience across its installations [2]. Microgrids offer protection from power disruptions,
whether natural or man-made, through the utilization of distributed energy resources (DERs)
independent of the utility grid. Military installations, especially those in remote areas, are
similarly dependent on SCNs to ensure continuity of operations (COOP) [3], [4]. The past
three decades of globalization and technological development have driven modern SCNs
to become leaner and more efficient [5]; adversely, they are now increasingly complex and
less resilient to disruption. The changing geopolitical situation (Nord Stream 2, trade tariffs
etc.) amidst the ongoing Coronavirus (COVID-19) pandemic has provided valuable insights
on the weaponization of SCN vulnerabilities. In February 2021, Executive Order 14017 [1]
directed the U.S. government to conduct a thorough review of the nation’s critical SCNs.
Results of the task force [6] elucidated significant risks to both economic and national
security—necessitating new perspectives with respect to supply chain risk management
(SCRM).

Current analysis techniques for microgrid resilience make assumptions about logistics which
may not always hold true. The growing threat from near-peer competitors presents the very
real possibility of deliberate attacks on critical infrastructures. As such, we investigate the
consequences of SCN disruption to military microgrids operating under islanded conditions.
We develop a corresponding methodology to assist IEMs in the identification and assessment
of supply-related risks to energy security and, furthermore, provide an impact metric to link
power interruption with mission impact.

The remainder of this article is organized as follows: Section 2.3 provides basic definitions
and background information, Section 2.4 presents a methodology to evaluate the impact of
SCN disruption to a military microgrid, Section 2.5 demonstrates the proposed methodology
on a fictional military installation, Section 2.6 discusses conclusions and potential for future
work, and Section 2.7 summarizes the article.

2.3 Background and Literature Review
This section provides background on concepts required to understand the specific contri-
bution of this article. Established methodologies, related research, and initiatives are also
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discussed to identify the key drivers and current gaps within the literature.

2.3.1 Overview of Military Microgrids
The U.S. Department of Energy (DOE) defines a microgrid as “a group of interconnected
loads and distributed energy resources within clearly defined electrical boundaries that acts
as a single controllable entity with respect to the [utility] grid. A microgrid can connect
and disconnect from the [utility] grid to enable it to operate in both grid-connected or
island mode" [7]. This commonly cited definition highlights the three main requirements
that characterize a microgrid [8]:

• Identifiable. The system has both physical and functional boundaries with the main
external interface located between the microgrid and the external utility grid [9], [10].
From a systems engineering (SE) perspective, the microgrid not only encompasses
the physical equipment and software, but also the people (operators, maintenance
organizations, etc.) and processes required to ensure system operability [10], [11].

• Independent. The microgrid can still function regardless of whether it is connected
or disconnected from the utility grid [8], [12]. While operating in island mode, local
generation sources (diesel generators, PV arrays, etc.) provide power to critical loads
and may be supplemented via ESSs [13], [14].

• Intelligent. A microgrid controller manages the resources defined within the system
boundary (including the utility grid interface) [12], [15] and may utilize cooperative
control when operating in grid-connected mode [16]. Traditional microgrids have
primarily focused on islanding, whereas newer "smart grids" use energy management
systems (EMSs) to balance electrical demand, schedule the dispatch of resources, and
preserve overall grid reliability [15], [17], [18].

The benefits to adopting a microgrid architecture are increased energy security, reduced
life cycle costs, and increased utilization of renewable energy sources (RESs) [8], [19]. Of
those three, the DoD prioritizes increased energy security to ensure the mission readiness
of the armed forces [20]. Historically, DoD installations have relied on dedicated EDGs in a
variety of configurations [21] to provide backup power to critical loads [22], [23]; however,
these architectures are typically not well integrated with internal resources or the utility
grid [22], [24]. Consequently, the installations are left vulnerable during extended power
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outages or periods of high stress on the larger transmission and distribution system [22],
[25], [26]. Microgrids provide an electrical infrastructure that combines multiple forms of
DERs and are better suited to withstand and recover from energy disruptions [22], [24],
[27].

Threats to microgrids include component reliability, natural weather phenomena (hurri-
canes, floods, climate change, etc.), environmental changes, and other forces capable of
disrupting power flow from the utility grid [14], [28]. Microgrids designed for military
use are particularly susceptible to various forms of deliberate attack (physical [29], human,
and cyber [30]). As assets to national security, military microgrids must be approached
with mission assurance at the forefront [31]. DoD Instruction 3020.45 [32] recognizes that
energy resilience efforts addressing risks to critical infrastructure directly support the “Mis-
sion Assurance Construct", a DoD-wide process to identify, assess, and monitor the risks
to strategic missions. As such, a holistic approach based on risk and associated impact is
required to effectively design a military microgrid [14], [33].

2.3.2 Measuring Energy Resilience
The Department of the Navy (DON) characterizes energy resilience as one of the three
pillars of energy security, alongside energy reliability and efficiency [34]. While there are
a variety of definitions that exist within the literature, resilience essentially refers to a sys-
tem’s response and ability to maintain vital functions before, during, and after a disruptive
event [35]. Military definitions of energy resilience typically align with their civilian coun-
terparts but will notably incorporate the mission aspect as it pertains to critical loads [36],
[37]. Within the context of 10 U.S.C. § 101(e)(6) [38], energy resilience ensures “energy
availability and reliability sufficient to”: (1) “provide for mission assurance and readiness”,
and (2) “execute or rapidly reestablish mission essential requirements“ after an unantici-
pated energy disruption. This working definition highlights the two main requirements for
which military microgrids will be assessed in this article.

The first step towards establishing a suitable metric for energy resilience is to examine a mi-
crogrid under perturbation. The performance curve in Figure 2.1 is adapted from Bruneau et
al.’s [39] framework for resilience and conceptualizes a microgrid’s response to a disruptive
event as a function of time. Typically, system performance outlines a trapezoidal shape as it
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transitions through different phases of resilience (avoidance, survival, and recovery) [40].
During the avoidance phase [to, td), the microgrid is in a stable state and can anticipate,
prepare, and take precautionary measures against disruptions [41]. The event itself occurs
at te; however, depending on its severity and the microgrid’s absorptive features (physical
configuration, casualty control procedures, etc.), system performance may not immediately
decline (“invulnerability period”) [40], [42]. Once the microgrid is unable to maintain
optimal performance parameters (popt), it enters the survival phase [td, tr) and may take
adaptive measures (load shedding [43], intentional islanding [44], etc.) to protect critical
loads. Finally, the recovery phase [tr, tf] aims to restore the system from a degraded to
normal operational state and may span from days to years contingent on the damage to
critical infrastructure [45], [46]. Depending on the extent of restoration, the microgrid’s
recovery behavior may be characterized as either robust [39], adaptive [47], ductile [48], or
cascading [49]–[51].

Figure 2.1. Generic microgrid resilience curves before, during, and after a
disruptive event. Recovery behavior is dependent on a microgrid’s absorptive,
adaptive, and restorative capacities. Adapted from [52]–[54].
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The increasing number of publications related to microgrids has introduced various mea-
sures for energy resilience [35], [55]–[65]. Several methods are based on the performance
curve depicted in Figure 2.1 and attempt to capture resilience within a single measure [41],
[66]. Henry and Ramirez-Marquez [67] quantified resilience as the comparison between re-
covery and loss, whereas Ouyang and Dueñas-Osorio [68] utilized the area between optimal
and actual performance curves (the trapezoidal area). Furthermore, researchers [58], [69]–
[74] have defined specific components of the “resilience trapezoid” establishing concepts
such as absorptive, adaptive, and restorative capacity (see Vugrin et al. [52]). However, not
all measures are solely performance-based. Related studies [41], [75]–[77] have also ex-
plored the resilience-cost tradespace. In particular, Giraldez et al. [78] proposed a customer
damage function (CDF) representing interruption cost as a function of outage duration.
Hildebrand [79] and similarly Bolen et al. [80] applied net present value (NPV) to ascertain
the life-cycle cost (LCC) of energy resilient solutions. A cost-based approach, however,
proves difficult when assigning a monetary value to mission assurance and (to a greater
extent) national security [36], [81].

Instead, the DoD uses Mission Dependency Index (𝑀𝐷𝐼) to distinguish between critical
and non-critical facilities aboard military installations [82]:

𝑀𝐷𝐼 = 26.54

[
𝐷𝑊 + 0.125

1
𝐴

𝐴∑︁
𝑘=1

𝐷𝐵 + 0.1 ln 𝐴

]
− 25.54, (2.1)

where 𝐷𝑊 is mission intradependency (“within”), 𝐷𝐵 is mission interdependency (“be-
tween”), and 𝐴 is the number of mission areas identifying interdependency. Through expert
elicitation of 𝐷𝑊 and 𝐷𝐵, a normalized score between 0 and 100 is calculated for each
facility, with 100 being most impactful to mission assurance [83], [84]. Some researchers
have adapted 𝑀𝐷𝐼 into an overarching resilience metric or methodology. In Peterson et
al.’s [14] approach, energy resilience is quantified by expected electrical disruption mission
impact (EEDMI), wherein 𝑀𝐷𝐼 provides the input to mission impact per unit time [85].
Moreover, Beaton [86] and Kain et al. [36] incorporated EEDMI in their investigation of
resilient microgrid configurations (ESSs and nanogrids). However, despite its widespread
use, several critiques [87]–[89] have disputed the efficacy of 𝑀𝐷𝐼; notably, it neglects facil-
ity interdependencies and implies that supporting infrastructures (roads, power lines, etc.)
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remain operational to service high-scoring assets (an unrealistic assumption) [87]. Related
research, particularly Smith [90] and Fish [87], further address these shortcomings.

In 2021, the DoD issued a memorandum [91] regarding energy metrics and standards at
military installations, defining energy resilience for a critical load, 𝑅𝐶 , as:

𝑅𝐶 =
𝑇𝑈

𝑇
=

𝑇𝑈

𝑇𝑈 + 𝑇𝐷
, (2.2)

where 𝑇 is the total assessment period, 𝑇𝑈 is the length of time it receives sufficient energy
to provide for mission assurance (“uptime”), and𝑇𝐷 is the remaining duration of insufficient
energy throughput (“downtime”). By this definition, desired mission availability establishes
the benchmark for energy resilience. For example, in order to achieve 𝑅𝐶 = 0.99, 𝑇𝐷 cannot
exceed 20 minutes in a two-week period; for 𝑅𝐶 = 0.98, that number is approximately
400 minutes. While Equation (2.2) provides an initial metric for critical load analysis, an
aggregate reading must be used to represent the microgrid as a whole [91]. Previous work by
Kwasinski [92] used an analogous measure, which we adapt to express microgrid resilience,
𝑅𝑀 , for 𝑁 critical loads as:

𝑅𝑀 =

∑𝑁
𝑖=1 𝑇𝑈,𝑖

𝑁𝑇
=

∑𝑁
𝑖=1 𝑇𝑈,𝑖∑𝑁

𝑖=1(𝑇𝑈,𝑖 + 𝑇𝐷,𝑖)
, (2.3)

where 𝑇𝑈,𝑖 and 𝑇𝐷,𝑖 is uptime and downtime, respectively, for an individual critical load 𝑖. A
distinct feature of Equation (2.3) is its scalability to portions of the microgrid. For instance, 𝑁
can represent the critical loads in a specific lateral or feeder, or a given substation [92]. Also
note that while Equations (2.2) and (2.3) resemble well-established definitions of energy
availability [93], [94], they are not synonymous and differ in application [46], [92]. Energy
availability is calculated from numerous maintenance and repair cycles, whereas energy
resilience is based on a single disruptive event [92], [95]. Additionally, if repeated over
multiple occurrences, 𝑅𝑀 can measure subsequent improvements in design or operational
policy [92]. For these reasons, we interpret Equation (2.3) as within DoD guidance and
suitable for the research purposes presented in this article.
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2.3.3 Modeling Supply Chain Network Disruption
A supply chain refers to the socio-technical network required to identify, target, and fulfill
a specific demand [96]. Although fundamentally simple, SCNs are increasingly complex
depending on the scope or perspective [97]–[99]. Consider the SCN depicted in Figure 2.2.
The individual entities, referred to as “nodes” in graph lexicon, are involved in the con-
version, logistics (distribution, storage, etc.), and transaction of materiel to an ultimate
customer [100]. Relationships between nodes, or “arcs”, are physical and functional con-
nections (routes, communications, etc.) represented by uni- or bi-directional flows [96],
[100]. Within the SCRM literature, the degradation and interdiction of specific arcs has
been a key area of interest for civilians and military alike [101], [102]. In many instances,
cash-flow management is of specific interest to ensure business continuity and long-term
profitability [103], [104]. However, despite the private sector’s preference towards a finan-
cial perspective, the U.S. government views SCRM through the lens of mission assurance.
DoD Instruction 5200.44 [105] defines SCRM as a systematic process to protect mission
critical functions by administering susceptibilities, vulnerabilities, and threats throughout a
SCN. The process takes a four-step approach towards managing risk (identification, assess-
ment, treatment, and monitoring) in line with International Standards Organization (ISO)
31000 guidelines [106], [107].

Figure 2.2. Directed acyclic graph (DAG) of a supply chain network (SCN).
A ripple effect occurs following a disruption (red diamond) between a man-
ufacturer (M2) and distributor (D2), negatively affecting the distributor and
three downstream customers (C2, C3, and C4).
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SCN risks fall into two broad categories according to source [108]. Operational risks
are inherent uncertainties within the SCN (unknown supply and demand, safety recalls,
etc.) and are typically low-impact-high-probability (LIHP) occurrences [109]; in contrast,
disruption risks refer to high-impact-low-probability (HILP) events ordinarily caused by
external forces [109]. Prominent examples are listed in Table 2.1 for reference. Specific to
HILP events, a phenomena known as the “ripple effect” occurs when a disruption, rather
than remain localized to a node or portion of the SCN, continues to cascade downstream
(shown in Figure 2.2) [110]. The potential impacts may result in longer lead times or
damaging financial implications throughout the network [110], [111].

Table 2.1. Example disruption risks to supply chain networks (SCNs).

Initial Impact Disruption Risk Example

Single node Deliberate attack Insider threat [112]
Cyberattack [113], [114]
Terrorist attack [115]

Logistics delay Inclement weather [116]
Transportation accident [117]
Port congestion [118], [119]

Multi-nodal Natural disaster Hurricane [120], [121]
Earthquake [122]
Wildfire [123]

Material shortage Trade tariffs [124]
Shipping route blockage [125]
Civil unrest [126]

Financial crisis Market volatility [127], [128]
Economic recession [129]
Global pandemic [130]

As such, there has been significant literature regarding the ripple effect and its consequences
across various domains [110]. Gholami-Zanjani et al. [131] assessed its effect on the food
industry as a basis for location-allocation and inventory-replenishment decisions. Chauhan
et al. [132] developed a tripartite ripple effect model investigating the benefits of a nested
SCN topology, whereas others have applied mathematical optimization (mixed-integer and
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stochastic programming, etc.) in their studies of disruption propagation [133], [134]. Of note,
an emerging research area within SCRM is the use of dynamic Bayesian networks (DBNs) as
a method for transient analysis [135]. A DBN approach can effectively capture the temporal
probabilistic dependencies between nodes through the use of conditional probability tables
(CPTs) and interconnected time-slices [136]. Specifically, Hosseini et al. [137] proposed a
ripple effect model integrating DBNs with discrete-time Markov chains (DTMCs), thereby
also accounting for the dynamicity (vulnerability, recoverability, etc.) of individual nodes.
The DMTCs are equalized into a greater DBN (representing the SCN) to simulate the
propagating behavior of supplier disruption [137].

For example, consider the SCN node in Figure 2.3. The four states represent varying levels of
operational capacity—fully operational (𝜋0), semi-disrupted (𝜋1), heavily-disrupted (𝜋2),
and fully disrupted (𝜋3). As a Markovian process, predictions can be made of its future
states based solely on its current state (memoryless) [138], with the transition probabilities
associated with state changes reflecting nodal reaction and response. In this case, the initial
shock due to disruption (𝜆1, 𝜆2, or 𝜆3) may result in a regression to one of three states
depending on severity. Cascading failures (𝜆4, 𝜆5, and 𝜆6) represent scenarios in which
the inability to complete satisfactory repairs incurs additional damage [139]. Otherwise, if
repairs (𝜇2, 𝜇4, and 𝜇5) are successful, then the node may revert to a more operationally
capable state or, if able, employ surge capacity (𝜇1 and 𝜇3) to accelerate the recovery
timeline [140]. It is also possible for the node to remain in its current state (𝛼𝑛) rather than
transition to another. Assuming that the Markov chain is irreducible and aperiodic, then
there exists an equilibrium condition in which state probabilities no longer change after
a sufficiently large time interval, irrespective of the initial state [141]. These steady-state
probabilities may be solved for algebraically or through a series of matrix operations.
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Figure 2.3. Discrete time Markov chain (DTMC) model of a node with four
operational states. The state transitions (𝛼𝑛, 𝜆𝑛, and 𝜇𝑛) represent various
reactions and responses to disruption risks.

Subsequently, a collection of DTMCs may be integrated into a Bayesian network (the
SCN in Figure 2.2), wherein the causal relationships between parent and child nodes
are described by CPTs [142]. The Bayesian network is then characterized as dynamic
when its random variables are indexed over a discretized timeline, allowing a node at
𝑖th time-slice to be conditionally dependent on its parents at the present time-slice and
its own state in a previous one [143]. Thus, a DTMC-DBN approach is an effective tool
for modeling not only disruption risks but also the ripple effect which occurs thereafter.
Individual nodes or sections may be further examined to formulate observations regarding
total expected utility (TEU), service level, and arc criticality [137]. But this method is
not without its disadvantages. As the number of variables increase (states, parents, etc.),
probability calculation quickly becomes intractable [144]. Specifically, the accuracy of
CPTs is heavily dependent on expert elicitation or historical data, which may or may not
be readily available [145], [146]. To cope with the challenges of a scant data environment,
Liu et al. [147] introduced a robust DBN optimization model for small-size instances and a
simulated annealing (SA) algorithm to handle larger-scale problems.
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2.3.4 Specific Contribution to the Literature
Existing research [10], [14], [22], [25], [36], [79], [80], [85], [86], [148], [149] has repeatedly
identified SCN disruption as a significant threat to military microgrids. However, to our
knowledge, the downstream impact has yet to be quantified. The interrelated study of
energy-specific SCNs (petroleum, natural gas [150], etc.) has primarily focused on supply
chain resilience (SCRES) [151], not necessarily translatable to our research purposes. In
fact, islanding allows a microgrid to operate independent of the SCN for a period of time,
yet for military installations reliant on EDGs the uncertainty of fuel resupply presents an
interesting dichotomy. Hossain et al. [152] and Wang et al. [153] suggested incorporating
these uncertainties (limited fuel, sparsity of solar irradiation, wind, etc.) into resilience-
oriented operation models as part of future work.

This article contributes a novel methodology and associated metric to support the design
and improvement of military microgrids subject to SCN disruption. We utilize an integrated
DTMC-DBN approach to model these disruption risks and capture the resulting ripple effect
in terms of “energy resilience impact”. Due to its quantitative nature, DoD IEMs can clearly
compare between varying energy resilient solutions under worst-case scenario conditions.
Additional benefits may be realized to include the identification of node and arc criticality
with respect to installation energy security.

2.4 Methodology
This section presents a methodology to identify, model, and address supply chain disrup-
tion risks to military microgrids using the proposed energy resilience impact metric. We
systematically integrate various methods into a comparative analysis tool for the purpose
of minimizing mission impact. The steps are organized in accordance with Figure 2.4 and
may be tailored to incorporate preferred practices directed by local installation guidance.
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Figure 2.4. Methodology overview. This method is offered as an evaluative
tool to assist installation energy managers (IEMs) in minimizing microgrid
susceptibility to supply chain disruption risks.

2.4.1 Step 1. Identify Critical Loads
First, the IEM must identify all critical loads necessary for mission fulfillment. This is
best accomplished by decomposing the installation into individual facilities and delineating
which require a continuous power source. While it is possible to provide further classifi-
cation at the subsystem or component level, the added specificity may not be required. We
recommend incorporating these facilities into an electrical one-line diagram to represent the
collective microgrid. This will help conceptualize the problem space and, more importantly,
distinguish power-flow requirements for later simulation.
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2.4.2 Step 2. Assign Mission Impact
Subsequently, a mission impact (𝑀𝐶) score between 0 to 100 is assigned for each facility.
As an adaptation of Peterson et al.’s [14] metric, 𝑀𝐶 is unitless and measures relative
importance to mission assurance. The IEM may either utilize 𝑀𝐷𝐼 from Equation (2.1)
or develop a new method, though we advocate the former for 𝑀𝐶 . Essentially, this step
quantifies the answers to the following questions [14], [83]:

• How long can functions cease without adversely affecting the installation’s mission?
• To what degree can the mission continue assuming complete loss of functionality?
• Does disruption propagate throughout the installation and cause additional losses?
• Is there redundancy available? Or can functions be transferred to another facility?

𝑀𝐶 scores are vetted by the relevant stakeholders to support emergency management de-
cisions (load shedding schema, repair strategies, etc.) and later, in Step 9, evidence for
funding prioritization (redundancy upgrades, military construction (MILCON) proposals,
divestiture, etc.) [84].

2.4.3 Step 3. Determine Total Assessment Period
The IEM then determines the total assessment period, 𝑇 , for follow-on calculations and
simulation. 𝑇 should encompass the required “days of autonomy” mandated by the applica-
ble armed service although a larger time interval may be selected for analyzing alternative
architectures. Note that, for an overly large duration, additional attributes (equipment reli-
ability, maintainability, etc.) warrant consideration. We suggest sizing 𝑇 to include at least
two refueling cycles or 14 days, whichever is greater. Such a duration is sufficient to observe
the aftereffects of SCN disruption whilst still adhering to DoD guidance and policy.

2.4.4 Step 4. Model Supply Chain Network
Next, the IEM employs Hosseini et al.’s [137] integrated DTMC-DBN approach to model
the energy SCN. Beginning with the installation and working backwards, the IEM accounts
for all entities that affect the value stream. Each node will have a corresponding DTMC to
represent various operational states and, if parental dependency exists, an associated CPT.
We encourage jointly developing this model with logistics specialists in order to accurately
depict the transition and conditional probabilities. Moreover, mapping the entire SCN is
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likely extraneous when determining the (relatively) short-term sustainment of an islanded
microgrid. The scope of analysis should in effect be driven by𝑇 . As𝑇 increases, disruptions
farther upstream have increased potential to negatively impact the installation.

2.4.5 Step 5. Generate Failure Scenarios
Afterwards, the IEM generates a set of failure scenarios that can occur within the SCN.
As there is no one-size-fits-all approach to identifying disruption risks, the distinct circum-
stances of each node must be examined. Historical data if available should serve as a primer
for consideration. Different locales will also have area-specific threats (weather-related,
waterborne, neighboring population, etc.) to coincide with those anticipated in the current
geopolitical situation. As a guideline, we submit the following types of scenarios for use
(refer to Table 2.1 for specific examples):

1. Baseline scenario. Normal SCN operation with zero disruptions throughout 𝑇 ;
2. Worst-case scenario. No access to the energy SCN for the entire duration of 𝑇 ;
3. Single node scenario(s). Disruption affecting a node integral to SCN function;
4. Multi-nodal scenario(s). Disruption affecting multiple nodes simultaneously.

2.4.6 Step 6. Simulate Microgrid Operation
Upon generating the failure set, the IEM is ready to simulate islanded microgrid operations.
Relevant inputs include but are not limited to: EDG (generator sizing, refueling schedule);
PV (array size and efficiency); ESS (capacity rating, charge and discharge efficiency); and
EMS (load profile and shedding schema). The simulation should cover periods of high stress
(peak load times, low irradiance levels, etc.) to further exascerbate microgrid vulnerability.
Then, using power-flow analysis, the IEM calculates power generation and consumption at
discrete time steps with unmet demand as the primary output of concern.

2.4.7 Step 7. Calculate Energy Resilience Impact
Energy resilience may now be calculated at specific critical loads or for the entire microgrid
using Equations (2.2) and (2.3), respectively. However, these measures treat each load with
equal importance—inaccurate as defined by 𝑀𝐶 . Hence in order to relate these metrics to
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mission assurance, we must establish a new relationship between terms. Assuming linearity
between 𝑅𝐶 and 𝑀𝐶 , we can express energy resilience impact on a critical load, 𝐸𝐶 , as:

𝐸𝐶 = 𝑀𝐶 (1 − 𝑅𝐶), (2.4)

essentially quantifying the ripple effect at that particular load. Repeating this process across
the installation yields the maximum energy resilience impact, 𝐸max

𝐶
, for 𝑁 critical loads:

𝐸max
𝐶 = max

𝑖∈[1,...,𝑁]
{𝐸𝐶,𝑖}, (2.5)

allowing us to further define energy resilience impact on the microgrid, 𝐸𝑀 , as:

𝐸𝑀 = 𝐸max
𝐶 +

[ ( ∑𝑁
𝑖=1 𝐸𝐶,𝑖

)
− 𝐸max

𝐶

(∑𝑁
𝑖=1 𝑀𝐶,𝑖) − 𝐸max

𝐶

]
(100 − 𝐸max

𝐶 )︸                                         ︷︷                                         ︸
impact modifier

(2.6)

Therefore, the most affected critical load sets the baseline value for 𝐸𝑀 which, in turn, is
increased by the remaining ratio of expected to possible 𝑀𝐶 (“impact modifier”). If 𝑀𝐷𝐼

was used for 𝑀𝐶 , then 𝐸𝑀 is likewise unitless and ranges from 0 to 100 depending on
severity. A score of 100, while unrealistic, indicates instantaneous loss of mission support
for the entirety of 𝑇 ; conversely, 𝐸𝑀 = 0 corresponds to complete invulnerability.

2.4.8 Step 8. Determine Acceptable Impact
Finally, 𝐸𝑀 is compared to predetermined threshold or objective values. Rather than es-
tablishing a subjective cutoff value, the IEM may utilize a percentage of total installation
𝑀𝐶—e.g., 5% of a 200 𝑀𝐶 total would yield a target of 𝐸𝑀 < 10. If calculated impact
is tolerable, then subsequent steps are unnecessary as the microgrid is deemed sufficiently
resilient to all scenarios. Otherwise, the IEM proceeds to Step 9 for subsequent analysis.
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2.4.9 Step 9. Develop Risk Treatment Strategies
The IEM examines the simulation results to pinpoint the main drivers of mission degrada-
tion. If multiple issues are identified, then SCN vulnerabilities are addressed in descending
𝐸𝑀 order as resolving higher priorities may have trickle-down effects. Potential microgrid
improvements (system configuration, operational policies and procedures, etc.) are continu-
ously iterated through Steps 6 to 8 in an effort to minimize 𝐸𝑀 . Once an adequate solution is
obtained, design recommendations are forwarded to the installation commander for ultimate
consideration.

2.5 Case Study
This section demonstrates the proposed methodology on a fictionalized version of Naval
Support Activity Monterey (NSA Monterey). We investigate the consequences of SCN
disruption on two separate microgrid architectures to illustrate how an IEM may utilize this
method. The steps are organized in parallel with Section 2.4 (Methodology) for ease of
reference.

2.5.1 Step 1. Identify Critical Loads
The naval installation depicted in Figure 2.5 is a typical office distribution found on military
installations [14]. The microgrid consists of six facilities (EP1 through EP6) spread across
two feeders (BUS1 and BUS2) and interconnected with the utility grid. During island mode
operation (S3 = “open”), the critical loads are supported by two paralleled EDGs, each
rated at 330 kW with approximately 1,925 gal of diesel fuel between storage and service
tanks. The blue elements indicate an alternate configuration explored later in Step 9.
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Figure 2.5. Microgrid one-line diagram for Naval Support Activity Monterey
(NSA Monterey). The current configuration is comprised of two emergency
diesel generators (EDGs), six loads (EP1–6), and a utility connection at
BUS1. Other possible generation sources (blue elements) include battery
energy storage systems (BESSs) and photovoltaic (PV) arrays. Adapted from
Peterson et al. [14].

2.5.2 Step 2. Assign Mission Impact
𝑀𝐶 scores are assigned to each critical load using existing 𝑀𝐷𝐼 values derived from
Equation (2.1). Table 2.2 summarizes facility size, hourly power demand, and mission
impact upon disruption. As evidenced by 𝑀𝐶 , EP4 is the most impactful load towards
mission assurance, followed by EP6 and EP5. The three small offices (EP1, EP2, and EP3)
are of relatively low importance. Furthermore, EP2 is designated as a non-critical load
(𝑀𝐶 = 0) and will immediately shed upon introducing the islanded condition.
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Table 2.2. Facility data for Naval Support Activity Monterey (NSA Mon-
terey). Mission impact (𝑀𝐶) was assigned using Mission Dependency Index
(𝑀𝐷𝐼). Adapted from Peterson et al. [14], Kain et al. [36], and Deru et
al. [154].

Load Facility Type Floor Area (ft2) Avg Load (kW) Max Load (kW) 𝑴𝑪

EP1 Small office 5,500 2.8 7.0 12
EP2 Small office 5,500 2.8 7.0 0
EP3 Small office 5,500 2.8 7.0 19
EP4 Medium office 53,628 32.3 75.9 88
EP5 Large office 498,588 267.0 679.0 43
EP6 Warehouse 52,045 10.9 26.6 67

Total 620,761 318.6 802.5 229

2.5.3 Step 3. Determine Total Assessment Period
Since EDGs serve as the primary source of backup power for NSA Monterey, Unified
Facilities Criteria (UFC) 3-540-01 [155] dictates at least seven days of fuel stored “either
in a dedicated on-site main fuel tank or from a confirmed delivery source”. In that respect,
both requirements are fulfilled with 3,850 gal of stored diesel fuel and resupply scheduled
every seven days. The total assessment period, 𝑇 , is therefore set to 14 days.

2.5.4 Step 4. Model Supply Chain Network
The diesel fuel SCN is illustrated in Figure 2.6. NSA Monterey, N1, is supplied by the
nearest bulk terminal, N2, on a weekly basis. Two refineries, N3 and N4, provide regular
fuel shipments (common pipeline, tanker, barge, etc.) to the bulk terminal station for storage
and blending. Since 𝑇 = 14 days, we refrain from developing this model further due to the
inherent capacities of each entity. The solid arcs signify conditional probabilities between
nodes, while the dashed arcs represent the state transitions at each time-slice (𝑡 = 1, 2, ..., 𝑇).
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Figure 2.6. Diesel fuel supply chain network (SCN) for Naval Support Activity
Monterey (NSA Monterey). The military installation (N1) is preceded by a
bulk terminal (N2), which in turn receives stock from two refineries (N3 and
N4). Solid arcs correspond to conditional relationships between parent and
child nodes. Dashed arcs denote discrete state transitions from 𝑡 − 1 to 𝑡.

2.5.5 Step 5. Generate Failure Scenarios
The following scenario was developed for the purposes of this case study:

“A nation-state adversary has targeted NSA Monterey for an energy denial at-
tack in an effort to probe DoD installation vulnerabilities. The event is triggered
on the next occurrence of islanded operation. Following a severe wildfire, NSA
Monterey is forced to operate independent of the utility grid for approximately
two weeks. The nation-state adversary seizes this opportunity to strategically
attack the nearest bulk terminal station. As a result, the regional fuel SCN is
fully disrupted for three days.”

2.5.6 Step 6. Simulate Microgrid Operation
We modified Peterson’s [85] MATLAB simulation to accommodate fuel inputs on an hourly
basis (see Figure A.1). The perspective is typical of high-level architectural methods and
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therefore does not account for phase imbalances, power factor issues, or other similar
concerns [14]. At each time step, power generation is calculated and provided as necessary
to each critical load. 𝑀𝐶 is used as the determining factor for shedding loads when total
demand is unmet.

Figure 2.7 portrays the aforementioned scenario, wherein the EDGs supply sufficient power
to all critical loads while fuel is readily available. N2 is subsequently disrupted from 𝑡 = 160
to 𝑡 = 231 (72 hours), preventing weekly scheduled refueling at 𝑡 = 168; consequently, the
on-site fuel supply is fully exhausted and critical loads are shed from 𝑡 = 178 to 𝑡 = 287
(110 hours), approximating to 33.4 MW·h of expected unserved energy (EUE). Note that
while the disruption period is less than 110 hours, the remaining 38 hours correspond to
the repair efforts to reestablish normal operational capacity.

Figure 2.7. 72-hour refueling disruption during islanded operation of current
microgrid configuration. Two slaved 330 kW emergency diesel generators
(EDGs), each with 1925 gal storage capacity, support all critical loads after
isolating from the utility grid. A supply chain network (SCN) disruption
occurs from 𝑡 = 160 to 𝑡 = 231, preventing weekly scheduled refueling at
𝑡 = 168. The ripple effect reduces refueling expected utility (in gal) until
normal operational capacity can be restored at 𝑡 = 288. Critical loads are
unmet from 𝑡 = 178 to 𝑡 = 287, approximating to 33.4 MW·h of expected
unserved energy (EUE).
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2.5.7 Step 7. Calculate Energy Resilience Impact
𝐸𝑀 is then calculated using Equations (2.4) through (2.6). The resulting values are summa-
rized in Table 2.3.

Table 2.3. Failure scenario summary with current microgrid configuration.

Load 𝑴𝑪 EUE (kW·h) 𝑹 𝑬

EP1 12 292.8 0.6726 3.9286
EP2 0 - - -
EP3 19 292.8 0.6726 6.2202
EP4 88 3,402.0 0.6726 28.8095
EP5 43 28,304.8 0.6726 14.0774
EP6 67 1,141.0 0.6726 21.9345

Microgrid 229 33,433.4 0.6726 45.2249

2.5.8 Step 8. Determine Acceptable Impact
Threshold values were established to obtain both 𝑅𝑀 > 0.95 and 𝐸𝑀 < 10. Since the
current microgrid configuration fails to achieve the designated criteria, we move on to Step
9 to develop potential mitigation plans.

2.5.9 Step 9. Develop Risk Treatment Strategies
One possible solution is to incorporate other forms of DERs and reduce overall dependency
on EDGs. Consider the alternate architecture presented in Figure 2.5. If we supplement the
current configuration with a 19,000 m2 PV array operating at 0.19 efficiency and a 330
kW/3.3 MW·h battery energy storage system (BESS), we are able to obtain the threshold
values. In fact, the added DERs prolong the requirement for refueling by assisting in power
consumption throughout the day. Figure 2.8 shows the given failure scenario on the updated
microgrid. Some critical loads are still lost; however, this time, only those with lower 𝑀𝐶

scores (EP1, EP3, EP5) are shed during peak loading times (as seen in the sloped sections).
Table 2.4 summarizes these results.
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Figure 2.8. 72-hour refueling disruption during islanded operation of alter-
nate microgrid configuration. The current architecture is supplemented with
a 19,000 m2 photovoltaic (PV) array operating at 0.19 efficiency and a 330
kW/3.3 MW·h battery energy storage system (BESS). The same disruption
scenario occurs from 𝑡 = 160 to 𝑡 = 231, preventing weekly scheduled refu-
eling at 𝑡 = 168. Critical loads with lower mission impact (𝑀𝐶) scores are
shed during peak loading times (sloped sections), totaling to 11.8 MW·h of
expected unserved energy (EUE).

Table 2.4. Failure scenario summary with alternate microgrid configuration.

Load 𝑴𝑪 EUE (kW·h) 𝑹 𝑬

EP1 12 115.4 0.9256 0.8929
EP2 0 - - -
EP3 19 115.4 0.9256 1.4137
EP4 88 0 1 0
EP5 43 11,604.9 0.9256 3.1994
EP6 67 0 1 0

Microgrid 229 11,835.7 0.9554 4.1882
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2.6 Discussion and Future Work
We found that even in a relatively small microgrid, there is substantial investment when
incorporating PVs and BESSs. The area required to house the arrays is roughly a third of
the facility footprint. In remote or crowded areas, real estate is a valued commodity which
may or may not be justified in these design improvements. Another possible solution is to
simply increase the on-site storage capacity to a minimum of 8,000 gal total. As a result,
the microgrid would be self-sufficient for up two weeks regardless of disruption duration.
However, in doing so, the installation deepens its dependency on fuel resupply.

These types of dilemmas are ultimately up to the installation commander for adjudication,
which 𝐸𝑀 aims to support. 𝐸𝑀 is not a replacement for established energy resilience
measures but should rather be used in conjunction. The metric also builds on commonly
accepted definitions and methodologies within the DoD, such as 𝑅 and 𝑀𝐷𝐼. Additionally,
while not a focus of our research, 𝐸𝑀 may be utilized to determine the impact of internal
microgrid disruptions (equipment failure, deliberate attack, etc.). In a similar manner to
identifying arc criticality, 𝐸𝑀 may be used to identify key areas requiring redundancy or
protections within the microgrid boundary. For example, in Figure 2.5, the interconnection
between BUS1 and BUS2 would likely result in a high 𝑀𝐶 score due to single point
of failure. Progressing through the methodology could present potential solutions (line
hardening, redundant lines, etc.) to further increase the installation resilience.

Of note, the IEM should consider the following limitations regarding this methodology.
First is the dependency on 𝑀𝐷𝐼 despite its flaws. The assigned values are only as accurate
as the elicited responses to four surveyed questions. While our methodology provides the
latitude to incorporate new methods, 𝑀𝐷𝐼 is currently the best possible candidate for 𝑀𝐶 .
Another limitation arises when the modeled SCN expands in size. The process of generating
accurate CPTs and DTMCs becomes exhaustive, especially in cases with insufficient sample
data. Future iterations of this methodology should consider other processes, such as noisy-
or modeling or Liu et al.’s [147] SA algorithm. Finally, the developed metric, 𝐸𝑀 , only
pertains to a specific installation. The calculative perspective is from the affected SCN
node; therefore, the 𝐸𝑀 value on one installation has no bearing on another and provides
no comparative value.

As indicated by our research, we recommend a fundamental shift from an overdependency
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on diesel fuel to more sustainable energy generation sources. However, if conversion is
unobtainable, then future research should look to harden the SCN. In particular, researchers
can investigate various SCN topologies for military use or identify the necessary level of
redundancy to reduce 𝐸𝑀 . While we intentionally disassociated from a cost-based approach,
there is potential to correlate cost with 𝐸𝑀 . Prescribing a dollar amount to mission assurance
would provide an additional dimension when justifying resilience improvements in the DoD
context. Furthermore, power generation is only one of the critical infrastructures that affect
𝑀𝐶 . Other systems include water distribution, transportation services, and cyber networks.
We surmise that it is possible to develop an overarching resilience framework to encompass
multiple functional areas.

2.7 Conclusions
This article presented a novel methodology for conducting high-level resilience analysis
of military microgrids. Instead of focusing on cost or performance alone, we developed a
metric termed “energy resilience impact” to relate power interruption to mission assurance.
We demonstrated its potential usefulness in evaluating the ripple effect due to supply chain
disruption risks. In particular, we found that military installations overly reliant on EDGs
as the primary source of backup power present liabilities towards mission assurance. By
utilizing this methodology as a comparative analysis tool, IEMs can improve the design of
current microgrid configurations. Lastly, several directions for future work were highlighted
to extend on the research presented in this article.
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CHAPTER 3:
Conclusion

3.1 Conclusion
This thesis sought to answer the following questions regarding military microgrids:

1. What happens to the microgrid after supply chain disruption?
2. What methods are available to identify, model, and address these types of risks?

In regards to question 1, results of this research identified that microgrids dependent on
an energy SCN (diesel fuel, natural gas, etc.) are particular vulnerable to SCN disruption.
Unless large amounts of fuel are stored on-site, the SCN will always be a single-point
of failure for independent operation. In order to minimize this effect, it is recommended
that military microgrids incorporate other forms of energy generation sources (PV arrays,
BESSs, wind turbines, etc.) to increase overall sustainability.

For question 2, the literature review found no current methods available to identify, model,
and address SCN disruption risks to military microgrids; therefore, a novel methodology was
developed and demonstrated in Chapter 2. Furthermore, an impact metric was provided to
relate current measures used by the DoD. By utilizing the proposed methodology, IEMs can
develop alternate microgrid configurations for consideration. The framework is intended
to be tailorable to incorporate varying local installation guidance or preferred practices.
However, there is room for improvement which is explored in the next section.

3.2 Future Work
Utilizing 𝑀𝐷𝐼 as the quantifier for mission impact is this methodology’s biggest weakness.
Future research could generate a new quantification method that is less subjective in nature.
That research should focus on supporting critical infrastructures, such as electric power
lines, transportation routes, and critical access points, instead of solely facility-based. This
follows the logic that an adversary is more likely to attack less protected-assets, while still
attempting to inflict the maximum amount of damage as possible. DoD facilities are more
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difficult to attack due to physical and personnel security measures in comparison to the
aforementioned infrastructures.

In recent years, cyber security has been of particular interest to the DoD. The incorporation
of new technologies in day-to-day operations has opened new vulnerabilities within mili-
tary installations. The 2021 Colonial pipeline and 2017 Ukraine cyber attacks exemplify
these concerns. Future research could look into these potential risks and provide specific
contributions to assess cyber security risks. Moreover, resilience can be brought into this
context to maturate the concept of cyber resilience within DoD installations. Similar work
by O’Halloran et al. [156] reviewed the life-cycle assessment of cyber-physical systems
to identify and address malicious attacks through design. Incorporating their methodology
within the context military microgrids could prove fruitful early in the SE design process.

Another area of potential research resides within the energy resilience impact metric itself.
In this thesis, the relationship between 𝑀𝐶 and 𝑅𝐶 is assumed as linear which may or
may not be the case. Other distributions (exponential, logrithmic, etc.) may be examined
to further increase the accuracy of results. If multiple functional areas for resilience are
incorporated (cyber resilience, SCRES, etc.), then an overarching resilience framework
may also be generated.

Lastly, researchers may desire to study the transition to more sustainable energy storage
methods for islanded operations. One potential technology is Liquid Air Energy Storage
(LAES), which cryogenically stores liquid air by using excess energy [157]. The potential
results may outweigh the negative aspects and result in an improved electrical infrastructure
for military use. This work could build on the design tool generated by Siritoglou et al. [158]
while emphasizing the mission impact-cost trade space to supplement future investment
decisions.
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APPENDIX: Simulation Refueling Logic

Figure A.1. Refueling logic for MATLAB simulation.
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