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ABSTRACT 

 Many modern systems are very complex, a reality which can affect their safety 

and reliability of operations. Systems engineers need new ways to measure problem 

complexity. This research lays the groundwork for measuring the complexity of systems 

engineering (SE) projects. This research proposes a project complexity measurement 

model (PCMM) and associated methods to measure complexity. To develop the PCMM, 

we analyze four major types of complexity (structural complexity, temporal complexity, 

organizational complexity, and technological complexity) and define a set of complexity 

metrics. 

 Through a survey of engineering projects, we also develop project profiles for 

three types of software projects typically used in the U.S. Navy to provide empirical 

evidence for the PCMM. The results of our work on these projects show that as a project 

increases in complexity, the more difficult and expensive it is for a project to meet all 

requirements and schedules because of changing interactions and dynamics among the 

project participants and stakeholders. The three projects reveal reduction of project 

complexity by setting a priority and a baseline in requirements and project scope, 

concentrating on the expected deliverable, strengthening familiarity of the systems 

engineering process, eliminating redundant processes, and clarifying organizational roles 

and decision-making processes to best serve the project teams while also streamlining on 

business processes and information systems. 
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EXECUTIVE SUMMARY 

Systems engineers need to measure and reduce problem complexity to improve 

system affordability and maintainability. This research seeks to determine practical and 

effective complexity measures of engineering projects and engineered systems and to 

develop a measurement scheme for assessing the complexity of system development 

projects. For this work, we have reviewed the following relevant topics: complexity theory, 

attributes and characteristics of complexity, measures of complexity, project assessment, 

system complexity, and impacts of system complexity and project complexity. 

Previous works have shown three observations. First, the concept of complexity is 

broad. There are no widely agreed upon complexity measurement standards for engineered 

systems. Second, complexity metrics for software development projects and system 

development projects have many variations. Most proposed complexity metrics are 

incomplete, impractical to use, or useful only in limited cases. Third, there are no 

standardized tools or methodologies to develop complex systems. Complexity theory and 

complex systems engineering (CSE) practices help to provide some insights and guidance 

in these areas. 

For this research project, we have completed five important tasks. First, we 

conducted a literature review to identify potentially useful measures of complexity (i.e., 

structural complexity, organizational complexity, temporal complexity, technological 

complexity, numerosity, connectedness, interdependence, and diversity). Second, we 

developed a project complexity measurement model (PCMM) and associated methods to 

measure complexity in engineering projects. Third, we demonstrated the usefulness of this 

new approach on three engineering projects (i.e., Navy software projects B4, B6, and B8). 

Fourth, we established three complexity profiles for the engineering projects using the new 

approach and compared the computed complexity values to those from industry common 

practices. This provided a baseline to analyze project complexity. Fifth, we proposed 

complexity reduction techniques by reducing or eliminating redundant elements within 

designs and processes. Systems engineers can also simplify business processes with 
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standard tools, standard techniques, and increased familiarity with the systems engineering 

processes to reduce interdependence tasks and activities among organizational units. 

The results of this research show that systems engineers can use the PCMM and 

apply its associated methods for estimating the complexity of system development projects 

based on six complexity metrics (number of personnel required for the development effort, 

defect density, organizational complexity, geographical distribution of project teams, 

requirements volatility, and the number of different types of job positions). The six 

complexity metrics are derived from the many possible complexity dimensions that 

scholars have observed. These six metrics are related to the project risks (e.g., schedule 

delays, budget overruns, and failure to meet stakeholders’ requirements). By applying the 

PCMM to three engineering projects, we demonstrate that the method for estimating the 

complexity in system development projects is useful, consistent, practical, and reliable. 

The results of this research also show that systems engineers can use the complexity value 

computed by the PCMM as an indicator of project risk. From these results estimated by the 

PCMM, they can study the impacts and determine which kinds of complexity to reduce to 

improve system affordability. In addition, they can use a complexity value determined by 

the PCMM as a guide for project reviews, the development of the system architecture, and 

comparisons of alternatives. 

In all three engineering projects, structural complexity, organizational complexity, 

temporal complexity, and technological complexity are the four main types of complexity 

that cause an increase in risk of schedule delays and cost overruns to the system 

development project. In this research, structural complexity is defined as defect density 

and the number of personnel required for the engineering project. Organizational 

complexity is defined as a measure of the patterns of communication among organizations 

in terms of the frequencies and levels of importance of the communications as well as a 

measure of geographical distribution of teams. Temporal complexity is interpreted as a 

measure of requirements volatility. Technological complexity is represented as a measure 

of the number of different types of job positions. The interaction of the project teams, 

dynamic behaviors in the execution target, the political culture, and the speed of 
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technological change also add complexity. A certain mix of values for these project-related 

attributes may lead to complexity. 

Practitioners need a list of experience-based techniques to work on the set of 

problems presented by complex systems engineering (CSE). Through a review of the 

literature and observation in the course of the engineering projects, we find nine heuristics 

that can be applied as best practices in CSE. First, program managers should identify the 

need for subject matter experts and recruit them as part of the team. Second, systems 

engineers should strive to achieve a solid base of knowledge that may be applicable to the 

target system. Third, systems engineers should measure system complexity in the early 

stages of design to gain insight of a system’s complexity. Fourth, systems engineers should 

become familiar with the target system as a user and learn what users value in similar 

systems. Fifth, systems engineers should be prepared to adjust their models to 

accommodate new findings. Sixth, systems engineers should be wary of the working model 

and think of ways to disprove it. Seventh, systems engineers should keep the measurements 

simple, short, and easy to understand. Eighth, systems engineers should work with the end 

in the mind and evaluate potential benefits from the measurements. Ninth, systems 

engineers should ask why and how the measurements can help achieve the end goal and 

analyze the assumptions and limitations of these measurements. 

In conclusion, the justification for the new approach to assessing the degree of 

complexity as presented in this research project is straightforward. Project managers and 

systems engineers can apply the new approach of assessing the degree of complexity 

outlined in this research to manage engineering projects and to keep these projects below 

a certain complexity threshold to reduce project risk as well as system development 

difficulty. In other words, the new approach has the potential to reduce problem complexity 

and thus to improve system affordability and maintainability. 
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PROLOGUE 

In a corner of the National Naval Aviation Museum in Pensacola, Florida, is a 

peculiar airplane. It is nothing like the classic airplanes (e.g., the Sopwith Camel fighter 

aircraft) or the modern fighter jets (e.g., the F/A-18 Hornet flown by the Blue Angels) that 

fill the other areas in the display section of the hanger. The immediate front of the Northrop 

Grumman EA-6B Prowler airplane’s cockpit has a refueling probe that is asymmetrical 

and appears bent to the right. The top of the airplane contains an electronic warfare 

transmitter antenna. The canopy has a gold tint for protection from electromagnetic 

interference. On the back of the aircraft, the tail has a vertical fin pod extension. Looking 

inside, the cockpit, it is filled with various multifunctional displays, integrated 

communications, flight control systems, and navigation systems. These electronics look 

very sophisticated. They are not like the equipment we have in today’s cars. The aircraft’s 

cockpit instruments, which consist of both hardware and software, appear very difficult to 

operate. 

So, what is it that makes up such a complex flight system? Like weaving a tapestry, 

each piece of technology in the flight system folds into one another to make up the system 

as a whole. One can imagine the complexity of integrating all the system components. One 

way to understand such a complex system is to develop a set of complexity measures that 

describe patterns of interdependent tasks and organizational activities in systems 

development. The purpose of understanding the complexity is to improve the system 

development process and to aid the development team. To analyze complexity, we must 

embrace the attitude of making the complex understandable. Given the quest for simplicity 

that propels the scientific enterprise, we hope to build in this dissertation a useful and 

practical model and rely on a survey of engineering projects to convey the key ideas of 

complexity measurement. 
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I. INTRODUCTION 

The physical sciences have alternated between revolutions driven by new 
ideas and explorations driven by new tools. 

―Freeman Dyson [1], 
 “Is Science Mostly Driven by Ideas or by Tools?” 

 

This chapter begins by presenting the driving forces behind this research and 

introducing the notion of complexity as applied in engineered systems and engineering 

projects. Next, we identify several characteristics of complex engineered systems and 

present the research objectives of this dissertation. The subsequent section presents the 

anticipated benefits and contributions of the research. Finally, we describe how the rest of 

dissertation is organized. 

A. MOTIVATION AND BACKGROUND 

Project managers and systems engineers often cite complexity is a main cause of 

failure or difficulty in system development [2]. They believe complexity is a major 

contributing factor to cost escalation and schedule delay in the development of new systems 

[3]. In general, we observe that the higher the system’s complexity, the more difficult it is 

to design and develop the system. Consequently, we are interested in practical measures of 

complexity in engineered systems and engineering projects for several reasons. 

First, complexity measures are important for economic reasons. For example, 

project managers and systems engineers could apply the new measures of complexity 

outlined in this research to design systems that are below a certain complexity threshold to 

reduce project risk and system development difficulty. In other words, the new measures 

have the potential to pinpoint complexity of a problem and thus to improve system 

affordability and maintainability. 

Second, complexity measures are important for technological reasons. Complexity 

science and the study of complex systems engineering (CSE) are emergent fields as 
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scientists strive to stay technologically competitive and to make progress in new research 

areas. 

Third, complexity measures are important for project management. For example, 

by knowing the level of complexity early in a system development project, project 

managers can plan development efforts and apply resources in appropriate places to 

minimize project risk. 

Fourth, both practitioners and students could gain insights about SE and design by 

learning and exchanging knowledge about complexity measures. Furthermore, businesses 

use complexity measures to gain a deeper understanding of organizational processes, and 

this understanding helps create customized environments that are ergonomic, efficient, 

practical, and effective for today’s work. 

Finally, complexity measures are important for government agencies and defense 

contractors which must quantify project complexity in requests for proposal (RFP). For 

example, when evaluating the architectural concept for a military system-of-systems (SoS) 

in a contract proposal, decision makers could use the result of an architectural complexity 

measurement to determine whether the architectural design of the SoS would yield a timely 

and cost-effective solution. 

This research addresses complexity measurement as a systems engineering (SE) 

tool to allow a systems engineer to assess project risk and explore alternatives early in the 

engineering process, achieving the most cost-efficient balance. It addresses three areas of 

study. First, this research addresses measures of complexity of engineering projects. 

Specifically, this research demonstrates how to predict the level of complexity in a given 

engineering project in order to (1) plan development efforts, (2) apply resources in 

appropriate places, and (3) measure system complexity in a practical way to gain insight 

into system design decisions. Second, this research creates a new model of complexity 

measurement and applies it to engineering projects for demonstration. A survey of 

engineering projects is derived from three Navy software programs (named in this 

dissertation as projects B4, B6, and B8). Third, this research examines CSE methods to 

determine and understand the impact a given complexity value is likely to have on 
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engineering systems. With that understanding, systems engineers can adapt their SE 

methods to accommodate that impact. 

1. Definition 

Before we present the definitions of complexity, complex systems, and project 

complexity used in this research, let us depict and evaluate a complex scenario so that we 

can understand some of the complex behaviors that may be at play in a system. 

Furthermore, it is essential to understand complex behavior and its implications, and to 

characterize complex behaviors in a system in order to adapt our SE approach adequately. 

Imagine a group of more than 30 cars traveling down a street with intersections. 

Drivers proceed based on the traffic and weather conditions as well as drivers’ moods, 

driving habits, and urgencies. They have no common destination. Each car travels at its 

own speed and optimum path, and each driver’s objective is to get to his or her destination 

accident free and with minimum delay. This scenario is complex because the traffic 

situation involves many environmental variables, cars’ dynamics, and human interactions. 

We need tools from complexity science to understand traffic and to build better streets, 

highways, and traffic control systems. Complexities in this scenario include drivers, 

pedestrians, cars and their routes, guardrails, weather conditions, and speed limit signs as 

well as traffic signals for the crossing traffic of both automobiles and pedestrians. All of 

these factors can change from second to second and evolve over time. 

Now, within this scenario, consider this: Paul is a systems engineer, responsible for 

the traffic safety of all cars on that street, and the intersections that they cross. Given the 

speed limit of the street and the number of cars passing through each intersection each 

minute, Paul has to design a traffic control system. In doing so, he must anticipate 

occasional rain and thunderstorms as well as pedestrians crossing at intersections. Because 

the traffic problem is complex, Paul relies on technology (e.g., artificial intelligence tools 

such as fuzzy logic models, genetic algorithms, and artificial neural networks [4]) to build 

a traffic control system to solve the traffic problem. The control system might introduce 

additional complexity to the problem. For example, because every systems engineer has 

his or her unique interpretation of the causes of the traffic problem (e.g., vehicles breaking 

down during rush hour, vehicles driving too slow on the streets, weather, traffic volume, 
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or pedestrians crossing streets) and how to solve it, engineers might impose requirements 

to address such events in order to prevent traffic jams and collisions. As described in the 

traffic example, a traffic control model depends on many variables, mechanisms and 

parameters, and it is not so obvious which traffic control models are the most effective in 

preventing traffic jams and collisions. In the traffic control system development project, 

Paul may need to address the following two questions: (1) How many operational problems 

could result from the poor design? (2) How many testing issues may stem from difficult 

requirements? 

Complexity both hinders and benefits the world in which we live. For example, in 

automobiles, engineers design and install an autopilot module to enable auto-park and 

automatic driving on highways. These features benefit the consumers, but at the same time, 

consumers are paying more for the automobile and potentially taking on some additional 

risks by using these features. This illustrates that complexity is often the price of increased 

performance. However, the development of self-driving cars continues around the globe. 

Cars without a self-driving capability contain around 100 million lines of code (LOC) [5]. 

Self-driving cars require about one billion LOC [6]. The F-35 fighter jets contain around 

24 million LOC [7]. Evaluating by LOC, an autonomous car could be up to four times more 

complex than the F-35 fighter jet. In fact, self-driving cars have many engineering 

challenges. For companies in the competition to market the technology of self-driving car, 

they face a very challenging task because they must demonstrate the safety of these vehicles 

in a cost-effective way and within a practical timeline [8]. These companies need to 

perform physical testing and that would require hundreds of thousands of driven road miles 

[8]. In addition, physical testing of self-driving cars is difficult, expensive, and potentially 

unsafe because the autonomous systems of the car must be able to handle many driving 

situations, including corner or thorn cases [8]. Although simulation provides some answers 

to the development of autonomous vehicle, the safety and security requirements, the 

physical testing, and the complexity of the software application all pose challenges to the 

deployment of self-driving cars. 

The effects of complexity, which may be deleterious on engineering systems, are 

as follows: 
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• Makes the design process difficult because of the uncertainty in the 

acquisition environment. 

• Increases product life cycle cost because the system requires more time 

and effort to build. 

• Makes the job of providing safety assurance more difficult for a safety 

inspector because emergent behavior can occur, and system behavior can 

be unstable and unpredictable. 

• Makes a system harder to maintain and repair because the system is harder 

to understand. 

• Makes it difficult to report and diagnose problems. 

• Makes it difficult to adhere to a task’s rules and requirements due to 

decentralized control and distributed processes within the system. 

• Makes it difficult to break down a problem into sub-problems because the 

system has so many interdependent pieces. 

• Makes project planning and risk management more difficult because the 

system shows dynamic patterns of behavior, which may be unclear in 

cause and effect. 

• Reduces confidence levels in the results of verification and assurance 

because the system may be chaotic, unstable, uncontrollable, and 

unpredictable. 

• Makes process integration more difficult because of the presence of a 

system of systems with many stakeholders. 

• Makes coordination much harder because of system scale and variety, and 

stakeholders may hold diverse political views. 
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However, complexity not always hinders the world in which we live. It sometimes 

benefits us. In fact, some manufacturers require certain degree of complexity in their supply 

chain to maintain productive operations. For example, a manufacturer of high-tech 

hardware has redundant sources of supply to prevent periodic supply disruptions, but this 

adds substantial complexity to the supply chain [9]. 

To gain some insights about the challenges of problem complexity, we need to 

understand the problems arising from complexity. Some examples of problems that arise 

from complexity are as follows: (1) difficulty in understanding and modeling the system, 

(2) unpredictable behaviors and emergence, (3) inefficient processes that could damage a 

company’s performance, (4) increasing regulation, (5) weak risk management, and (6) 

difficulty in system development and project management. 

So how do we define complexity? Scientists in various disciplines define 

complexity in many different ways. In the next section, we present the definition of 

complexity used by this research and discuss the differences between complicatedness and 

complexity. 

a. Complexity 

We define complexity as the extreme difficulty of describing, analyzing, 

controlling, and managing a system consisting of many internal components with countless 

interconnections [10], [11]. People perceive complexity as the difficulty to understand a 

system and to represent the system in a meaningful and predictable way. For example, 

when the structure or behavior of a system is uncertain, unpredictable, or difficult to fully 

understand, we perceive that the system is complex. Complexity is not inherently an 

undesirable property. Systems require a certain level of complexity to obtain a desired 

performance. However, excess complexity in a system can contribute to undesirable 

emergent behaviors (e.g., unexpected errors on the user interface or unintended power 

overload on the circuit). 

In a complex situation, systems engineers can use complexity measures for 

comparing one situation to another. In an engineering project, systems engineers can use 
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complexity measures for estimating complexity. For example, decision makers in a military 

weapon program can use complexity measures as evaluation criteria for trade studies. 

That said, complexity and complicatedness are not the same things. 

Complicatedness refers to something that is difficult but not impossible to explain and 

understand [10]. Complicated systems have many intricately moving parts and linear 

feedback loops that tend not to interact with each other, but they work in predictable ways. 

For example, a Rolex watch is complicated because it has many intricately moving parts 

and these parts have many possible interactions among them. In addition, complicated 

systems are predictable and manageable. For instance, fixing the transmission of a car is 

complicated, but the steps to drive a car are easy and routine. We can control complicated 

systems and analyze them piece-by-piece. Hence, we can fully understand and model 

complicated systems. So, two discerning differences between complexity and 

complicatedness are (1) the ability to understand and explain the interactions of the parts, 

and (2) the ability to reliably predict system behavior. 

Complexity may occur in many contexts, both in natural systems (e.g., birds in a 

flock, fireflies flashing synchronously at night, and schools of fish in a coordinated 

movement) and engineered systems (e.g., traffic control systems, F-35 fighter jets, and self-

driving cars). Complexity occurs throughout a system’s life cycle, from writing 

requirements, design, and development to integration, production, and testing. Complexity 

is present in organizations, business policies, contract management, mergers, acquisitions, 

supply chains, and distribution networks. Complexity also is present in the system 

operational environment, system design, and engineering programs. In fact, systems 

engineers and project managers have to face complex problems and develop complex 

systems regularly in their engineering practices. 

b. Complex Systems 

Although many different definitions of complex systems appear in the scientific 

literature, in this research, we define complex systems as systems with components, 

interconnections, and interactions that are difficult to relate, comprehend, predict, design, 
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and manage [12], [13]. Complex systems may display non-equilibrium dynamics as well 

as emergent, nonlinear, non-deterministic and/or chaotic behavior [12], [13].  

Mission engineering and SoS engineering are two areas in which the Navy must 

confront complex systems. In mission engineering, the Navy applies SE processes and 

knowledge to design missions involving multiple platforms (e.g., F-18 and P-8) and assets 

(e.g., GPS and satellites) to complete a mission in the face of adversary actions. The 

mission is complex because it contains multiple platforms and multiple assets. A SoS is a 

system that consists of other dependent systems networked together to achieve higher 

capabilities than the sum of the capabilities of the built-in systems. A SoS (e.g., an airplane, 

a ship) is complex because these systems are networked together. 

c. Project Complexity 

This research studies complexity as a critical factor affecting projects in terms of 

the difficulty of understanding and controlling project risk. Through reviewing the 

literature, we find that researchers in different fields provide many different definitions of 

project complexity. In this research, we define project complexity as the degree of 

difficulty in understanding, planning, scheduling, and controlling project properties as well 

as project interfaces, consequently making it very difficult to predict project outcomes 

[14]–[17]. The possible project properties (project duration, project cost, number of 

requirements) and project interfaces (e.g., suppliers, top management, stakeholders, 

personnel, information interfaces, geographic interfaces) are identified and drawn from 

complexity theory, complex system variables, the review of the relevant literature, and 

subject-matter experts’ experience. The identified project properties and project interfaces 

are then applied to develop the complexity metrics, which serve as metrics of the overall 

project complexity. 

Project risk deals with the unknown and known events that may affect project 

outcomes. Project teams often make tradeoffs between the triple constraints (schedule, budget, 

and performance) of project management. Project teams also deal with three aspects of 

management. First is the project risk because of decision-making under uncertainty. Second is 

the difficulty in accomplishing project properties such as cost, schedule, system design and 
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integration, and permit approval from external agencies. Third is the complexity in planning, 

scheduling, and controlling of project properties and project interfaces. Broadly speaking, we 

observe that the greater the number of project elements (properties) and their interactions 

(interfaces) to achieve project outcomes, the higher the degree of complexity of a given project. 

In that regard, the literature indicates that project properties and project interfaces are two key 

metrics to measure project complexity [14]–[17]. 

2. Characteristics of Complexity 

In literature concerning the characteristics of complexity, Page [18] identified five 

characteristics (numerosity, connectedness, interdependence, diversity, and adaptivity) that 

contribute to whether the system is complex or not. Systems that consist of entities (i.e., 

parts, components) that are numerous, connected, interdependent, diverse, and adaptive all 

contribute to making a system complex [18]. Furthermore, Chaisson’s work shows a strong 

relationship between our perceptions of “complexity” and “the flow of energy” [19]. 

Without “the flow of energy,” the system ceases to be complex because the system is in 

the equilibrium or static state. He suggests using the power P flowing through a mass M as 

a measure of the flow of energy [19]. Consequently, complexity will continue to increase 

while increasing the flow of energy [19]. Chaisson also points out that a non-equilibrium 

system frequently exhibits extreme events such as cascades of collective failure [19]. 

Because of Chaisson’s work, we can add two additional characteristics (non-equilibrium 

and nonlinearity) to Page’s five characteristics of complexity. Hence, we have seven 

characteristics known as the seven building blocks that contribute to complexity. They are 

as follows: (1) numerosity, (2) connectedness, (3) interdependence, (4) diversity, (5) 

adaptivity, (6) non-equilibrium, and (7) nonlinearity. To gain some understanding of these 

seven characteristics, let us review them in order. 

a. Numerosity 

Numerosity is a size measure of complexity [18]. A size measure is the number of 

elements of a system (e.g., number of parts, number of interactions between parts, number 

of total collection of properties of a system, and number of observable behaviors) [18]. 

Size measures do not always lead to complexity. For example, the Defense Advanced 
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Research Projects Agency’s (DARPA) [20] found that the presence of many integrated 

circuits (ICs) in a system does not necessarily increase the complexity of the system 

because the elements in an IC are all the same. However, the ICs used in today’s airplanes, 

satellites, rockets, and cars have more parts, and these technologies are getting more 

complex. To improve performance and reduce cost, an IC has many components packed 

tightly, and, therefore, the number of unanticipated interactions grows substantially. 

Hence, the increasing number of ICs in a system is likely to increase complexity. 

According to the DARPA META program [21], complexity has increased for ICs. 

Likewise, the complexity has also increased for software-intensive systems [22], [23] 

because the number of lines of code has increased for these systems. Most size measures 

appear as estimators for complicatedness. However, complex things will typically have a 

large number of parts and a large number of possible behaviors. Thus, size measures play 

a role in the degree of complexity. 

In terms of size measures related to the number of possible behaviors, we know that 

multiple people form complex systems. A large number of people form a society. 

Consequently, we observe a large number of possible behaviors in a society. For instance, 

a couple in a family cooperates on house chores. When children and grandparents also live 

in a household, everyone in the house collaborates on house chores. Therefore, we notice 

some changes in behavioral complexity (e.g., fewer chores and more interactions for each 

person). Now, consider multiple households in a village. All of the intra-household 

behaviors persist, but now there is additional cooperation and competition between the 

households. The village may also institute some form of government to provide order and 

stability. Subsequently, we observe some changes in behavioral complexity. Villages grow 

into a town. Towns expand into a city. Cities become megacities. Multiple megacities form 

states. Multiple states become nations. Multiple nations become a continent. Continents 

cover the planet. With each increase in aggregated population, new behaviors arise. In 

short, numerosity contributes to increases in complexity. 

From a project perspective, numerosity appears to loosely associate with the size 

of development effort of a project (i.e., labor hours). One way to measure development 

effort is in terms of how long and how many people it takes to complete the project. The 
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Constructive Systems Engineering Cost Model (COSYSMO) [24] is one way to accurately 

estimate the amount of effort associated with performing the system engineering tasks in 

projects. Hence, we might be able to use COSYSMO as a metric for project complexity. 

We will have in-depth discussion of COSYSMO in Chapter III. 

b. Connectedness 

A network consists of nodes and links. Nodes are things (e.g., systems, people, 

computers, and machines). Links are relationships between the nodes (e.g., friendships, 

communication lines, and business dealings). Whenever we have two or more nodes 

interconnected by links, we have a network. Figure 1 shows an organizational network 

where the entities are organizational units, the connections are information flows (i.e., 

status reports and decision notifications), and the interactions represent the exchange of 

information. 

 
Figure 1. An example of an organizational network 

In systems engineering, we measure connectedness by measuring the interactions 

between systems. Examples of these interactions are the transfer of energy, information, 

money, and material. One way to measure connectedness in complex projects is to develop 

a network diagram between interdependent organizational units and show the relationships 

associated with those organizational units. By analyzing the frequency and importance of 

interactions between each organizational unit, we can determine the connectedness value 
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of the project. For instance, as shown in Figure 1, we have a project that involves two 

organizational units. There are 2 nodes and 2 links that connect in an organizational 

network. OU1 transfers the information 24 times to OU2, and each transfer has a level of 

importance of 2. OU2 transfers the information 2 times to OU1, and the transfer has a level 

of importance of 5. The connectedness of the project can be defined as the sum of each 

weighted transfers of OU1 to OU2 plus the sum of each weighted transfers of OU2 to OU1. 

In this case, OU1 has 24 transfers, and each transfer has a weight factor of 0.4 (2/5). OU2 

has 2 transfers and a weight factor of 1 (5/5). Thus, the connectedness of the project is 11.6 

(24 times 0.4 plus 2 times 1). In short, complex projects will usually have many possible 

interactions and behaviors, and the number of interactions and observable behaviors is an 

indirect measure of connectedness. 

In many complex projects, risk factors (i.e., lack of management support or 

mediocre team performance) are identified as inherent complexities of a project [25], [26]. 

For example, lack of management support can create uncertainty about the project, which 

can affect team performance and the organizational structure of the project in terms of who 

has authority over the project and who makes the final decisions. Senior management 

adheres to a complicated decision-making process that could delay project decisions and 

increase the risk of schedule delay. They can demand rigorous project oversight that could 

interfere with team performance. Project managers have to cope with senior management’s 

decisions. Similarly, lack of coordination among organizational units (i.e., contractor unit, 

project team, and integrated product team) can cause schedule delay. Hence, by definition 

in this research, project complexity is an indication of project risk. 

c. Interdependence 

From a systems engineering perspective, interdependence is an informational 

relationship, a control relationship, or a resource relationship such that one organizational 

unit depends on another organizational unit [27]. It emerges due to interactions between 

elements of the engineering project. In engineering design, organizations are in charge of 

executing the tasks. In this perspective, interdependence is the degree, in terms of behaviors 

and results, to which an organization depends upon the actions of another organization 
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[27]. As a result, we have a set of tasks among the organizational units. We need a set of 

capabilities to execute a task. Furthermore, because an entity in an organization that has 

those capabilities may apply and complete the task, we can define interdependence as 

emerging between tasks rather than between organizations [27]. In general, 

interdependence is high when the coordination load is high, which might require more time 

and effort to manage these tasks [27]. However, in systems engineering, management can 

change roles and responsibilities of each organization and limit the capability of task in 

each organization [27]. As a result of the reassignment of roles and responsibilities of 

organizations, the interdependence among organizations changes, but the “interdependence 

between tasks” remains the same [27]. Hence, we have to examine interdependence both 

in task and in organization. 

Giachetti [28] proposes a model and measurement formalism based on the notion 

of process and organization to analyze interdependence in enterprise systems. He creates a 

process control diagram that includes the frequency, the level of importance, and timing of 

the flow of information to represent the strength of three different interdependencies: a 

sequence of a task, the reciprocal of a task, and collective resources. One drawback of this 

model is that it omits informal communications between processes and organizational 

units. Nevertheless, this model is a reasonable way to measure interdependence in 

enterprise systems. 

In sum, systems engineers could model the measure of interdependence possibly 

using an organizational network diagram, which comprises of organizational units and the 

frequency and importance of the flow of information between each organizational unit. 

d. Diversity 

Page [12] defines diversity as the lack of sameness. In other words, the number of 

different types of elements determines diversity. Diversity can mean variation in 

parameters and attributes (e.g., beak depth in Darwin’s finches), multiplicity of types (e.g., 

models of cars), differences in populations (e.g., the number of employees in each 

organization), differences in structure (e.g., software architectures), and differences in 

function (e.g., a specialty either in air conditioning repairs or automotive transmission 



14 

repairs) [29]. When present, diversity appears to increase the number of behaviors, which 

in turn increases complexity. Numerosity contributes to complexity most when the 

elements are diverse. In short, diversity is a factor affecting complexity. For example, as 

shown in Figure 2, a hierarchical measure of complexity takes into account the number of 

layers and the diversity of differing structures. Given the same number of layers, the 

structure with more diversity is more complex than the structure with little diversity. 

Diversity in the elements (e.g., layers, structures, and people) in an interdependent system 

is likely to foster differences in outcomes, and, therefore, increased complexity. Complex 

systems tend to have much more diversity [12], [29]. 

 
Figure 2. Two different hierarchies with two different diversity 

values. Adapted from [29]. 

Three diversity measures appear to be applicable to engineered systems. They are: 

(1) variation measures, (2) distance measures, and (3) attribute measures. Variation 

measures describe diversity within a type. Distance measures tell the magnitude between 

two different types [29]. Attribute measures determine “the total number of attributes” 

required to describe “all elements of the system” [29]. 

In complex projects, diversity of team members may involve differences in history 

(e.g., past experience, education, and job assignments), preference (e.g., likes versus 

dislikes), personality (e.g., logical versus emotional), and adaptability (e.g., ability to learn) 

[29]. Based on the definition of diversity of complex projects, diversity appears to be 

loosely associated with key risk factors of a project. For example, in a diverse team, the 
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variations in team-related issues (e.g., team conflicts, staff turnover, lack of motivation, 

and lack of team communications) can be quantified by a variation measure. Moreover, 

different types of job positions in interdependent organizational units are likely to foster 

differences in job assignments (more task types) and outcomes (more behavioral types), 

and, therefore, increase complexity. From this perspective, systems engineers could 

possibly model the measure of diversity in engineering projects using different types of job 

positions in organizational units. 

e. Adaptivity 

In SE, adaptivity is a system’s ability to change its function or behavior in response 

to changes in its environment [29]. When present, adaptivity appears to increase 

complexity. Adaptivity may be random such as in transformation or variation. For example, 

search engines have search and indexing algorithms that allow users to search efficiently 

(i.e., eliminating redundant links or reducing the number of retrieval links, saving users’ 

time from useless page searching). A browser plug-in contains re-search and re-

classification algorithms to refine the results returned by the search engines so that users 

obtain the closest links to their search text. The re-search and re-classification algorithms 

contain certain kinds of selection and decision-making, which are the two elements of 

adaptivity. Adaptivity may be specific, as produced by learning. For instance, in an 

adaptive learning application, the application uses an artificial intelligence (AI) algorithm 

(e.g., machine learning [30] and deep learning [31] technology) to customize the content, 

curriculum, method, or pace of learning for each student. The AI algorithm contains certain 

kinds of profiling, learning, selection, and decision-making, where all are elements of 

adaptivity. Another example of adaptivity is a dual-mode cellphone that can automatically 

choose a wireless standard at its current location. 

In complex systems, adaptivity is difficult to quantify because it potentially 

involves every element of a system and every activity the system can perform. However, 

we know that some adaptive mechanisms are more “complex” than others. We could 

possibly rate the relative complexity of the system’s adaptive mechanism based on a Likert 
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scale [32]. However, this approach has not been proven through validation in empirical 

research studies. 

In engineering projects, adaptivity requires some sort of change in the project’s 

properties (e.g., project cost, project duration, and the number of requirements) or in the 

project’s interfaces (e.g., suppliers, top management, and personnel). For example, a 

project manager decides to compress the project schedule to meet his allocated budget. The 

decision to change the project schedule is an element of adaptivity. 

Based on the definition of adaptivity, we can derive five characteristics of 

adaptivity as follows [29]: (1) A change in the ability of an element to affect or to be 

affected by other elements, (2) A change in the connections, interactions, or relationships 

between elements, (3) A fluctuation in the amplitude or frequency of a function, (4) A 

change in the function of an element, and (5) A change in the design of an element. 

In complex projects, we could possibly model adaptivity by using key complexity 

characteristics and loosely associate them with adaptive mechanisms. This approach is very 

similar to the approach of measuring adaptivity for complex systems. Nevertheless, this 

approach has not been proven through validation in empirical research studies. 

In software development projects, Subramanian and Chung [33] propose using the 

architecture adaptability index (AAI) and the software adaptability index (SAI) for 

measuring software adaptivity. They define software adaptivity as the ability to 

accommodate changes in the software environment. Some changes in the software 

environment include the changes in the number of inputs and changes in non-functional 

requirements (i.e., performance, maintainability, and security) of a software system. Non-

functional requirements are qualitative requirements such as a 100% reliability requirement 

for an aircraft engine or a software requirement to use micro-service principles for self-

driving cars. Based on the definition of software adaptivity, Subramanian and Chung [33] 

suggest that different software architectures have varying degrees of adaptability, which 

we measure by AAI. They claim that the closer AAI is to one, the more adaptable the 

software architecture is [33]. Different software programs have different degrees of 

adaptability [33], which we measure by SAI. Subramanian and Chung claim that the closer 

SAI is to one, the more adaptable the software program is [33]. However, the definitions 
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of AAI and SAI are limited to measure adaptivity for non-functional requirements, and 

software can only satisfy non-functional requirements within acceptable limits. 

f. Non-equilibrium 

A non-equilibrium system is a system that dissipates energy persistently regardless 

of the amount of energy supplied from the external systems [34]. For example, the 

combustion reaction in a gasoline engine of a car is a non-equilibrium system. The work 

of Chaisson shows that as the flow of energy of a system increases, the more capable the 

system is of reducing entropy, and thus, the more complex the system is [19]. A non-

equilibrium system is a dynamic system and often exhibits extreme events (i.e., cascades 

of collective failures) [34]. 

Intuitively, the flow of information is associated with the dynamics of the system, 

and dynamics are related to either information processing, work performed, or the flow of 

energy. Clark and Jacques [35] propose that one possible way to determine complexity in 

dynamic systems is to observe changes in kinetic energy. This measurement provides 

insights into system risks and why some systems fail in certain ways [35]. This approach 

is still in its infancy and requires further study. In short, our understanding of non-

equilibrium systems is still very limited. 

g. Nonlinearity 

Nonlinearity refers to a relationship in which change in any of the inputs results in 

a disproportional change in the outputs [36], [37]. For example, a modest reduction of 

airfare between cities can disproportionately increase the number of passengers. In 

mathematics, a nonlinear function is likely to have an exponent, a maximum, and a 

minimum. A small stimulus input may produce a very large response in a system. Similarly, 

a rather large stimulus may produce little response. In other words, a stimulus to one part 

of the system may produce nonlinear responses in the system. We cannot predict the 

behavior of a nonlinear system from the behaviors of the parts [38]. For example, in a 

manufacturer of automobile parts, the variance between sales and orders tends to increase 

as this information sends to upstream inventory and production decisions [39]. This 

phenomenon is called the “bullwhip” effect [39]. From a systems engineering perspective, 
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project development elements (e.g., requirement, user involvement, and management 

support) and processes (e.g., regulation, decision-making, and technology integration) may 

be nonlinear because their effects may not be proportional to their causes. 

3. Characteristics of Complex Systems 

In Section 2, we discussed seven characteristics of complexity at the component 

level of the system. However, at the system level, the system exhibits additional 

characteristics of complexity. In literature concerning the distinction between systems that 

are complex and those that are not, the following are five characteristics of complex 

systems: 

• “Self-organizing behavior” [40] (e.g., the Mars Exploration program to 

understand Mars’ environment), 

• Evolution and adaptation to environment [41] (e.g., the SpaceX Mars 

program to land a human on the surface of Mars), 

• “Evolving problems” that create “constantly changing needs” [40] (e.g., 

the California high-speed railroad project [42]), 

• “Decision-making under uncertainty” [40] (e.g., the Apollo program), and 

• Nonlinear cause and effect such that small disturbances create large effects 

[41] (e.g., the 2010 Deepwater Horizon oil spill in the Gulf of Mexico 

[43]). 

In parallel to the five characteristics mentioned in above, Sheard [40] presents the 

following four characteristics of complex systems: (1) self-organization, (2) evolutionary 

dynamics, (3) uncertainty, and (4) nonlinearity. Moreover, scientific literature on 

complexity includes some additional characteristics of complex systems as follows [40]: 

(1) emergence, (2) nonlinearity; (3) limited predictability, (4) evolutionary dynamics, (5) 

self-organization, (6) uncertainty, and (7) spontaneous order complexity. To gain some 

understanding of complex systems, the first step is to review the definitions of these seven 

characteristics. 
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a. Emergence 

Emergence describes “the whole” as “different from the sum of the parts” [41], 

[44], [45]. For example, the smell of ammonia exhibits properties from the whole 

compound of nitrogen and hydrogen. Emergent behaviors are usually unexpected when 

first observed. For example, many discrete pixels produce an emergent image of a 

motorcycle. There are many paths to emergence. Hence, there are many types of 

emergence. For example, a rack and pinion gears system that converts rotary motion into 

linear motion can be described as linear emergence. Linear emergence usually arises from 

traditional systems engineering. On the other hand, a nonlinear system such as an electronic 

circuit that converts a square wave into a sine wave can be described as nonlinear 

emergence. Thus, nonlinear emergence arises in nonlinear systems, and nonlinear systems 

are complex. Emergence is likely to pose many challenges to systems engineers because 

emergence in a system is unpredictable, and, therefore, its behaviors are difficult to control. 

Many nonlinear systems exhibit emergent behaviors. To design and analyze complex 

systems, engineers may need to do the following [29]: 

• Predict emergence where possible. 

• Accommodate emergence when it appears unpredictably. 

• Control emergent behaviors, and even design systems to produce certain 

kinds of emergence. 

b. Nonlinearity 

In complex systems, irregular behavior arises from nonlinearity rather than from 

random driving forces [46]. For example, in a regional weather system, the movement of 

the jet stream affects the air pressure and helps shape the weather in that region. It is 

difficult to determine design parameters when the system is nonlinear. Whenever parts of 

a system collaborate or rival with other systems, nonlinear interactions occur. There are 

degrees of nonlinearity. Too much nonlinearity is likely bad for a system because the 

system may become uncontrollable. To design and analyze nonlinear systems, engineers 

may need to perform the following [29], [46]: 
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• Treat any nonlinearity system as a minor perturbation to a linear system. 

• Redesign systems that cannot make linear approximation. 

• Control or minimize nonlinearity behaviors by designing adaptive systems 

to accommodate certain kinds of bifurcations and to limit abrupt change in 

a system. 

c. Limited Predictability 

Limited predictability refers to the minimal capacity to predict in advance a 

system’s state or behavior [47]. For instance, in a nonlinear system, small changes in initial 

states can cause very different dynamics over time, and, thus, long-term predictability is 

not possible [46]. Thus, when contending with complex systems, any predictive activity is 

an educated guess at best. For example, weather forecast systems can predict the weather 

within a few days with a limited degree of accuracy. From a traditional SE perspective, SE 

success mostly depends upon the repeatability and predictability of system behavior. For 

instance, in an ordinary linear system, systems engineers can analyze the behaviors of parts 

to predict the behavior of an entire system. On the other hand, complex systems are 

inherently unpredictable. To overcome or accommodate challenges posted by complex 

systems, systems engineers likely need to do the following: 

• Study and gain in-depth knowledge of the system. 

• Conduct modeling and simulation to establish key parameter values. 

• Determine or estimate a time horizon at which the system’s behavior 

trajectories diverge. 

d. Evolutionary Dynamics 

Evolutionary dynamics refers to a system’s structure or behavior that constantly 

changes and innovates over time [41]. Evolutionary dynamics often occurs in complex 

adaptive systems. For example, although the human immune system has relatively few cell 

types, it is capable of responding to many threats. Another example would be large 
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economies in which millions of buyers and sellers trade hundreds of thousands of 

commodities. Although each agent acts in his or her own best interests, economies 

normally exhibit stability and usually show steady, long-term growth. In short, the human 

immune system and the economic systems seem to exhibit evolutionary dynamics. The 

human immune system and the economic systems improve on its own. 

On the other hand, some man-made systems do not have this characteristic. The F-

35 fighter jet, for example, is not evolutionary. Although it appears that the design of each 

new fighter jet becomes better (e.g., F-14, F-18, F-22, to F-35), the evolution of fighter-jet 

technology is something imposed by the human designers. 

However, a biomechanical system such as a prosthetic arm is an artificial 

intelligence system that exhibits certain characteristics of evolutionary dynamics. For 

instance, human movement can be represented by nonlinear responses [48]. The stretching 

of human tissues show nonlinear responses [48]. The prosthetic arm has electrode arrays 

of sensors that interpret hand movement patterns [49]. The algorithm that analyzes and 

interprets the hand movement patterns is based on a dynamic systems approach, which is 

a nonlinear model [49]. As the speed of the computer improves over time and the models 

for dynamic systems have been enhanced and optimized, the algorithm becomes better and 

more accurate in interpreting and predicting the hand movement’s positions in 3-D. Hence, 

a prosthetic arm has evolved and become a better system for movement control and extend-

to-lift maneuver. The movements of a prosthetic arm look natural and smooth. To 

strengthen evolutionary dynamics in systems engineering, systems engineers may perform 

the following: 

• Encourage competition and cooperation in research among project teams 

and organizations. 

• Facilitate the process of natural selection (adaptation). 

• Emphasize social networking to encourage innovation. 
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e. Self-Organization 

According to Heylighen [50], self-organization appears when elements of a system 

collectively form certain patterns. It occurs from the bottom up organizing unit. For 

example, synchronized flashing of fireflies at night exhibits the capacity of self-

organization. Crystals form from atoms by self-organization. Other examples of self-

organization include the movements of flocks of birds, herds of horses, and schools of fish. 

Self-organization is also applicable in engineered systems. An electronic hardware based 

on a programmable chip and “self-evolvable” communicating components is an example 

of a man-made system that exhibits self-organization [51]. Self-organization often leads a 

system to critical states with tipping points that could trigger catastrophic events [52]. To 

minimize systems reaching the tipping points, systems engineers can do the following: 

• Reduce random noise. 

• Conduct modeling and simulation to predict or identify areas of potential 

positive feedback. 

• Control the inputs by limiting strong fluctuations and overloading. 

f. Uncertainty 

Uncertainty refers to decision-making involving unknown or incomplete 

information [53]. One way to measure uncertainty is to use “a set of possible states or 

outcomes where probabilities are assigned to each possible state or outcome” [53]. For 

example, when a vending machine spits out a coin, it is uncertain whether it will land on 

heads or tails. Nevertheless, we know the probability of tails is 0.5, though the actual value 

is uncertain. Uncertainty is also applicable in engineering. Uncertainty due to either 

probabilistic system behavior or insufficient knowledge contributes to problem complexity 

[54]. To minimize uncertain dynamics of a system, systems engineers can do the following: 

• Conduct modeling and simulation of SoI to predict or identify areas of 

variations and nonlinearity.  

• Control the inputs by rejecting or limiting disturbances. 
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g. Spontaneous Order 

Spontaneous order is a process that creates a meaningful structure by independent 

agents acting in self-interest without coordination [50]. It is an emergent phenomenon that 

occurs both in natural and engineered systems. Spontaneous order has a number of 

phenomena because a system’s behavior is not just different from the component 

behaviors, but it is also different in kind. For example, crystals form from the order of 

atoms. The international monetary system is an example of a man-made spontaneous-order 

system that provides temporary credit to consumers undergoing a current-account deficit 

[55], [56]. To foster spontaneous order, systems engineers can carry out the following: 

• Plan and support organizations. 

• Emphasize rules and standards. 

• Cooperate with individuals in project teams and organizations. 

Learning the characteristics of complexity is just the first step in studying complex 

systems. The next step is to study the causes and effects of complexity on engineered 

systems and engineering projects. This is important because complexity is an indicator of 

project risk, and systems engineers often need to manage this risk. The next section 

presents the causes of an increase in complexity. 

4. Factors that Cause an Increase in Complexity 

Describing something that is difficult to predict is a nonlinear problem. 

Requirements volatility and unforeseen complexity could drive the projects in a non-linear 

direction. An increase in complexity in a system is due to the following factors [57]: 

• Number of parts, 

• Number of interconnections, 

• Nature of interactions such as nonlinearity or changes that are not constant 

functions of the input variable, and 

• Dynamic shifts or changes as a function of time. 
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Understanding the causes of complexity in engineering projects is necessary 

because systems engineers can study these causes and then take actions to mitigate 

potential project risks such as schedule slippage, budget overruns, and failure to meet 

requirements. 

5. Effects of Complexity on Projects and Systems 

The complexities of a project seem to be driven by changes to the scope and 

unexpected business decisions. Complexity affects a project or a system in the following 

ways [57]: 

• It increases the risk of schedule delay. 

• It increases the risk of budget overruns. 

• It increases the risk of failure to meet requirements. 

• It contributes to higher costs by requiring more effort in systems 

development, verification, and validation. 

• It creates a greater challenge in designing the system. 

• It introduces ways in which a system can fail. 

• It increases uncertainty of system dynamics. 

In addition, when a project is constantly changing the requirements, it is difficult 

for the project manager to set achievable goals. Evolving cause-effect relationships in a 

network of systems may lead to concealed bugs and unexpected behaviors [58]. 

Furthermore, constant change in requirements may create unintended consequences such 

as system degradations and disruptions and can devastate or even abort the intended actions 

[59]. Understanding the effects of complexity on projects and systems is important because 

systems engineers can take actions to reduce or mitigate the complexity of the problem. 
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B. RESEARCH RELEVANCE AND OBJECTIVE 

Project managers, systems engineers, hardware and software developers, and 

researchers seek to answer the following questions: 

• Can we develop a useful measure of complexity for systems engineering? 

• Can we use these measures of complexity to determine the level of 

complexity in an engineering project? From such a measurement, can we 

plan development efforts and apply resources in appropriate places? 

• What impact is a given complexity value likely to have on engineering 

projects? 

• Can we reduce or mitigate complexity? If yes, what are the methods or 

techniques for reducing complexity? 

At this time, there are no widely agreed upon or standardized complexity 

measurement standards for engineered systems and engineering projects. The absence of 

complexity measurement standards opens up the opportunity for this research. In short, 

useful measures of complexity in engineered systems and engineering projects appear to 

be the most-requested standards by systems engineers [40]. 

This research has the following three objectives: 

• To provide practical and effective measures of complexity of engineered 

systems and engineering projects for systems engineers by introducing a 

model for complexity analysis, 

• To validate this model of complexity measurement based on empirical 

data from three Navy software projects, and  

• To use the results of complexity measurement to determine ways for 

reducing complexity. 

Ultimately, systems engineers can use the model to determine system development 

approaches and organizational strategies to reduce project complexity. 
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C. CONTRIBUTIONS AND BENEFITS TO THE BODY OF KNOWLEDGE 

IN SYSTEMS ENGINEERING 

Numerous studies on software complexity focus on the size of the code, control 

flow, data flow, the size of the project team, the number of interdependent programming 

tasks, and other performance parameters. This research extends the complexity 

measurement in software engineering by bringing together into one holistic model that 

consists of several different metrics proposed by several different researchers. This model 

includes measures of number of personnel required for the development effort, defect 

density, number of geographical distribution of project teams, organizational complexity, 

requirements volatility, and the number of different types of job positions. This approach 

incorporates principles of risk management and project management in software 

engineering by relating them to risk analysis and decision-making to support high quality 

systems engineering. 

In addition, this research covers a use case of SE body of knowledge in the topic of 

SE advanced measurement where systems engineers and project managers use the PCMM 

and associated methods to measure complexity and assess project risks to ensure 

affordability. For example, the PCMM link project complexity to systems development 

cost, schedule, performance, and risk. As a result, the PCMM provides project managers 

and IPT management teams with common practices in the areas related to the review of 

work products, roles and responsibility expectations, accountability demands, and 

affordability. 

The main contributions of this research are as follows: 

• A model for identifying key complexity measures in engineered systems 

and relationships between different elements of complexity within 

systems, 

• Potential approaches for complexity reduction, 

• A systematic method for measuring system and project complexity and a 

demonstration of the model using empirical data from three Navy software 
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projects to determine the ranges of values in the proposed complexity 

measures, and 

• A demonstration of complexity reduction using results from the 

complexity measurements of three Navy software projects. 

D. OVERVIEW OF THE WORK 

This dissertation is organized into five chapters. In Chapter I, we identify the 

objectives, potential benefits, and anticipated contributions of the research. The chapter 

focuses on the following: 

• Introduces the notion of complexity as applied in engineered system. 

• Describes a scenario of a complex system, problems that arise from 

complexity, and the importance of complexity measures. 

• Identifies several characteristics of complex engineered systems. 

• Defines complexity and complex systems. 

• Introduces the seven building blocks of complexity that form the 

foundation of this dissertation. 

• Includes several research questions and reasons for a need to answer these 

questions. 

Chapter II presents measures of complexity drawn from previous literature. This 

information helps form a foundation to develop a model of useful measures of complexity. 

Chapter II consists of the following: 

• A broad overview of complexity science history and technologies, 

• A discussion of recent developments in measures of complexity of 

engineered systems, 
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• A description of several measurement methods for complex engineered 

systems as well as an evaluation of their advantages, disadvantages, and 

relevance, 

• A set of ideas, definitions, and properties of complex systems as well as 

examples of measures of complex engineered systems, and 

• An explanation of tools used in complexity research and an assessment of 

their advantages and disadvantages. 

In Chapter III, we present a model of useful measures of complexity. This chapter 

presents the formulation of the system complexity metrics, system and project properties, 

and analysis methods used throughout the dissertation. The chapter accomplishes the 

following: 

• Identifies factors that describe project complexity based on key risk 

factors in a project. 

• Creates a new approach to develop complexity indicators, which serve as 

qualitative measures of the associated factors that describe project 

complexity. 

• Develops the model and methods that estimate complexity of systems and 

projects. 

• Proposes methods for reducing or mitigating complexity. 

In Chapter IV, we use empirical data from three Navy software projects (named in 

this dissertation as projects B4, B6, and B8) to validate the proposed complexity 

measurement model. The empirical evidence is drawn from project-level observables such 

as requirements volatility, defect density, development cost, and frequencies of the flow of 

information between organizations. Chapter IV achieves the following: 

• Illustrates validity and relevancy of the proposed complexity model 

through results from three software engineering projects. 
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• Addresses concerns and issues of complexity measurement for each 

engineering project. 

• Presents lessons learned from three software projects and proposes 

recommendations for reducing complexity. 

Finally, in Chapter V, we conclude this dissertation by presenting a summary of 

this research, a list of this dissertation’s contributions to the bodies of knowledge, and ideas 

for future research that were inspired by this work. In addition, we discuss the effects of 

complexity on system development efforts. 
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II. LITERATURE REVIEW 

It’s very hard to do science on complex systems. 
 

―John Horgan [60], 
“From Complexity to Perplexity” 

 
As noted in Chapter I, the system-of-interest (SoI) for this dissertation is the DOD 

software acquisition program for the design and development of complex systems typically 

used in defense acquisition. No single source, but rather a combination of the several 

sources of complexity, appears to increase complexity. This realization solidifies the need 

for creating a complexity profile that consists of multiple complexity measures for project 

risk assessment. Thus, this chapter starts with a discussion of sources of complexity and 

system complexity as a risk in project management, systems design, manufacturing, 

testing, and deployment. Next, we present a background and history of complexity science. 

The subsequent section reviews recent developments in measures of complexity of 

engineered systems, including metrics to measure complexity in systems design and 

development, definitions of complex systems, and properties of complex systems as well 

as examples of measures of complexity. Drawn from previous studies, this section 

introduces the seven elements of complexity that will form the foundation of this 

dissertation. Finally, we identify certain gaps in the literature concerning complexity 

measurement and propose several solutions to address these gaps. 

A. SOURCES OF COMPLEXITY 

Today’s engineered systems such as offshore wind turbines, fighter aircraft, 

satellite communication systems, and control systems for smart power grids are 

complicated, complex, and challenging to design and manage. They are large systems, 

difficult to maintain and prone to unanticipated failure, and they carry huge costs and risks. 

Keeping complexity under control in these systems is necessary to improve their 

affordability. In a 2008 RAND Corporation report [3], roughly two thirds of the overall 

cost escalation for fighter aircraft was attributed to system complexity (Figure 3). Some 

government-funded fighter-jet programs (e.g., F-22A and F-35) have been delayed or 
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cancelled because of cost escalation. Many project managers often need to make tradeoffs 

between functionality and performance of a system to limit a system’s complexity and to 

improve system affordability. To constrain and manage complexity, systems engineers 

need to identify useful measures of complexity. 

 
Figure 3. System complexity contributes about two thirds of the 

overall cost escalation for fighter aircraft. Source: [3]. 

In general, increased complexity contributes to higher costs, greater challenges in 

systems design, and more effort required in systems development, verification, and 

validation. Measuring complexity is an important issue in project management and in the 

design, manufacturing, testing, and deployment of systems. In addition, complex systems 

may have emergent behaviors (e.g., unexpected errors on the user interface or unintended 

power overloads on the circuit) during system validation and operation. These potential 

behaviors can lead to undesirable and expensive system recalls and redesign.  

Systems engineers must identify the nature of complexity and the extent of 

complexity that imposes on the development program [57]. Such an analysis will help 

systems engineers to determine whether any mechanism would exist for reducing 

complexity such as by decoupling the system from its environment. According to the 

International Council on Systems Engineering (INCOSE), complexity in a development 
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program can arise from at least three sources [58]: (1) the problem being addressed, (2) the 

system environment, and (3) the system being developed. In addition, engineering 

processes themselves are also sources of complexity [61]–[64]. Therefore, to quantify the 

complexity of engineered systems, systems engineers need to understand complexity of the 

problem, environment, system, design of the system, and the engineering process. Let us 

discuss each source of complexity in order. 

1. Complexity of the Problem 

In engineering projects, systems engineers commonly observe several sources of 

complexity of the problem. Understanding these sources of complexity of the problem will 

be valuable to project managers for project planning. According to Sheard and Mostashari 

[65], complexity of the problem can be the result of the following underlying issues: 

• Ill-defined problems, 

• Conflicting requirements, 

• Too many problem elements, 

• Interactions between problem elements, 

• Diverse and demanding stakeholders, 

• Interacting stakeholders, 

• Resources issues, 

• Multiple constraints, and 

• System of systems orientation. 

However, people are often the root cause of some of these issues due to negligence or lack 

of emphasis. 

2. Complexity of the Environment 

Many projects often encounter system environment problems. From our SE 

experiences, we know that system environments are inherently complex [58]. By knowing 

the sources of complexity of the system environment, project managers can estimate the 

expected effort needed to complete the project. Some of the complexities of the 

environment include rapidly evolving threats, strong dependence upon highly variable 
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environmental conditions, and large disturbances of the environment resulting from 

resource consumption, waste products, and physical damage. Appreciation and 

understanding of system environment problems can help systems engineers develop usable 

measures of complexity. 

3. Complexity of the System 

Stevens [66] suggests one way to understand complex engineering problems is by 

studying the four contexts of the system: (1) the strategic context, (2) the implementation 

context, (3) the stakeholder context, and (4) the system context. First, systems engineers 

use the strategic context to look at the scope and stability of the intended mission. They 

need to determine whether requirements are expected to change with time and whether the 

mission is intended to address a single function or multiple functions within an enterprise. 

Second, project managers use the implementation context to look at the scale of the effort. 

They need to decide whether the project aims at developing a single system for a specific 

purpose or multiple interrelated systems. Third, the stakeholder context addresses potential 

difficulties with stakeholders. Project managers need to evaluate whether the stakeholders 

are on board with the stated objectives and whether the relationships with stakeholders are 

stable or changing. Fourth, the system context addresses the expectations of the system. 

Systems engineers need to analyze and determine whether the expected system behavior is 

known or likely to evolve as the design is developed. Engineers study these four contexts 

to gain understanding of the problem. By determining the range of the system within each 

context, both systems engineers and project managers can generate a profile of their 

projects and accurately measure the degree of project complexity. 

4. Complexity of the Design of the System 

System complexity may also arise from system design. Complexity of system 

design is caused by excessive functionality, complicated feedback loops, a certain problem 

that human cause, nonlinear and adaptive elements, and high connectivity and 

interdependence between elements [29]. Furthermore, system requirements, changes of 

technology, team dynamics, organizational policies and procedures as well as external 
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stakeholders are also sources that contribute to complexity. Furthermore, to solve these 

design problems, systems engineers can do the following [29], [61]–[64]: 

• Reduce and remove unnecessary functionality. 

• Limit the degree of adaptivity. 

• Minimize interactions between nonlinear elements. 

• Increase connectivity but reduce and limit interdependence between elements. 

• Emphasize system-level optimization.  

• Resolve or eliminate conflicting requirements. 

• Decouple feedback loops to make a system easy to understand and control. 

• Reduce the “human factors” in system complexity. 

• Ensure adequate redundancy. 

5. Complexity of the Engineering Process 

In the engineering process, systems engineers often face the challenge of 

simplifying the design processes without affecting product performance [28], [199]. They 

sometimes need to make tradeoffs between efficiency and maintaining control of the design 

processes. The number of tasks and the frequencies of the communications between tasks 

often determine the level of complexity of the engineering processes [28], [199]. One 

aspect of the complexity of the engineering processes is the amount of the communications 

required between the tasks that require decisions and the analytical tasks [28]. Systems 

engineers must understand the communication patterns between tasks that need decisions 

and the analytical tasks in design processes so they can minimize the complexity of design 

processes. For example, systems engineers can reduce the complexity of design processes 

by either re-sequence non-coupling tasks or identify and remove weak coupling between 

tasks [67]. Systems engineers can make design decisions based on the values of design 

parameters using the users’ operational range of values (e.g., a rotor speed of 16.8 rpm of 

a wind turbine). In sum, the literature has established that systems engineers will find value 

in tracing complexity to its source so they can address it in systems design and project 

planning. 
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B. BACKGROUND AND HISTORY OF COMPLEXITY SCIENCE 

Finding the common concepts and mechanisms of complexity greatly aids the 

understanding of complex systems. This section begins with a brief history of complexity 

science and follows with an overview of the characteristics of complexity and complex 

systems. We will discuss concepts and methods of complexity science, which will be useful 

to derive some measures of complexity for this research. 

In the 1950s, scientists developed computers, numerical techniques, and algorithms 

to study nonlinear systems. To analyze the dynamics of nonlinear systems, scientists 

developed chaos theory. Chaos contains irregular non-repetitive behavior. It represents 

unpredictability because the cause and effect relationships are unperceivable. The root of 

chaos is extreme sensitivity to initial conditions. In other words, changes occurring in an 

initial stage will be amplified and eventually dominate the system. For example, in 1963, 

Edward Norton Lorenz, a pioneer of chaos theory, discovered the butterfly effect when 

observing his weather forecasting model [68]. Scientists also observed chaos in 

semiconductors and electronic circuits. The implication was that nonlinear systems were 

inherently unpredictable. Thus, chaos theory became an important part of understanding of 

nonlinear systems. Subsequently, scientists and systems engineers have applied the 

butterfly wing patterns to models to study nonlinear and complex systems. 

In the 1990s and early 2000s, scientists and engineers used network theory to 

describe complex adaptive systems. A complex engineered system can be modeled as a 

network; thus, a brief introduction of networks is an essential part of an overview of 

complex systems. 

A network consists of nodes (e.g., people, machines, and computers) and links (e.g., 

human relationships and communication lines) [69], [70]. A network’s function is to 

transfer goods and services (information, people, raw materials, manufactured products, 

etc.) between the nodes [69], [70]. Networks can be in flux such that nodes are added and/or 

deleted [69], [70]. Systems engineers create network models to measure the values of 

connectedness and interdependence of networks, which are measures of network 

complexity. 
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Scientists and engineers developed a few network models to address emergent and 

adaptive properties of complex adaptive systems. For example, a hub and spokes network 

has one node that connects directly to every other node along links that comprise the spokes 

[69], [70]. Airlines typically adopt the hub and spokes model to route all of their traffic 

through a central or multiple hubs. 

Other types of networks include a random network, a clustered network, a small-

world network, and a power law network. A random network provides connectivity by 

creating random connections between nodes [71]. Neuroscientists use the model of random 

network to study neural networks. In a clustered network, every node is directly connected 

to many other nodes [72]. Scientists and biologists use this model to study disease spread 

such as severe acute respiratory syndrome (SARS) epidemics and the HIV/AIDS pandemic 

[73]. Small-world networks are mixtures of random and clustered networks [74], [75]. 

Power law networks (e.g., the World Wide Web [76], [77]) have many connections to 

guard against or prevent random failures. In sum, systems engineers use various types of 

network models to study complex engineered systems. 

Scientists and engineers have observed that diversity has several relationships with 

complexity. As introduced in Chapter I, Scott Page, an American social scientist, defines 

diversity as the state or quality of not being the same [15]. In other words, the number of 

different types of elements determines diversity. When present, diversity can increase 

complexity [15]. The more different types of elements are present in a system, the more 

ways they can combine. 

Moreover, diversity generally improves robustness and performance [15]. 

Robustness is the ability to maintain a system’s functionality despite a disturbance within 

it [29]. The more types of elements present in the system, the more functions can be 

exploited to respond to a disturbance. Robustness requires that there is a restoring response 

for every disturbance of the system [29]. 

Many factors can contribute to complexity, including time, space, and interactions. In 

1948, Warren Weaver, one of the pioneers of machine translation, distinguished two cases of 

complexity [78]: organized and disorganized complexity. Organized complexity results from 

a vast number of parameters describing the aggregate of the system elements [78]. An example 
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of organized complexity is the design specification of a radar system for air traffic control 

which has thousands of components. Disorganized complexity results from the sum of a large 

number of approximately identical system elements, each of which has different values of a 

few different parameters [78]. An example of disorganized complexity is the behavior of a 

volume of gas. The gas volume’s behavior is describable by a few statistically averaged 

parameters. However, many man-made systems have system properties somewhere in between 

organized complexity and disorganized complexity [18], [44]. 

As stated in the previous section, engineering processes are one of the sources of 

complexity. In 2006, Minai et al. [79] addressed the challenges that arise in developing 

complex engineered systems and identified new CSE approaches that are being adopted. 

Minai et al. [79] suggested that CSE should focus on creating an environment in which 

systems can develop and expand, change can occur, and selection favors some systems 

over others. Furthermore, Minai et al. have stated [79]: “Every engineered system is a tool 

made to serve the ends of its user.” This is a basic requirement of engineering. Engineered 

systems are intentionally designed and fabricated, and they are usually useful. Complex 

systems include people not only as designers, but also as part of the system (e.g., operations 

and maintenance). Minai et al.’s work sheds light on the current state of CSE. They 

recognize the need to enhance the engineering methods of complex systems. 

Many scientists are actively pursuing the study of complex phenomena through 

their observations and hypotheses. Because of significant improvements in computational 

technologies, scientists and engineers create computational models known as agent-based 

models in simulated worlds that encompass both biology and technology [46], [80]. In 

2007, Miller and Page [46] studied complex adaptive social systems using computational 

models to explore general mechanisms underlying some complex phenomena in nature.  

In 2009, Mitchell [81] presented several thoughtful ideas. She has stated [81]: 

“Neither a single science of complexity nor a single complexity theory exists yet.” This 

raises an interesting issue in complexity. A theory of complexity needs mathematics that 

describes complex phenomena and it needs observations and testable hypotheses to explain 

those observations. A viable theory of complexity (which does not exist yet) would 

describe and explain such complex phenomena as chaos, order, nonlinearity, criticality, 
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self-organization, emergence, and aperiodic (but nonrandom) behavior. Mitchell defined a 

complex system as a large network of components that exhibit nontrivial emergent and 

complex collective behaviors [81]. Her work refers to nonlinearity, connectedness, 

interdependence, and adaptivity [81]. These characteristics are part of the building blocks 

of complexity.  

Learning some key concepts and methods of complexity science is useful to derive 

some measures of complexity for this research. As showed in Table 1, we provide a 

summary of key concepts of complexity science. 

Table 1. Key concepts of complexity science 

Concept Example 

Adaptability Engineers have developed adaptive equalizers 
or echo cancelers in high-speed data modems. 

Self-organization Software developers have created a mobile 
game system that can automatically network 
with nearby game systems to perform a multi-
player experience. 

Emergence A face-recognition system processes many 
discrete pixels and produces a recognizable 
image. 

Attractors (degree 
of predictability) 

Scientists and systems engineers apply the 
butterfly wing patterns in models of pattern 
formation for studying nonlinear and complex 
systems. 

Chaos Scientists have observed chaos in 
semiconductors and electronic circuits. 

Nonlinearity In AM radio, listeners sometimes experience 
electronic distortion such as clipping and 
crossover distortion. 

Networks Airlines route their air traffic through one 
central or multiple hubs. 

Power laws  The World Wide Web is resilient to random 
failures. 
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As time progresses, more and more engineered systems will be complex systems, 

and new tools and techniques for their design, development, and use will need to be 

developed. Complexity science is moving forward and progress has been made. Available 

tools and techniques for analyzing complex systems appear in Table 2. 

Table 2. Tools and techniques for analyzing complex systems 

Tool Set Purpose 

Agent-based 
Models 

• Provide insights about stability characteristics, 
including rules and constraints of the system. 

• Show conditions for unstable or dangerous 
traits of the system. 

Network Analyses • Identify normal (stable) and abnormal 
(unstable) networks. 

• Identify network patterns to make predictions 
of behaviors in networks. 

Data Mining • Finds outliers in data sets that do not fit 
expected patterns. 

Scenario Modeling • Reflects key dynamics and conditions of 
systems in some simulated scenarios. 

• Provides insights into how the systems respond 
by varying conditions the systems face. 
Results are helpful for making strategic 
decisions. 

Sensitivity 
Analysis 

• Calculates the ranges of parameters which the 
system does and does not work. 

Dynamical 
Systems Modeling 

• Makes predictions of future behaviors in a 
system. 

• Simulates the results of alternative system 
interventions. 

 

In sum, complexity science is an interdisciplinary field of research that tries to 

interpret biological and physiological worlds that exhibit capacities of self-organization 

and adaptation via learning or evolution [81]. This research attempts to refine methods of 

complexity science. 
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The world has always been viewed by observers as complex, but questions linger 

as to what to do with complexity, and how to interpret and measure it. The next section 

presents previous work concerning several quantitative and qualitative measures of 

complexity. 

C. PREVIOUS WORK 

Many scientists and engineers have attempted to develop measures of complexity 

because complexity has caused project failures, cost overruns, and schedule delays [3]. 

This section identifies recent developments in measures of complexity of engineered 

systems and engineering projects. 

Through a review of the literature, we find four main types of complexity in 

engineering projects [14], [81]–[83] represented as follows: (1) structural complexity, (2) 

organizational complexity, (3) temporal complexity, and (4) technological complexity. 

Structural complexity is measured by the number of elements involved in the 

project and the dependence of these elements relative to each other [82], [84], [85]. It is 

used for risk assessment in terms of product quality control [84], [85]. It is characterized 

by the project properties and project interfaces (described either as linear or nonlinear 

relationships) between each of the organizational units [82], [85]. Project properties contain 

size of scope, cost of the project, project duration, project team size, and the number of 

requirements. Project interfaces include defect density and personnel required for the 

engineering project. 

Organizational complexity indicates connectedness and interdependence among 

organizational units during the system engineering processes [14], [84], [85]. It denotes a 

measure of the patterns of communication among organizations in terms of their frequency 

and importance and a measure of geographical distribution of teams [84], [85]. 

Temporal complexity refers to the uncertainties caused by the changes in the project 

properties and project interfaces over the course of the project [85], [86]. It is interpreted 

as a measure of requirements volatility [84]–[86]. 
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Technological complexity relates to the integration of technology in the 

transformation processes that convert inputs to outputs [14], [86]. It refers to both the 

variety of some aspect of a task and the interdependency between tasks and between teams 

[14], [85]–[87]. Elements that contribute to technological complexity include the number 

of operators, the type of technical expertise, and the type of skilled staff needed [14], [86]. 

Hence, technological complexity is defined as a measure of the number of different types 

of job positions [14], [85], [86]. 

Using the definition of complexity from Chapter I, we have three aspects of 

complexity described as follows: (1) the degree of difficulty in describing, understanding, 

verifying, managing, designing, and changing interdependencies of a system, (2) the degree 

of difficulty in accurately predicting emergent behavior of a system, and (3) the degree of 

difficulty in explaining emergent behavior of a system. We can apply these aspects to the 

four main types of complexity to measure complexity in engineering projects. 

In general, structural complexity, organizational complexity, temporal complexity, 

and technological complexity are correlated with one another [85]–[88]. In other words, as 

the structural complexity increases, the organizational complexity also increases [88], [89]. 

Let us discuss each of the four types of complexity. 

1. Structural Complexity 

In general, a system is structurally complex if the interactions between components 

within the system are difficult to describe or understand. We know that system architecture, 

software architecture, and software size are project elements that can contribute to 

structural complexity [17]. Structural complexity metrics are based on the concepts of 

entropy and logical depth [90]. Through a review of the literature, we find that several 

researchers have different ways of measuring structural complexity. 

In [90], Lloyd’s view of structural complexity is the difficulty in describing things. 

He describes structural complexity as the amount of information required in an event to 

describe a system [90]. Lloyd’s measurement approach of structural complexity uses the 

Shannon entropy [91] method which computes the average amount of information of an 

event necessary to describe the system. Shannon’s entropy method measures how much 
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information is contained in the output of a process and is typically measured in bits. 

Information refers to anything that can answer a question (e.g., digits, text strings, number 

and type of pathogens in the body, or available food supply around an ant colony). The 

Shannon entropy measurement method is useful in evaluating the design complexity of any 

digital signal processing system. In general, for actual systems with many different types 

of parts, entropy is difficult to calculate because the dynamic range of outcomes (a degree 

of disorder) may be enormous, and outcomes may be unpredictable. Nevertheless, Lloyd 

and Gell-Mann applied the Shannon entropy method for measuring structural complexity 

within the manufacturing process [92]. Similarly, Arteta and Giachetti used Shannon’s 

entropy method for measuring the complexity of business processes [93]. 

In [94], Kolmogorov proposes an algorithmic complexity measurement based on 

the size of the smallest computer program that could form a full description of a picture 

without degradation from noise. In other words, the complexity of how information flows 

in the system reflects the system’s structural complexity. This process is measured in bits. 

For example, a program that generates a string “MYBIGSTAR” has more algorithmic 

information-content than the one that generates the string “AAAAAAAA.” This 

measurement approach might apply in medical imaging, acoustic processing, and bio-

informatics. However, for large complex systems like a Boeing 787 jetliner, it is not 

practical to determine its algorithmic information-content because of the enormous amount 

of information and computation needed to generate the Boeing 787 data model. 

In [29], Harney proposes that both an “indentured parts count,” commonly called a 

“bill of materials” [95], and a function count for a system can be ways to measure structural 

complexity. The bill of materials can be used to measure complexity as a function of the 

numbers of item types, quantities, indenture levels, and unique part numbers. The list may 

be useful in determining the structural complexity of past systems, allowing comparisons 

between programs and the outcomes of various SE tools. A system function count is 

directly analogous to the method of function point count in software [96]–[98]. First, 

software engineers analyze and determine the system’s functions. After counting each type 

of function, they can determine an overall system function count by a weighted sum. Since 

functions are determined relatively early in a design, this might provide early guidance 



44 

concerning both the degree of complexity and the actions necessary to accommodate that 

complexity. 

However, there are some drawbacks to these two approaches. For example, the 

biggest difficulty in measuring a bill of materials is that, because parts lists are not available 

early in the development process, they are unlikely to be a guide to predicting and solving 

problems. Furthermore, part count only measures numerosity, and it does not consider 

diversity, interdependence and other factors that can affect complexity. Similarly, a system 

function count requires sufficient system definitions to develop system functions. It 

requires considerable study of prior program efforts and mature requirements to guide that 

determination. 

In [99], Sinha proposes a quantitative structural complexity metric using the 

following three primary sources of complexity: (1) the complexities of each component, 

(2) the complexities of each pairwise interaction, and (3) the effect of architecture or the 

arrangement of the interfaces. To capture the interaction among system components, Sinha 

proposes the topology complexity metric based on the functional form of the electron 

energy of an organic molecular system. This metric helps to characterize different types of 

architectures, and is tractable throughout the system development phase. One advantage of 

this bottom-up approach is that it can provide complexity estimation of novel components 

and interfaces where data may not available. One drawback of this approach is that it relies 

on expert opinion for estimation of component and interface complexities. Another 

drawback is the lack of a reasonable size of data from real world engineered systems for 

empirical validation of theoretical predictions. However, this structural complexity 

estimation method can apply to multiple engineered systems ranging from simple power 

drills to car engines. 

In regard to project complexity, Williams [83] defines structural complexity as the 

degree of effects on the tasks that is based on the number of elements involved in the project 

(i.e., the number of hierarchical levels of management, number of organizational units, 

division of tasks, etc.) and the interdependence (i.e., management interactions and technical 

interfaces) of these elements relative to each other. He also claims that uncertainty in goals 

and methods contributes to project complexity due to difficulty in specifying user 
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requirements and the possibility of change of user requirements after the initial prototypes. 

We will further review this topic in the project complexity section of this chapter. 

According to Simon [100], complex systems are often structured hierarchically 

with more strong interactions occurring within, rather than between, subsystems. In other 

words, Simon believes that each subsystem is independent of other subsystems. This idea 

works like building blocks in that evolution produces complex entities by putting together 

fewer complex entities. Simon’s observations do not reflect the degree of complexity of 

functions within each component, nor the diversity of differing structures produced by the 

successive hierarchical layers. 

Gell-Mann et al. [92] suggest an effective complexity measure that involves a 

process of finding regularity and randomness in objects. This approach is to quantify 

complexity in terms of structure and information within a system. This measurement 

method computes the amount of information required to depict the regularities of a system 

[92]. Effective complexity is low for both extremely ordered and very random things [92]. 

Effective complexity might be useful when comparing two engineered systems to 

determine if one system is inherently more complex than the other. In practice, though, 

effective complexity is difficult to measure, and various observers may disagree on the 

definition of a system’s regularity. 

A summary of the work of these scholars appears in Table 3. 

Table 3. Structural complexity measurements in engineered systems and 
engineering projects. 

Year Scholars Structural Complexity Metric 

1962 Simon [100] Measure a system’s complexity by 
the level of hierarchy. 

1965 Kolmogorov 
[94] 

Measure algorithmic complexity by 
bits that represent the content of 
information of a system. 

1996 Gell-Mann et al. 
[92] 

Measure complexity by the 
structure of a system. 
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Year Scholars Structural Complexity Metric 

1999 Williams [83] Measure project complexity by “the 
number of elements and the 
interdependence between these 
elements” in the project. 

2001 Lloyd [90] Measure complexity by bits that 
represent the order and disorder of 
information of the system. 

2014 Sinha [99] Measure the level of complexity 
based on three sources of 
complexity: (1) the complexities of 
each component, (2) the 
complexities of each pairwise 
interaction, and (3) the arrangement 
of the interfaces. 

2017 Harney [29] Measure systems complexities 
based on a bill of materials and a 
system function count. 

 

2. Organizational Complexity 

Organizational structure often mirrors the system’s architecture (called Conway’s 

law [87]). For example, in a system’s architecture, we may have systems, subsystems, 

units, assemblies, subassemblies, and components. This system’s architecture mirrors the 

hierarchical structure of a typical organizational structure (i.e., divisions, departments, 

branches, sections, teams, and individuals). In general, more hierarchy in the organization 

will lead to structure that is more hierarchical in a system. In short, organizational 

complexity is simply structural complexity applied to organizations as the system-of-

interest (SOI). 

Lloyd defines organizational complexity as the degree of difficulty of describing 

organizational structure (e.g., a corporation, a division of a company, etc.) and the amount 

of information sharing within an organization [90]. Measurements include schema length, 

hierarchical complexity, functional network complexity, effective complexity, stochastic 

complexity, channel capacity, correlation, and stored information [90]. For example, a 
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hierarchical complexity measurement indicates the degree of complexity in the vertical and 

horizontal structure of an organization (e.g., an organization may have divisions, 

departments, and branches, and each branch may have several locations and buildings). 

Baccarini [14] describes organizational complexity as the engagement of a 

temporary multi-organizational structure to manage a project. He refers to organizational 

complexity as the level of impacts on the project that is based on the number of project 

elements (e.g., stakeholders, engineering disciplines, number of employees, business 

processes, organizational units, and project size) and the relationships (e.g., the number of 

management and technical interfaces) between these elements [14]. Furthermore, several 

authors including Giachetti [28], McCann and Ferry [101] as well as Victor and Blackburn 

[102] have proposed that the interdependent relationships between organizations and 

business processes can contribute to organizational complexity. Lee and Xia [85] claim 

that organizational complexity is a result of changes in the hierarchy of organizations, 

information systems used by the organizations, and business processes. Lee and Xia 

propose a framework that includes an organizational complexity measurement for 

assessing information system development projects. Lee and Xia believe that a project 

environmental conditions (market, social, political, and regulatory conditions) contribute 

to project complexity [85]. 

Table 4 shows a summary of the work of these authors. 

Table 4. Organizational complexity measurements in engineered systems 
and engineering projects. 

Year Authors Organizational Complexity Metric 

1979 McCann and 
Ferry [101] 

Measure inter-organizational relations 
based on a conceptual model. 

1987 Victor and 
Blackburn 
[102] 

Measure the levels of interdependence 
between work units based on a 
framework of “alternative 
conceptualization.” 

1996 Baccarini 
[14] 

Measure project complexity based on 
project size and the interdependence of 
organizational units. 
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Year Authors Organizational Complexity Metric 

2001 Lloyd [90] Measure organizational complexity in 
terms of the degree of organization 
based on the vertical and horizontal 
structure of an organization and the 
amount of information sharing within 
an organization. 

2002 Lee and 
Xia [85] 

Measure project complexity based on 
“changes in user information needs, 
business processes, and organizational 
structures.” 

2006 Giachetti 
[28] 

Measure interdependence in enterprise 
systems based on patterns of workflow 
and frequency, importance, and delay of 
the flow of information. 

 

3. Temporal Complexity 

A system has temporal complexity if its behaviors are difficult to describe and 

predict effectively [85], [86]. Furthermore, temporal complexity reflects the level of 

impacts on the project due to requirements volatility that is caused by the external 

environment (i.e., environmental regulations, market conditions, political and institutional 

complexities, funding mechanisms, and technical issues) [84]. 

Lloyd and Pagels [103] propose a complexity measurement based on 

thermodynamic depth. This approach suggests that engineers quantify complexity in terms 

of randomness within a system. This measurement method calculates how many bits of 

information of the resources are required to describe the particular trajectories leading to 

the current state [103]. In other words, systems that are more complex are harder to build 

[103]. For example, when studying a particular organism, a scientist starts with the simplest 

possible organism, and then determines all the genetic events (mutations, gene doublings, 

gene modifications, rearrangements, etc.) that lead to the current state of an organism under 

study [103]. The more events required, the more complex the organism [103]. In practice, 

this measurement method of randomness within a system is very difficult to apply to 

natural objects because it is not clear how natural objects evolve to the current state. 
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Nevertheless, this measurement method appears similar to the Shannon entropy method 

proposed by Gell-Mann and Lloyd for measuring structural complexity [92].  

Wolfram [11] categorizes the following four basic kinds of behavior in a system: 

(1) equilibrium (i.e., static or simple oscillation), (2) complexity (i.e., aperiodic oscillation), 

(3) chaos (i.e., unpredictable and aperiodic oscillation with no apparent order), and (4) 

randomness (i.e., noisy oscillation because of random inputs). Pictures of these four types 

of behavior appear in Figure 4. From Wolfram’s perspective, complexity comprises 

everything that is not static, cyclic, or random [11]. Wolfram’s characterization of these 

four types of dynamic behavior correlates to the temporal complexity of a system. Based 

on the understanding of these behaviors in systems, systems engineers have learned to 

describe temporal complexity in terms of the volatility and predictability of the behaviors 

of a system. 

 
Figure 4. Examples of Wolfram’s four types of dynamic behavior. 

Adapted from [11]. 

In [104], Perrow proposes a model to characterize complex systems such as air 

traffic, chemical plants, dams, and nuclear power plants in terms of their risk. He states 

that complex systems feature feedback loops and tightly coupled interactions between 

system components [104]. As depicted in Figure 5, nuclear power plants have complex 
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interactions (i.e., interacting controls and feedback loops) that could result in unexpected 

behavior. The system also has tight couplings among its components because delays in 

controls are not possible and the order of operations is complex. Perrow’s depiction of 

tightly coupled interactions between system components reflects that temporal complexity 

is associated with both the interactions and the coupling of the system components. In 

addition, Perrow observes that complex systems have catastrophic potential [104] such as 

a nuclear reactor burning out of control causing a nuclear meltdown. Perrow’s model for 

characterizing complex systems can direct an engineer’s focus to dynamic systems and 

resource allocation in designing these systems—an important practical consideration. 

 
Figure 5. A diagram depicting the relationship between interactions 

and coupling for engineered systems. Adapted from [104]. 

In [105], Lopez-Ruiz et al. propose a complexity measurement based on a statistical 

description of systems known as statistical complexity to capture structure, organization, 

patterns, regularities, and symmetries in systems. This approach is to quantify complexity 

in term of randomness within a system. Systems are essentially message sources. For 

example, for a system whose message is “repeat 1 2,” statistical complexity is low. On the 

other hand, for a system whose message is “choose at random from X, W, J, or S,” 

statistical complexity is high. Statistical complexity is not easy to measure because it 
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requires interpretation of the system as a message source. In general, this measurement 

method is very difficult to apply. To apply this measurement in an engineered system, a 

systems engineer constructs the simplest possible model that represents the behavior of the 

system [81]. The amount of information required in an event to describe the behaviors of 

the simplest model is the measure of statistical complexity. Some scientists use this 

measurement approach to research crystals’ atomic structure and neuron firing patterns 

[81]. 

Remington and Pollack [84] propose temporal complexity as the volatility or 

disruption caused by the external environment (market dynamics, social and political 

challenges, uncertainty in environmental regulations, and technical issues) during the 

course of the project. Consequently, this type of temporal complexity could affect project 

outcomes. 

A summary of the research of these researchers appears in Table 5. It seems like 

some of these researchers characterize randomness as complexity and some researchers 

characterize randomness as not complexity. One characteristic of randomness is that there 

is no correlation between one sample and the next. Random behaviors of a system can be 

generated by either random noise processes produced internally or random external 

influences on system elements. The random external influence can be measured or known, 

and, therefore, the behavior of the system is predictable. Hence, random behavior is not 

complex. On the other hand, a complex system, by definition from Chapter I, may exhibit 

emergent, nonlinear, non-deterministic and/or chaotic behavior, and, thus, the dynamic 

behavior of a complex system can be either random or not random. In short, temporal 

complexity can be measured either based on the randomness within a system or the strength 

of coupled interactions between system components. 
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Table 5. Temporal complexity measures in engineered systems and 
engineering projects. 

Year Researchers Temporal Complexity Metric 

1988 Lloyd and 
Pagels [103] 

Measure temporal complexity by 
calculating how many bits of 
information of the resources are 
required to describe the particular 
trajectories leading to the current state 
(i.e., randomness within a system). 

1995 Lopez-Ruiz 
et al. [105] 

Measure temporal complexity based 
on the randomness within a system 
(statistical complexity). 

1999 Perrow [104] Measure temporal complexity by the 
strength of coupled interactions 
between system components. 

2002 Wolfram 
[11] 

Measure temporal complexity based 
on everything that is not static, cyclic, 
or random. 

2008 Remington 
and Pollack 
[84] 

Measure temporal complexity in terms 
of external complexities associated 
with market volatility, funding 
mechanisms, and political and 
institutional complexities. 

 

4. Technological Complexity 

Technological complexity refers to the level of difficulty related to the conversion 

processes that transform inputs into outputs [14], [86]. For example, a drone control system 

has a sophisticated algorithm that analyzes and converts video signals to electrical signals 

in order to control the drone. The algorithm that performs the geo-location mapping as well 

as the transformation process of analog signals (videos) to digital signals (digitized 

electrical signals) is complex. To a certain extent, technological complexity can be 

described as the difficulty in creation of things [90]. It represents the level of difficulty 

concerning the transformation processes in engineered systems [90]. Lloyd proposes 
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complexity measurement in terms of time, energy, and/or dollars [90]. Lloyd’s 

measurements include the following [90]: 

• The amount of simulation (cost) involved to produce a prototype of a design. 

• The length of a series of events (time) that leads to the system created. 

• The least amount of information from a system’s past behavior that is required 

to predict its future behavior. 

This approach is useful in evaluating the speed of a particular algorithm in solving 

problems that involve searching, optimization, counting, and decision-making. An 

example of this measurement approach is the Google search-ranking algorithm [106], 

[107], which sorts through many webpages in a search index in a fraction of a second to 

find the most relevant and most useful results for what the user is looking for. The Google 

search-ranking algorithm uses all incoming links and checks the relevancy of the source 

websites so it can calculate a value for each link [106], [107]. The complexity of the ranking 

algorithm is that it has to process a large amount of data, and the processing mechanisms 

are constantly updated because of the dynamic nature of the World Wide Web [106]. 

Another example of applying this measurement approach is the particle-swarm 

optimization algorithm [108], [109], which solves a system optimization problem that is 

adaptive and emergent. A software engineer measures the amount of time it takes for the 

particle-swarm optimization algorithm to solve the multi-dimensional problem. This is a 

critical measurement for systems that process real-time data. In practice, this measurement 

approach is very difficult to apply to man-made systems whose evolution is unclear. 

Bennett [110] proposes a complexity measure that computes the system’s logical 

depth. Logical depth refers to the amount of computation or simulation time involved in 

producing a prototype of a design [110]. In other words, an object’s logical depth is a 

measure of how difficult that object is to make [110]. A logical depth of an algorithm is a 

minimum size necessary for recreating a given piece of information [110]. To a certain 

extent, technological complexity can be interpreted as a logical depth of an algorithm. For 

example, one could conceptually use a Turing machine (i.e., a mathematical model of 

computation) and a software program to perform a computation [110]. The time required 
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for the optimum Turing machine to create the object is a measure of the complexity [110]. 

However, it is impossible to determine which Turing machine would be optimal, or how 

long it would take to run. In general, logically deep objects and algorithms take longer to 

compute, construct and run than to calculate, build and execute simple, flat structures of 

objects and algorithms [110]. In a man-made system that generates a design of any natural 

object of interest, this proposed measure of complexity is impractical. For example, a 

system that generates a design of a tree and its fruit yield would be difficult because of the 

importance of variables such as water supply and climate conditions. 

Baccarini [14] describes technological complexity as the level of complexity in 

transforming inputs to outputs. According to Baccarini [14], elements of technological 

complexity include the characteristics of the project; the level of knowledge required for 

planning, executing, and managing the project; and the operational requirements [14]. For 

instance, for an engineering project that designs a computer chip, elements of technological 

complexity include the number of employees required for the project, the location of the 

project, the type of skill set needed, and the knowledge required to design computer chips 

[14]. 

Table 6 presents a summary of the work of these authors. 

Table 6. Technological complexity measures in engineered systems and 
engineering projects. 

Year Authors Technological Complexity Metric 

1988 Bennett 
[110] 

Measure technological complexity by 
the amount of computation or 
simulation time involved in producing 
a prototype of a design. 

1996 Baccarini 
[14] 

Measure technological complexity by 
“the number of operators required, 
location of the project, type of work 
skills needed, and type of technical 
expertise required.” 

2001 Lloyd 
[90] 

Measure technological complexity 
based on time, energy, and/or dollars. 
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In summary, previous studies of complexity in systems design and development 

explained in this section suggest that there are many researchers who have presented many 

different possibilities for measuring complexities. This great quantity of complexity 

measures is reinforced by the number of pages it took to explain all of it. The list of 

complexity measurements in the four types of complexity may be insufficient and 

incomplete because complexity is multi-dimensional (e.g., complexity in the environment, 

in the system, in the design of the system as well as in the engineering of the system) and 

not precisely prescribed by a specific theory of complexity. Some measurements of 

complexity in engineered systems are difficult to perform because the measurement 

requires interpretation of the system as a message source and various observers also may 

disagree on the definition of depicting a system’s regularity (e.g., statistical complexity and 

effective complexity). Some measures of complexity are impractical to use in actual 

systems, or may have major flaws because of the enormous amount of information and 

computation needed to generate a data model (e.g., algorithmic complexity). These limits 

open up the opportunity for this dissertation to develop practical measures of complexity. 

For instance, numerous studies on software complexity focus on the size of the code, 

control flow, data flow, the size of the project team, the number of interdependent 

programming tasks as well as other software metrics. This research can extend the 

complexity measurement to include requirements volatility and defect density as well as 

geographical distribution of project teams, and create a complexity profile for project risk 

assessment. In the next section, we review some measures of complexity in the literature 

related to nonlinearity, non-equilibrium, numerosity, connectedness, interdependence, 

diversity, and adaptivity.  

5. Seven Building Blocks of Complexity 

Both Page and Miller [13], [46] conclude that complexity arises in the “Interest in 

Between.” “Interest in Between” refers to the spaces between simple and strategic 

behaviors. These spaces lie between what engineers already know and engineers need to 

know. Page observes that a certain mix of values for attributes (nonlinearity, non-

equilibrium character, numerosity, connectedness, interdependence, diversity, and 

adaptivity) may lead to complexity [13]. A different mix may lead to a different kind of 
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system [13]. This is an important observation because models that study complex systems 

need to account for the “Interest in Between” phenomenon. When a system bears none of 

the Page’s seven attributes of complexity, it is essentially in an inert state, and complex 

behavior is not possible. Furthermore, it seems that no single source but rather a 

combination of the seven attributes appears to increase complexity. This realization is 

important to this research because of the need for assessing the risk of a complex project. 

Let us review the complexity measures related to the seven building blocks of complexity. 

(1) Nonlinearity 

As described in Chapter I, nonlinearity is a necessary condition for complexity [29]. 

Nonlinear system behaviors are complex. We explained in Chapter I the “bullwhip” effect 

[39] in which we have unproportioned fluctuations of orders in the supply chain. This 

phenomenon illustrates one example of how a nonlinear system behavior is indicative of a 

complex system. In [111], Allgöwer proposes a nonlinearity measure based on two 

approaches. One approach is to calculate the lower bound of Fourier coefficients of the 

system’s output. The second approach is a numerical computation of the nonlinearity 

measure (a nonlinear function describing the behaviors of a system) using convex 

optimization. Both approaches are difficult to apply to man-made systems. 

By analogy, in the complex forms of nature, multimodality provides for rugged 

landscapes and numerous possible bifurcations [112]. Hence, a systems engineer might be 

able to measure nonlinearity that matters to complexity in an engineered system by 

estimating the multimodality of a nonlinear function. An approach to estimating 

multimodality is to use the maximum exponent in a power series expansion of the nonlinear 

function that describes the behaviors of the system [29]. However, when coefficients in a 

power series expansion become sufficiently small, one might terminate the expansion. 

Unfortunately, determining multimodality of an arbitrary function does not appear to 

always yield useful solutions. As a possible alternative, a qualitative approach using 

descriptive analysis and subject-matter experts’ experience to rate the complexity level of 

the parts’ behavior may be a reasonable method to measure nonlinearity. Systems engineers 
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can analyze the behaviors of the parts to predict the system’s behavior. Nevertheless, 

measurement of nonlinearity is still an active area of research. 

(2) Non-equilibrium 

As stated in Chapter I, a non-equilibrium system is a system that dissipates energy 

persistently regardless the amount of energy supplied from the external systems. As 

discussed in Chapter I, Chaisson’s work [19] shows that as a system increases in the flow 

of energy, the more capability that system has to reduce entropy, and thus, the more 

complex is the system. Intuitively, the flow of information links to the dynamics of the 

system, and dynamics are related to either information processing, work performed, or the 

flow of energy. 

In [35], Clark and Jacques propose that one possible way to determine complexity 

in dynamic systems is to observe changes in kinetic energy. This measurement allows 

systems engineers to understand system risks and analyze the dynamics of the system that 

might be the cause of the failure of the system [35]. This work is still in its infancy and 

requires further study. 

In engineering projects, several authors have measured the flow of information of 

a system [113], [114], [115], or the flow of information of the business processes [92]. 

However, some of these measurements require production schedules (e.g., orders and 

deliveries) and supply chain delivery schedules, and therefore are not practical to 

implement in the early stages of a project. In short, measurement of non-equilibrium is still 

an active area of research. 

(3) Numerosity 

In Chapter I, we discussed numerosity in some detail as it related to size measures 

and the number of observable behaviors in a system. For example, an F-35 fighter jet 

contains many systems and subsystems. The interactions of systems and subsystems can 

produce emergent behaviors. Thus, numerosity appears to be a necessary condition for 

complexity. Meyer et al. [116] present a simple way to calculate numerosity in a system 

by multiplying together the number of parts (Np), the number of types of parts (Nt), and the 
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number of interfaces of each of the parts (Ni) and then taking the cube root of the product 

as shown in Equation 2.1. 

 Numerosity = �(𝑁𝑁𝑁𝑁)(𝑁𝑁𝑁𝑁)(𝑁𝑁𝑁𝑁)3   (2.1) 

This method of measuring numerosity requires a complete model (down to the level 

of individual parts) of a system. Furthermore, this method assumes that all three factors 

(the part, the type of parts, and the interface of the part) contribute equally to the level of 

complexity in a system, which is not always the case in actual systems. 

In [24], Valerdi proposes a COSYSMO model to estimate “the time and effort 

associated with accomplishing the system engineering tasks” in large-scale systems. 

Valerdi found various parametric drivers that could affect the cost of a project [24]. The 

effort and duration of a project required for the completion of project tasks are often 

expressed in terms of person-month. COSYSMO’s size drivers of systems engineering are 

the number of requirements, use cases, interfaces, and algorithms that are applicable to 

systems containing both hardware and software [24]. Table 7 presents the sources of 

information for the four size drivers of systems engineering in COSYSMO. 

Table 7. Size drivers of systems engineering and corresponding sources. 
Adapted from [24]. 

Size Driver of Systems Engineering Source 

1) Number of system requirements  Counted from the document of system 
requirements specification 

2) Number of major interface Counted from the interface control 
document 

3) Number of critical algorithm Counted from system requirements 
specification or system design description 
document 

4) Number of operational scenarios Counted from use cases or test cases 
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Early in the system development life cycle, these sources of size drivers may not 

be available yet. As an alternative, program managers can obtain or derive data for these 

size drivers from previous acquisition programs. From the SE perspective, the functional 

size of a system is estimated by the weighted sum of these drivers [24]. Table 8 presents 

the relative weights for each level of size drivers. These weights are based on a survey data 

from systems engineering experts in various application domains. For instance, as shown 

in Table 8, a “difficult” system requirement has a relative weight of 5hereas, a “nominal” 

operational scenario has a relative weight of 22.8. 

Table 8. Relative weights for size drivers of systems engineering based on a 
survey data from experts in the field. Source: [24]. 

Size Driver of Systems 
Engineering 

Easy Nominal Difficult  

1) System Requirement 0.5 1 5 

2) Major Interfaces 1.7 4.3 9.8 

3) Critical Algorithms 3.4 6.5 18.2 

4) Operational Scenario 9.8 22.8 47.4 

 

Factors such as complexity, volatility, and reuse can be used to adjust the size 

drivers as shown in Table 8 [24]. However, Valerdi [24] only chooses complexity to 

characterize the size drivers of systems engineering and uses a 6-level scale (very low, low, 

nominal, high, very high, and extra high), as shown in Table 9. 
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Table 9. Rating values for cost drivers of systems engineering. Source: [24]. 

 

 

COSYSMO [24] provides an estimation of the functional size of a system in terms 

of the number of person-month necessary to develop the SoI. In general, we need more 

personnel to develop large systems [24]. Equation (2.2) shows the mathematical form of 

the COSYSMO model [24]. 

 𝑃𝑃𝑃𝑃 = (𝐴𝐴)(𝑆𝑆𝑁𝑁𝑆𝑆𝑆𝑆)𝐸𝐸(∏ 𝐸𝐸𝑃𝑃𝑖𝑖)𝑛𝑛
𝑖𝑖=1  (2.2) 

PM denotes effort “in person-month” [24] for a formal schedule. “A denotes a 

calibration constant” calculated by “historical project data; a typical value is 0.325 for a 

software development project” [24]. “Size denotes the summation of the weighted four size 

drivers” [24]. E denotes efficiency factor “where the default is 1 and n denotes the number 

of cost drivers. EMi denotes effort weight factor for the ith cost driver where the nominal 

value is 1” [24]. 

In estimation of the cost of software, “lines of code (LOC), function points (FP), 

and application points (AP)” are common measures of size of the software [24]. The 

COSYSMO have “adjustment factors to estimate the size of software for different 
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languages running on different platforms.” Nevertheless, some limitations of COSYSMO 

include the following [24]: 

• The range of operation of COSYSMO is for application domains in the 

military/defense and space systems fields because the model was validated 

mostly from defense and space industry data. 

• COSYSMO ignores the effects of volatility and reusability in size drivers. 

• COSYSMO lacks rules and standards regarding the counting of 

requirements. 

• COSYSMO does not include the effect of systems engineering 

organizations on systems engineering efforts. 

Despite these limitations, COSYSMO identifies “size and cost drivers” for SE 

projects, which can serve as a risk management tool for SE organizations [24]. Ultimately, 

after performing COSYSMO estimation, program managers need to go through a common-

sense test to determine whether the system warrants the size and cost of systems 

engineering. 

(4) Connectedness 

In engineered systems, we measure connectedness by counting the number of 

interactions between systems. The types of interactions include the exchange of energy, 

information, money, and material. In general, as the number of links (e.g., dependences, 

relationships) in a network increases, the connectedness of the system increases, and at the 

same time, so does the complexity of the system [117]. 

In engineered systems, we measure connectedness by calculating the number of 

entities with which an entity can directly connect or interact. Entities include systems, 

people, computers, and machines. Entities may be connected in physical, informational, 

geographical, and/or virtual environments. Two connected entities may, or may not, 

interact directly. They may exchange information via networks. 
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In [118], Bailey et al. propose an index measure of social connectedness based on 

the relative frequency of friendship connections (e.g., patterns of relationships) in large 

social networks (i.e., Facebook, LinkedIn). This study shows that the geographic distance 

contributes a decrease to the intensity of friendship connections [118] (e.g., the Allen curve 

[119] phenomenon). It also demonstrates that “social interaction correlates with social and 

economic activity across regions” [118] (e.g., engagements and interactions between 

people to exchange information or money in a clustered network). 

In addition, Greenwood-Nimmo et al. [120] develop a technique to measure 

macroeconomic connectedness by studying financial connectedness in a global financial 

system. This technique relies on the topology structure of clustered networks in global 

systems to identify and analyze systemic risk, which, in turn, can be used as a risk 

mitigation tool for global financial systems. Both Bailey et al. [118] and Greenwood-

Nimmo et al. [120] identify and analyze the number of observable behaviors (i.e., patterns), 

which is an indirect measure of connectedness in a clustered network. 

From a systems engineering perspective, modern engineered systems often have 

internal networks that connect components and external networks that connect the system 

to other systems. Information processing supports connectedness by facilitating many 

possible implementations of networks. 

(5) Interdependence 

Interdependence emerges due to the flow of processes [28]. In engineered systems, 

interdependence is the influence of the behavior of one entity upon the behavior of another, 

and vice versa [28]. Interdependence can occur when entities are connected either in 

physical, informational, and/or virtual environments. Information processing supports 

interdependence because any message sent from one node to another requires transmission, 

reception, and subsequent action for any dependence to occur [28]. In systems engineering, 

interdependence is an informational, control, or resource relationship such that one 

organizational unit depends on another organizational unit [27].  

Danziger et al. [121] describe interdependence as the interactions between networks 

via connectivity and dependency links in the context of critical infrastructure. When links 
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connect nodes within the same network, we have connectivity in the network [121]. 

Danziger et al. state: “Links that depend on other links require support from another 

network” [121]. Although the dependent node is connected to its own network, “the 

dependent node will fail if the supporting node fails” [121]. When two networks support 

each other for connectivity, we call these two networks interdependent networks [121]. 

Amaral et al. [122] propose an interrelatedness measurement between the different 

parts or sectors of an economy. This measure reflects two aspects of complexity [122]: (1) 

every part of a system has connections to other parts of the system (i.e., more connections 

would increase complexity); (2) the behavior of each part of the system in relation to both 

the internal connections among the elements of that part and external connections with 

other parts of the system. 

In [123], Domercant et al. propose a complexity measure of military SoS 

architecture by capturing three aspects of system complexity: (1) “the distribution of 

functionality among constituent systems within the architecture,” (2) the interfaces that 

connect these systems, and (3) “the coordination of numerous functions to fulfill a 

capability.” In essence, Domercant et al. propose a complexity measure of SoS architecture 

that captures the degree of interdependence among functions, tasks, and activities as well 

as the flow of information and data through the interfaces. 

In an enterprise system, interdependence is the degree to which one unit’s actions 

control or influence another unit’s actions and outcomes, and vice versa [28]. In [28], 

Giachetti proposes a model to characterize the strength of interdependence between the 

subsystems of an enterprise. He views interdependence as occurring between tasks and 

exhibiting asymmetric relationship (e.g., task A can be dependent on task B but the reverse 

may not be true) [28]. Giachetti’s model captures the attributes of workflows in an 

organizational structure and measures these attributes based on frequency, importance, and 

delay [28]. Based on Giachetti’s interdependence definition in an enterprise system [28], it 

appears that one way to measure interdependence is to develop a network model using 

organizational units as nodes and the frequency and the level of importance of the flow of 

information between each organizational unit as links to measure interdependence. 
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(6) Diversity 

A system’s diversity stems from the number of different types of elements it 

comprises. Systems engineers might observe that diversity has several relationships with 

complexity. First, diversity in types is often associated with complexity. Second, diversity 

in compositions is also often associated with complexity. Third, variation within a type 

seldom results in complexity because differences in a type are describable by a numerical 

value. Diversity of type and variation within a type as described by the law of requisite 

variety [124] generally improve robustness, which is the ability to maintain functionality 

despite a disturbance. For example, if a system has a number of different types of system 

software, then the system has more functions available to exploit for responding to a 

disturbance. If a system can support a number of different screen sizes, then the system 

likely finds one that will fit certain devices to support a number of users. Hence, diversity 

usually improves performance and generally increases behavior [29]. Furthermore, 

complex systems tend to have diversity [29]. 

However, it is possible to have too much diversity. For instance, if a system has 

200 different kinds of parts, then there are about 20,000 possible ways to combine two 

parts into a single part for reducing the number of parts in a system. If a system has different 

entities, then each entity in the system has more ways to change. If different kinds of 

entities present, then they have more ways to combine.  

In [125], Broekel suggests that the complexity of technologies can be measured by 

the diversity of components within the network structure of a system. He defines 

technologies as combinations of components connected in various types of network 

topologies [125]. From his technology complexity study, Broekel [125] concluded that as 

“the range of functions” of a system increase over time, technologies become more 

complex. In addition, Broekel [125] also concluded that complexity of technologies are 

associated with “large research and development (R&D) efforts and intensive collaborative 

R&D activities.” Broekel’s model [125] of complexity of technologies reflects 

characteristics of both numerosity and diversity. 
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In Chapter I, we provided an example that different types of job positions in 

interdependent organizational units are likely to foster differences in job assignments and 

outcomes, and, therefore, increased complexity. We proposed modeling diversity by 

mapping out different types of job positions of organizations involved in the project, and 

then counting the total number of different position types. In general, a complex 

engineering project has different types of organizational units. Each organizational unit 

generally has different types of job positions to perform some tasks. This approach of 

modeling diversity reflects both the variation and attribute measurements. 

(7) Adaptivity 

Adaptivity refers to a system’s ability to change to accommodate the new 

environment. It is a source of robustness. Complex adaptive systems (CAS) are systems 

that continuously interact with their environment [126]. The interaction can be the transfer 

of information, energy, or material into or out of the system boundary. CAS have a history 

or memory as they evolve, and they show nonlinear behaviors. Examples of CAS are 

virtual reality (VR) systems, augmented reality (AR) systems, and networks of “artificial 

intelligence systems” [126]. 

In engineered systems, adaptation is relatively fast, and it requires computation 

(information processing) [29]. However, in a natural world, evolution is the primary 

mechanism for adaptation, which is not fast and does not require computation. Evolution 

is a process of moderate change from a simpler state to a more complex state [29]. For 

example, mountain ranges rise up and erode down gradually over time. In systems 

engineering, we have systems that are made from technologies, and those technologies 

evolve over time because humans direct this evolution (e.g., an F-18 fighter jet has better 

technology than an F-14). Adaptivity is difficult to quantify because it potentially involves 

every element of a system and every activity the system can perform. One possible way to 

determine the adaptivity in a system is using a subjective scale similar to a Likert scale 

[32]. Creating a subjective scale for relative rankings is not new in the scientific 

community. This approach of measuring adaptivity has not been proven through validation 

in empirical research studies. 
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Siddiqa et al. [127] review a form of complex adaptive networks called the Social 

Internet of Things (SIoT) in which nodes are interconnected and act as intelligent agents. 

These agents can accept changes and adapt to their environment for its survival. The idea 

of adaptivity in the SIoT can possibly be measured by the degree of resiliency of network 

connectivity and network traffic load. This approach of measuring adaptivity has not been 

proven through validation in empirical research studies. 

In [128], Tamersoy et al. define a requirements model for adaptive multi-

organizational systems based on non-functional requirements (i.e., goals, roles, and 

organizations). The model of adaptivity relies on the dependencies between organizations 

and between roles. Adaptive systems consist of multiple interacting organizations. Each 

organization has multiple interacting roles, and each role has multiple goals. The degree of 

adaptivity of a system is determined by the patterns of interacting organizations and roles. 

Nevertheless, this approach of measuring adaptivity in a system serves as a proof of 

concept. Though, more studies might be desirable. 

In Chapter I, we discussed the architecture adaptability index (AAI) and the 

software adaptability index (SAI) proposed by Subramanian and Chung [33] for measuring 

software adaptivity. Both adaptivity indexes appear evolvable and scalable. For example, 

in the beginning of a project, the project manager can calculate the SAI based on the 

module architecture. At the end of the project, the project manager can measure the SAI 

based on the final code. Hence, the project manager can verify that a certain software has 

a certain adequate level of adaptivity. The drawbacks are that AAI and SAI are limited to 

measure adaptivity for non-functional requirements, and software can only satisfy non-

functional requirements within acceptable limits. Nevertheless, Subramanian et al.’s 

approach can serve as a good starting point for measuring adaptivity in software. In short, 

it appears some research has been conducted on the application of CAS to engineering 

systems. 

In conclusion, nonlinearity, non-equilibrium, numerosity, connectedness, and 

interdependence are characteristic of all systems. Diversity and adaptivity are the result of 

complexity, and they are present in complex systems but not in ordinary systems. The 

authors of [24], [116], [125] point out that most size measures do not appear directly related 
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to complexity. Instead, they may be better indicators of complicatedness. However, 

because numerosity is a factor in complexity, size must play some role in the degree of 

complexity [24], [125]. The combination of numerosity and diversity in a system appears 

to increase complexity. In addition, several authors such as [28], [118], [120], [122] show 

that the quantity of interactions is related to numerosity, connectedness, and 

interdependence. The quantity of interactions potentially increases as the number of parts 

increases and/or the number of connections between parts increases. Furthermore, as the 

number of connections increases, interdependence increases [28], [122], [123]. However, 

the quantity of interactions does not depend on the degree of diversity, and it ignores 

adaptivity [29]. 

Research in methods to measure complexity will play a major role in developing 

solutions to many complex engineered systems. There exists a gap between what is 

available in the DOD systems acquisition programs today and the complexity measurement 

models that could be used in the early phases of those military acquisition products [129]–

[131]. The goal of this dissertation is to narrow this gap. In the next two sections, we first 

discuss software complexity measurement from previous works and then review the 

literature on project complexity measurement. Finally, we identify some gaps in the 

literature concerning complexity measurement and propose some ideas to address these 

gaps. Ultimately, this dissertation aims to propose a complexity measurement model that 

can assess project risk and aid the development team to reduce project complexity. 

6. Software Complexity Measurement 

Software complexity involves the structure and content of the software. Complexity 

in software commonly contributes to software error. We measure the complexity of 

software systems by software size, control flow, data flow, and other factors influenced by 

the specific programming task and the experience of the programmer [132], [133]. In 

general, the cost of software development and maintenance can be estimated by software 

size and software complexity. To reduce and contain the software development cost and 

software defects, software engineers and project managers must find relationships between 

programming tasks (i.e., coding, troubleshooting, and unit testing or changing the 
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software), development time, and program maintenance [133]. Project managers and 

software engineers use measures of software complexity for cost projection, labor 

allocation, and program evaluation [133]. In general, software complexity measures have 

two categories: design complexity and code complexity [132]. Software engineers assess 

software design and code complexity from program size, program control flow (i.e., logic 

structures in a program) and program data flow (i.e., data dependency among modules) 

[132]. These measures are the physical activities in the software development life cycle, 

and they predict software reliability, portability, and maintainability [132]. In an attempt 

to understand the sources of software complexity, researchers consider the following 

questions [132], [133]: 

• How much does it cost to maintain complex software? 

• What are effective techniques to measure software complexity? 

• What metrics are useful and effective for identifying software elements 

and patterns that incur avoidable complexity? 

Early in a development cycle, project teams can gauge source code complexity to 

target potential problem areas [133]. The following sections identify developments in 

measures of software complexity. 

a. Lines of Code (LOC): 

Lines of code (LOC) is a very common measure used to quantify software 

complexity. It counts the number of lines of source code, which indicates program size 

[134], [135]. The advantages of the LOC measure are as follows [134], [135]: 

• It is simple and easy to count. 

• It is independent of program language. 

• It is easy to understand. 

• It can automate the counting process. 
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The disadvantages of the LOC measure are as follows [134], [135]: 

• It does not account for the intelligence content and the layout of the code. 

• It ignores the complexity from the program control flow. 

• It has no counting standard because different tools measure different 

things (e.g., commented lines, blank lines, and program statements) and 

provide different results. 

LOC is widely used as an estimate of program size [134]. In addition, it can be used 

with other code metrics to formulate more comprehensive complexity determination [134]. 

b. McCabe Cyclomatic Complexity Measures 

In 1976, McCabe [136] suggested cyclomatic complexity measures to determine 

software complexity. He defined cyclomatic complexity as the number of linear free paths 

within source code, which is simply the number of decision points plus one [136]. 

Cyclomatic complexity is used to measure the relative complexity of different builds of the 

software. Cyclomatic complexity depends entirely on the structure of software’s control 

flow graph. Industry studies indicate that a high cyclomatic complexity will lead to a high 

probability of errors [136]. In addition, many industry studies have shown that the number 

of tests required for a software method indicates that method’s cyclomatic complexity 

[136]. Thus, in attempting to increase overall reliability, many organizations limit the 

cyclomatic complexity of their software methods.  

McCabe proposed to limit cyclomatic complexity to 10 [136]. Limiting complexity 

at all stages of software development helps to avoid risks associated with high complexity 

software [136]. Overly complex methods have the following effects [136]: 

• They are prone to error. 

• They are hard to understand. 

• They are hard to test. 

• They are hard to modify. 
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In practice, software systems engineers use tools for software metrics to analyze 

and calculate cyclomatic complexity. For example, Java code developers use an Eclipse 

Metrics plugin to compute cyclomatic complexity [137]. C# developers use ReSharper 

plugin to calculate cyclomatic complexity [138]. 

Advantages of McCabe cyclomatic complexity are as follows [135]: 

• It can be applied early in a software’s life cycle (software design phase). 

• It provides relative complexity of various software design patterns. 

• It is easy to apply. 

• It guides the testing process and maintenance activities by limiting the 

program logic during development. 

Some disadvantages of McCabe cyclomatic complexity include the following 

[135]: 

• The control flow graph must be available, which does not occur until late 

into the software design phase. 

• It may provide a misleading figure because many of McCabe’s tools 

measure different variables and can yield different results. 

• Interpreting the results of cyclomatic complexity is a challenge because 

software methods with a high cyclomatic complexity score can also be 

easy to understand, test, and maintain, and vice versa. In other words, 

cyclomatic complexity does not distinguish the complexities of various 

kinds of control flow. 

• It ignores both the complexity from the program’s data flow and 

complexity added at the nesting levels. 
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c. Halstead’s Complexity Metrics 

In 1977, Halstead introduced metrics for measuring complexity of software [139]. 

Halstead’s metrics measure the properties of software and the relationships between them. 

These metrics provide an estimate of the program’s vocabulary, size of the program, 

volume of the program, difficulty to develop the program, errors generated by executing 

the program, and effort required to create the program as well as time needed to develop 

source code. The McCabe Software Company suggested limiting the size of the program 

N to 300, volume V to 1,500, difficult D to 30, effort E to 300, and estimated software 

defects B to 0.6 [140]. 

Advantages of Halstead’s metrics are as follows [135], [139]: 

• Any programming language can apply the Halstead model. 

• It does not need in-depth analysis of programming structure. 

• It predicts error rate, maintenance effort, and overall quality of programs. 

Some disadvantages of Halstead’s metric include the following [135], [139]: 

• It needs a completed code to compute the metrics. Thus, it has little use as 

a predictive estimating model. 

• Because of the absence of any standard of counting rules in a program, it 

is difficult to define and count a distinct number of operators and operands 

in a program. 

• It does not specify what the level of the program that makes the program 

complex. 

• There are flaws in the assumptions used to derive Halstead’s formulas. 

d. The Complexity Metric of Henry and Kafura 

In 1981, Henry and Kafura proposed a complexity metric based on the procedure 

length and “the flow of information into procedures and out of procedures” [141], [142]. 
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Henry used “the UNIX system to validate his complexity metric.” He suggested that “the 

complexity of a component” can be an indicator of “potentially faulty components” of a 

system [142]. 

Advantages of Henry and Kafura’s metric are as follows [142]: 

• It can be applied during the design phase in a software life cycle. 

• It accounts for data-driven complexity. 

Disadvantages of Henry and Kafura’s metric are as follows [142]: 

• If a procedure has no external interactions, it will have a complexity value 

of zero. 

• This method cannot apply for black box components when the 

component’s source code is unavailable. 

• For complicated and complex method calls, it is very easy to miss the flow 

of control relations. 

• This method requires some techniques for thorough information flow 

analysis of the software method. 

e. The Complexity Metrics of Chidamber and Kemerer 

In 1993, Chidamber and Kemerer proposed six complexity metrics for object-

oriented software design [143]. They are as follows: 

(1) Weighted methods per class (WMC) 

This measure [143] calculates the sum of the complexity of all the methods 

identified in the class WMC = ∑ 𝐶𝐶𝑖𝑖𝑛𝑛
𝑖𝑖=0  where n is the totality of methods identified in a class 

and Ci is the class complexity. Because the high value of this metric indicates a high degree 

of complexity in the class, it requires more testing effort [143]. In software development, 

a short method is preferred because it is easy to read and can reduce program complexity 

[143]. 
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(2) Depth of inheritance tree (DIT)  

This measure [143] computes the maximum number of steps from the root class 

tree to the class node. A high DIT value indicates a high degree of complexity in design, 

but it also represents an excellent opportunity for reuse of inherited methods [143]. 

(3) Number of children (NOC) 

This measure [143] provides the sum of immediate successors of the base class. A 

high NOC value indicates poor design needing more testing effort, but it also represents a 

huge potential for reuse of base class [143]. 

(4) Response for class (RFC) 

This measure [143] offers the total invoked methods from a message received by 

an object of the class. A high RFC value represents a high degree of complexity in the class 

and, therefore, it requires additional testing effort. A high RFC value is also associated with 

software defects [144]. Thus, in software development, a low RFC value is preferred 

because it indicates lower complexity and defects [144]. 

(5) Coupling between object classes (CBO) 

This metric [143] measures the level of coupling between object classes in the code. 

When an object class calls the methods of another object class or vice versa, we have a 

coupling between two classes. When coupling between classes is high, programmers need 

additional time to analyze and alter the codes. A high CBO value indicates poor design, 

difficulty in understanding interaction between classes, and less reuse of classes [143]. 

Thus, the software requires more maintenance effort. Sahraoui et al. recommended keeping 

CBO values below 14 [145]. 

(6) Lack of cohesion method (LCOM) 

This measure [143] identifies the cohesion of a class. It is the sum of disjoint sets 

of methods in a class. A low LCOM value indicates a high degree of cohesion in a class 

and, therefore, implies simplicity and high reusability of the class [143]. A high LCOM 

value indicates potential software defects [144]. 

Advantages of Chidamber and Kemerer’s metric are as follows [143]: 
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• It supports object-oriented programs. 

• It is language independent. 

• Some metrics highly correlate to software defects, which are useful for 

software developers and testers. 

Some disadvantages of Chidamber and Kemerer’s metric include the following [143]: 

• The WMC metric cannot apply for black box components when the 

component’s source code is unavailable. Thus, it cannot apply during the 

design phase in a software life cycle. 

• Relationships between metrics (e.g., DIT, NOC, and CBO) and defects are 

incoherent. 

f. Function Point 

In 1979, Albrecht at IBM introduced the function point approach to estimating 

software size [96]. Function point is an approach to estimating software size (e.g., lines of 

code) [97], and as a size measure, it is an estimate of complexity. To compute function 

points, software engineers first determine the system’s features and functionality based on 

five parameters [148]: external inputs, external outputs, internal logical files, external 

interface files, and external inquiries. Each parameter of a function point has three 

categories: simple, average, or complex [148]. 

To compute the raw function points, software engineers adjust each parameter of a 

function point by a weight number shown in Table 10. Each function point has an 

associated level of complexity. For example, a number is a simple user-output type, while 

an image is a complex user-output type. In sum, function point analysis captures certain 

aspects of software complexity including distributed data processing, data communication, 

and complex processing. 
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Table 10. Weight scale for function point parameters. Adapted from [97], 
[148]. 

Function Point 
Parameter Complex Average Simple 

User Inputs 6 4 3 

Outputs send to 
users 

7 5 4 

Internal logical files 15 10 7 

External interfaces 10 7 5 

External inquiries 6 4 3 

 

Other software metrics for assessing software complexity include counting the link-

time dependencies in an application and measuring an application’s balance between the 

degree of abstraction and stability of related classes in object-oriented programming [149], 

[150]. 

A summary of measures of software complexity appears in Table 11. 

Table 11. Measures of software complexity. 

Metric Software Complexity Measurement 

Lines of code (LOC) 
[134], [135] 

This measurement is easy to count but not 
available early in life cycle. 

Cyclomatic complexity 
(McCabe) [136] 

This measurement is well studied, easy to 
compute, internal to a module, and strongly 
correlated with effort and propensity for 
defect.  

Halstead complexity 
[139] 

Similar to McCabe’s cyclomatic 
complexity, this measurement counts the 
number of operators and operands in the 
software. 

Henry and Kafura 
metric [141], [142] 

This measurement counts the number of 
relations among modules and is easy to 
compute. 
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Metric Software Complexity Measurement 

Chidamber and 
Kemerer metric [143] 

This measurement supports object-oriented 
programs and highly correlates to software 
defect. 

Function point [96] This measurement is available prior to 
code and is easy to understand. 

 

7. Project Complexity 

As projects have become more complex, it is imperative for project managers to 

understand project complexity. In general, complexity affects the schedule, cost, and 

performance of a project. The higher the project complexity, the more time it takes to 

complete the project and, therefore, the higher the costs to achieve project outcomes [148]. 

To create a project plan of a software program, the project manager needs to determine the 

project cost by estimating the number of personnel required for the project. To estimate the 

project cost, the project manager needs to estimate the average yearly salary of a software 

developer. The Project Management Institute (PMI) defines four project sizes [151]: (1) 

small projects of less than $5 million, (2) medium projects between $5 million to $50 

million, (3) large projects between $50 million to $500 million, and (4) mega projects 

above $500 million. In the computer software industry, the average yearly salary of a 

software developer is $97,288 [152]. Adding 50% of cost for company-paid benefits and 

taxes [153], a software developer’s yearly total cost in the U.S. is $145,932. Hence, for a 

project cost of $5 million per year, the project manager can hire 34 software developers 

($5 million / $145,932). We will use $145,932 yearly cost for a software developer as an 

industry standard in the software engineering projects. 

The project complexity influences the selection of a project’s organizational 

structure and subject-matter experts as well as experienced management personnel [149], 

[150], [154]. Through a review of the literature, we find that the work of several researchers 

can be grouped into the four approaches to understanding overall project complexity [14], 

[84], [155], [156]: (1) organizational complexity, (2) requirements complexity, (3) 

temporal complexity, and (4) technological, social, cultural, and task complexity. Let us 
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discuss each of the four approaches to examine their merits for measuring project 

complexity. 

a. Organizational Complexity 

Baccarini (1996) defines project complexity as the integration of an organizational 

structure and project management processes by coordination, communication, and control 

[14]. He refers to organizational complexity as a degree of difficulty that depends on the 

number of project elements (e.g., stakeholders, engineering disciplines, project size, 

number of employees, and business processes) and the relative interdependence of these 

elements [14]. In other words, organizational complexity relates to the organizational 

structure of the project team and the system development process [14]. Baccarini describes 

organizational complexity as the engagement of a virtual and logical multi-organizational 

structure to manage the project [14]. 

In [157], Wood and Ashton indicate that relationship difficulties between the 

project teams lead to poor dissemination of information and resulting in incoherent stream 

of goals at the outset of a project. Poor channels of communication, poor production, and 

use of information contribute to organizational complexity [157]. Wood and Ashton 

conclude that organizational complexity has a major impact upon the project complexity 

[157]. 

Schwandt [158] hypothesizes that “organizational complexity and organizational 

performance” (i.e., efficiency and value of shareholder) have “a bathtub-shaped 

relationship.” The organizational performance will peak at a manageable level of 

organizational complexity and then the organizational performance will drop off quickly 

as an increase in organizational complexity [158]. He defines four drivers of complexity in 

his model [158]: (1) diversity, (2) ambiguity, (3) interdependence, and (4) fast flux. When 

the values of these drivers are increase, we have higher complexity [158]. 

Examples of organizational diversity measures include the number of institutions 

with which the organization interacts, the amount of budgetary resources, the number of 

stakeholders, and the amount of technical knowledge necessary to interact with team 

members [158]. Examples of measures of organizational ambiguity are the number of 
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subsidiaries, the extent of role variety, the number of the communications among 

organizations, and the level of efficiency of the overall business processes [158]. The extent 

of variety of roles are computed by the number of different types of job positions in an 

organization [158]. A role variety matrix contains job titles and responsibilities. An 

organizational chart provides the information needed for this measurement. Measures of 

organizational interdependence consist of the number of subsidiaries and organizational 

structure [158]. Measures of organizational fast influx include the proportion of new 

employees and the number and volume of mergers and acquisitions. 

According to Schwandt [158], a structural size of an organization and its 

interdependencies are closely related because the growing number of elements in an 

organization will result in an increase in the number of relationships. Hence, the structural 

size of an organization reflects the organization’s complexity [158]. In the reliability 

evaluation of Schwandt’s organizational complexity measurement model, the weight factor 

of a size measure is 0.61 [158]. This means that the structural size of an organization has a 

significant impact on organizational complexity. One way to interpret this size’s weight 

factor is by relating it to organizational complexity based on the structural size of a project 

team. For instance, if a project team consists of 9 organizational units, then the weight 

factor of organizational complexity of the project is 5.49 (9 times 0.61). We will use this 

size’s weight factor as a reference value for comparison of organizational complexity in 

the engineering projects. 

b. Requirements Complexity 

Software developers must make changes in the code to reflect changes in 

requirements. According to Stark et al. [155], requirements volatility is positively 

correlated with the increase in the size of the project as well as with schedule duration, and 

accounts for 20% of the total maintenance effort. Requirements volatility is an indicator of 

the degree of stability of requirements. According to Stark et al. [155], requirements 

volatility is the number of changes to requirements (new requirements, modifications of 

requirements, and deletions of requirements) over a certain period divided by the number 

of requirements at the start of the project. Hence, understanding and analyzing 
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requirements volatility and its impact during the software development life cycle are 

important for managing project risk. In general, high requirements volatility contributes to 

low quality and low success rates of the delivery of software to customers [155]. Project 

managers and system developers are interested in requirements volatility for project 

management, risk assessment, and a potential assessment of project complexity [155]. 

Malaiya and Denton [159] show that high requirements volatility will cause the 

resulting software to have a higher defect density, especially when the requirement changes 

occur close to the software release date. High volatility of requirement changes reflects 

poor understanding of the environment and system, which can introduce problems in all 

areas of the system development such as software defects or poor quality of products [159]. 

Defect density is an important measurement of software quality and is often used as a 

software acceptance criterion. In the defect density measurements, the best practice in the 

software industry is to keep the number of defects per KLOC less than 3 for reducing the 

risk of requirements creep [160]. 

Pfahl and Lebsanft [161] demonstrate in their simulation that requirements 

volatility has a significant impact on the development effort (i.e., overall cost of the project) 

and project duration. Ultimately, requirements volatility represents risk to the success and 

completion of a project. 

Parsons-Hann and Liu (2005) conclude that requirements complexity contributes 

to project failure [162]. Furthermore, Parsons-Hann and Liu identify five factors 

influencing the complexity of requirements [162]: (1) the time spent on the project, (2) the 

heterogeneity of the organization, (3) the skill of project members, (4) the number and 

location of stakeholders, and (5) the project resources. Let’s explain each factor in order. 

Because of project deadlines, a project manager often needs to estimate how long 

it will take to fulfill a certain requirement in a project and to complete an entire project. 

When the team estimates that a longer schedule is needed to complete the project based on 

the initial plan, then that project should be considered as a “high risk” project. 

To stay competitive in the industry and to maintain good communication channels, 

many projects will have partnerships with geographically dispersed organizations. This can 
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be challenging for the ongoing relationships with business partners at various sites because 

of the differences in time zones, business and culture norms, native languages, and 

technologies used for communication. Thus, geographic barriers can affect the 

requirements complexity. The  heterogeneity  of  the  organization  can   contribute  to  the  

complexity  of  the  requirements  because of  ongoing  collaboration with stakeholders 

[162]. Azim’s research [163] finds that 56% of the respondents cited that geographical 

distribution of project teams contributes to project complexity. One study from Waber et 

al. [164] shows that engineers who worked at the same building were 20% more likely to 

stay in touch digitally than those who worked at different sites. When a project team needed 

to collaborate, team members in the same office e-mailed each other four times as 

frequently as colleagues in different locations. Consequently, the increase in collaboration 

with project members lead to 32% faster of completing the project [164]. We will use 

Waber’s study [164] as a criterion for comparing the measure of geographical distribution 

of teams in the engineering projects. 

Most projects will have a range of skilled project members ranging from new 

graduates and young systems engineers to the project manager who have a number of 

years’ experience working on similar projects. This diversity of skill level can affect the 

complexity of user requirements in terms of understanding of the system requirements and 

whether the project member has worked on a similar project before [162]. 

When managing a project in a virtual organization, coordinating and obtaining 

requirements from stakeholders at various sites is very difficult [162]. A stakeholder refers 

to any individual or group of employees who can influence or be influenced by an 

organization’s activities [162]. The number and location of stakeholders can contribute to 

requirements complexity because of the difficulty of generating the requirements from 

numerous different stakeholders [162]. 

In a 1995 CHAOS report [165], 10.6% of the companies interviewed stated that the 

lack of project resources is the third biggest reason contributing to project failure. Project 

resources refer to money, employees, and skills required to meet all project objectives 

accurately and on time.  
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Nurmuliani et al. (2006) show that the major causes of requirements volatility are 

“changes in the needs of the customer, an increase understanding of the product by the 

developers, and changes in the policy of the organization” [166]. They show that 

requirements volatility is very high at the end of a requirement analysis phase [166]. They 

find that new requirements added late in the development life cycle require more effort 

than new requirements added early in the life cycle because of the volume of change of the 

project documents and the increasing number of revisions in project documents [166]. 

Thus, if software requirements change frequently (i.e., high requirements volatility), then 

they may create significant project uncertainty [161], [166]. One limitation of this approach 

is that it applies only for specific cases because the measurement focuses on specific types 

of requirements changes [166]. Hence, systems engineers need to study the effectiveness 

of categorizing types of requirements changes and their benefits [166]. 

Other measurements related to requirements volatility in the literature include 

volatility in scope [167], technical requirements and design changes because of regulatory 

requirements, schedule changes due to poor or missed requirements, and defects due to 

inadequate requirements [168]. In regard to the requirements volatility measurements, a 

review of the literature shows that the common practice in the software industry is to keep 

the rate of changes at less than 1 for reducing the risk of requirements uncertainty and 

requirements creep [169], [170]. We will use this value for comparison in the engineering 

projects. 

c. Temporal complexity  

In Section 3, we briefly discussed Remington and Pollack’s view on temporal 

complexities. They defined temporal complexities as external complexities associated with 

market volatility, funding mechanisms, political uncertainty, and financial regulations [84]. 

In other words, temporal complexity reflects the level of obscurity related to the volatility 

or disruption caused by the environment (market conditions, social norms, political 

pressure, regulatory requirements, and technical issues) during the course of the project 

[84]. Lee and Xia also believe that environmental conditions contribute to project 
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complexity [85]. Consequently, temporal complexity could influence directional 

complexity and impact project outcomes. 

Over the course of a software development life cycle, software usually has changes 

to LOC because of changes to requirements, bug fixes, security patches, and optimization 

of code. Code churn is a measure that quantifies this change [171]. Nagappan and Ball 

(2005) show that the amount of churn and the temporal extent of churn are indicators of 

software defect [171]. In other words, they conclude that “code that changes often in before 

the release will likely have more defects in after the release than code that changes 

infrequent over the same period” [171]. One drawback of this approach is that it is case 

study-specific for a large size of software (approximately 44 million LOC [172]). 

d. Technological, Social, Cultural, and Task Complexity 

Brockmann and Girmscheid (2007) propose three complexity measurements 

related to engineering projects: 1) social complexity, 2) cultural complexity, and 3) task 

complexity. Social complexity is determined by the number and diversity of stakeholders 

collaborating in the project [156]. Cultural complexity depends on the history, experience, 

and decision-making processes of the team members [156]. Task complexity is determined 

by the number of activities in terms of time and space required for the coordination and 

execution of a task [156]. According to Brockmann and Girmscheid [156], elements of task 

complexities include “structural complexity, technical complexity, directional complexity, 

and temporal complexity.” We have discussed structural complexity and temporal 

complexity in the previous sections. 

As stated in the structural complexity section, Williams [83] believes that 

uncertainty in goals and methods contributes to project complexity due to users’ 

requirements being difficult to specify and not frozen in the initial prototypes. 

Remington and Pollack (2008) define directional complexity as the level of 

perplexity related to the incoherence of project goals and methodologies among 

stakeholders [84]. For example, when the project goals and scope are not understood or 

agreed upon among stakeholders, the project becomes very difficult to manage due to the 
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uncertainty in project goals, project methodologies, and the lack of urgency and 

inflexibility among project team members [84].  

Heydebrand [172] describes technological complexity and skill structure of an 

organization in terms of division of labor according to organizational roles. Organizational 

roles represent different types of job positions in an organization. 

Remington et al. (2009) list a number of factors that appear to contribute to project 

complexity [16]. These factors include the following: goals, stakeholders, management 

processes, work practices, interfaces and interdependencies, technologies, and time [16], 

[57]. A summary of these factors is shown in Table 12. 

Table 12. Factors influencing project complexity. Adapted from [16], [57]. 

Factor Explanation 

Goals Undefined or inadequate project goals both at a 
strategic level and at an operational level 
contribute to project complexity. 

Stakeholders The number of stakeholders and how they 
communicate the information among them affect 
project complexity. 

Management 
process 

Management decision-making processes, 
relationships between management, stakeholders, 
team members, and suppliers; and intersecting of 
activities and methods influence project 
complexity. 

Work practices The project’s organizational structure in terms of 
division of labor, appointment of personnel, and 
the level of stress on the personnel to meet project 
objectives adds project complexity. 

Interfaces and 
interdependencies 

The number of systems and subsystems that are 
integrated in the project, the different 
assumptions across these systems, the multi-
organizational and schedule interdependencies 
between activities, the work of upgrading and 
rebuilding, and the size and meshes of the project 
all contribute to project complexity. 
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Factor Explanation 

Technology The need to accomplish tasks by a variety of 
technologies and the interdependencies between 
teams, between a network of tasks, and between 
different technologies contribute to project 
complexity. 

Time Projects with compressed schedules or unusually 
long durations and projects requiring multiple 
phases affect project complexity. 

 

Table 13 summaries the works of some researchers related to the four different 

approaches to measure project complexity. 

Table 13. Summary of researchers’ works related to the four different 
approaches to measure project complexity 

Year Author Source of Project Complexity 

1996 Baccarini [14] Organizational complexity and 
technological complexity 

2009 Schwandt [158] Organizational complexity 

2010 Wood and 
Ashton [157] 

Organizational complexity 

1999 Stark et al. 
[155] 

Requirements volatility 

1999 Malaiya and 
Denton [159] 

Requirements volatility and 
defect density 

2000 Pfahl and Lebsanft 
[161] 

Requirements volatility 

2001 Feland and 
Leifer [170] 

Requirements volatility 

2005 Parsons-Hann 
and Liu [162] 

Requirements complexity 

2010 Azim [163] Geographical distribution of 
project teams 
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Year Author Source of Project Complexity 

2014 Waber et al. 
[164] 

Geographical distribution of 
project teams 

2006 Nurmuliania, 
Zowghi, and 
Fowell [166] 

Requirements volatility 

2010 Peña and 
Valerdi [168] 

Requirements volatility 

2002 Lee and Xia 
[85] 

Risk on project environmental 
conditions 

2005 Nagappan and 
Ball [171] 

Code churn 

2007 Brockmann and 
Girmscheid 
[156] 

Social complexity, cultural 
complexity, and task complexity 

1999 Williams [83] Structural complexity and 
uncertainty in goals and methods 

2008 Remington and 
Pollack [84] 

Directional complexity and 
temporal complexity 

1973 Heydebrand 
[172] 

Technological complexity in 
terms of division of labor 
according to organizational roles 

2009 Remington, 
Zolin, and 
Turner [16] 

Factors contributing to project 
complexity (goals, stakeholders, 
management processes, work 
practices, interfaces and 
interdependencies, technologies, 
and time) 

 

In sum, previous literature indicates that many researchers from different 

perspectives have attempted to develop approaches that identify project complexity and its 

impact on the project. Clearly, the concept of project complexity is broad. There are no 

widely agreed upon complexity measurement standards for complex projects. As described 

in this chapter, complexity metrics for software and system development projects have 
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many variations. However, some of these concepts and methodologies could help develop 

a practical way to measure complexity. For example, measure of requirements volatility, 

defect density, and the measure of geographical distribution of project teams are practical 

measures of project complexity. The approach of this research includes a model that 

calculates the degree of complexity using the measurement concepts from the four different 

approaches to measure project complexity, the four kinds of complexity, and the seven 

building blocks of complexity, which are described in this chapter. 

8. Review of Additional Literature Related to Engineered Systems 

Some additional literature is relevant to this dissertation. Simon (1962) proposes 

that the degree of hierarchy is one way to characterize the complexity of a system [100]. 

Degree of hierarchy refers to the number of layers in which the system can be decomposed 

[100]. Broadly speaking, Simon [100] observes that the more layers in the system, the more 

complex the system becomes. 

In the shipbuilding industry, a ship’s design must satisfy criteria related to 

performance, cost, safety, environmental regulations, passenger comfort, and customer 

requirements. Meeting all of these requirements call for complex designs and a complex 

design process. Caprace and Rigo (2010) propose a complexity metric for practical ship 

design [173]. The goal is to provide ship designers with information related to design 

complexity throughout the design process so that they can achieve efficient design during 

the first prototype. This complexity metric includes a combination of the shape complexity, 

the assembly complexity, and the material complexity [173]. 

Complexity in information technology (IT) systems can reduce efficiency and 

quality in production, reducing a company’s flexibility to adopt new technology. Leukert 

(2011) proposes that the level of complexity in IT systems depends on the function, 

interface, data, and technology of the system [174]. 

Some of the recent papers published by several scholars about complexity 

measurements include “architectural complexity of Systems-of-Systems,” “cyclomatic 

complexity,” and structural complexity. Domerçant et al. (2011) propose a model to 

measure “architectural complexity of Systems-of-Systems” by “the number of functions,” 
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“the number of network interfaces used to transmit data,” and “cyclomatic complexity” 

[136], [175]. Malone and Wolfarth (2013) propose a model that measure “cyclomatic 

complexity” and use this measurement to estimate the development cost of a software 

project [176]. Tie and Bolluijt (2014) propose a framework to measure project complexity 

that includes “11 contextual factors and 10 inherent project characteristics” [177]. Schuh 

et al. (2016) propose a conceptual framework that integrates “a set of complexity drivers 

and a method” to evaluate complexity based on these drivers [178]. Fang et al. (2017) 

develop a network risk model to measure project risks and their interactions [179]. Ellinas 

et al. (2018) propose using the structure of the activity network diagrams to measure the 

structural complexity of projects [180]. 

Clark and Jacques (2012) propose that a possible way to determine complexity in 

dynamic systems is to observe changes in kinetic energy [35]. This measurement allows 

system engineers to understand system risks [35]. 

Tamaskar et al. (2014) have developed a method to accurately predict development 

costs and schedules for aerospace products [181]. As industry experts, Tamaskar et al. 

[181] have proposed a framework to measure system complexity that is based on the size 

of a system and interactions between system components. 

Based on the papers published by several researchers in recent years, the theme of 

complexity measurement still focuses on models that consist of complexity drivers and 

indicators in various types of complexity (e.g., structural complexity, inherent complexity, 

software complexity, technological complexity, and organizational complexity). Many 

complexity measurement frameworks and models are very complicated and require project 

managers and systems engineers to invest an extensive amount of time and resources to 

gather and analyze the data before they can start to use the model to measure complexity. 

A summary of the work of several scholars related to measures of complexity is shown in 

Table 14.  
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Table 14. Complexity measurements in engineered systems. 

Year Authors System Complexity Measurement 

1962 Simon [100] Measure a system’s complexity by the 
level of hierarchy. 

2010 Caprace and 
Rigo [173] 
 

Measure complexity in ship design based 
on the shape complexity, assembly 
complexity, and material complexity. 

2011 Leukert 
[174] 

Measure IT systems complexities based 
on four factors: function, interface, data, 
and technology. 

2011 Domerçant et 
al. [175] 

Measure “architectural complexity of 
Systems-of-Systems” by a combination of 
“the number of functions,” “the number 
of network interfaces used to transmit 
data,” and “cyclomatic complexity.” 

2012 Clark and 
Jacques [35] 

Measure the level of complexity in 
dynamic systems by observing changes in 
kinetic energy. 

2013 Malone and 
Wolfarth 
[176] 

Measure “cyclomatic complexity” and 
use this measurement to estimate the 
development cost of the project. 

2014 Tie and 
Bolluijt 
[177] 

Measure project complexity by proposing 
a framework that includes “11 contextual 
factors and 10 inherent project 
characteristics.” 

2014 Tamaskar et 
al. [181] 

Measure the degree of complexity in 
engineered systems based on size of the 
system and interactions between system 
components 

2016 Schuh et al. 
[178] 

Measure project complexity by proposing 
a conceptual framework that integrates “a 
set of complexity drivers and a method” 
to evaluate complexity based on these 
drivers. 

2017 Fang et al. 
[179] 

Measure project risks and their 
interactions using a network risk model. 

2018 Ellinas et al. 
[180] 

Measure the structural complexity of 
projects using the structure of the activity 
network diagrams. 
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Moreover, systems engineers and program managers are interested in how they can 

apply complexity measurement at the mission level [182]. We briefly mentioned in Chapter 

I that mission engineering and SoS engineering are two areas in which the U.S. Navy must 

confront complex systems. In mission engineering, the focus is on mission success 

parameters that drive requirements [182]. In general, a mission has a set of operational 

activities to achieve a goal [182]. Mission engineering defines the operational tasks or 

activities and then assigns people, systems, or organizations for executing those tasks 

[182]. For instance, we can imagine a mission to seize an airport. Mission engineering may 

consider a solution to this problem that includes ground-based vehicles, drone swarms, 

robots, and soldiers [182]. From the mission engineering perspective, these individual 

systems (ground-based vehicles, drones, robots, and soldiers) are components of the overall 

system, which serves the end-to-end mission of airfield seizure [182]. Consequently, 

mission engineering is using SoS methodology, which is complex [182]. Another example 

of mission engineering is the Naval Integrated Fire Control Counter Air (NIFC-CA) project 

[183]. This project is using an SoS engineering approach to extend the Navy battlespace to 

the maximum kinematic range of the weapons (i.e., focusing on over-the-horizon targets) 

[183]. 

9. Extension of Previous Work 

Complexity is “a characteristic of a technical system being developed,” and is 

usually “created by the interaction of people, organizations,” and the environments that are 

“part of the complex system surrounding the technical system” [58]. Many studies have 

covered a number of complexity measurements in systems, software, and engineering 

projects that are based on size, diversity, interdependence, dynamism, and adaptivity. 

However, many of the proposed complexity measures merely serve as starting points for 

“systems engineers seeking complexity modeling approaches to SE” [81]. With the 

increasing focus on the value and cost of the system across the acquisition life cycle, 

models for complexity analysis, analysis of system affordability, and techniques for 

reducing system complexity are becoming more important in the DOD acquisition arena. 

There exists a gap between what is available in the DOD acquisition programs today and 

the complexity measurement models that could be used in early phases of developing 
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military acquisition products [129]–[131]. For example, according to the U.S. Government 

Accountability Office (GAO) [130], many DoD programs are underestimating the 

difficulty of software development efforts. A lack of knowledge of understanding the 

system requirements and the failure to collect and analyze metrics necessary in the early 

phases of development to measure progress can increase the risk of budget overruns and 

schedule slippage due to system development difficulty.  

Furthermore, stronger management practices such as using metrics to oversee 

development progress are needed to reduce the risk of requirements creep, which in turn 

reduces the complexity of the design processes. Hence, the application of complexity 

metrics can improve DOD’s software-intensive weapon acquisitions [129]. When dealing 

with complexity and uncertainty in the early phase of a project, the project manager needs 

metrics that focus on the schedule, the cost, the number of changes in requirements, the 

number of hours of testing, and the number of unresolved defects of the project [129]. The 

project manager can use these metrics to create both the project profile and the complexity 

profile. From these profiles, the project manager can select project cycles, methodologies, 

and project management strategies. Without such discipline, software acquisition programs 

may face difficulty in meeting cost and schedule targets [129]. Thus, there is a need to have 

complexity metrics that focus on the relationship between project complexity and project 

performance outcomes [135]. 

Moreover, in recent years, DOD has focused on system affordability for weapon 

acquisition programs. A review of the relevant literature reveals that there is a gap in the 

current SE body of knowledge concerning the topics of system affordability and SE 

advanced measurements [184]. In the topics of system affordability and advancements of 

SE measurements, there is a need of a use-case study to link between complexity to the 

cost and schedule of complex systems engineering projects. To study the relationship of 

this link, we need to identify a model of complexity and measurement methods to analyze 

project complexity and to provide insight for improvement of system affordability. 

Therefore, our effort in this dissertation is to narrow the gap in the body of 

knowledge of complexity and SE by proposing a new complexity measurement model 

derived from literature that relates to the topics of system affordability and SE advanced 
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measurements. The new complexity measurement model is derived from the four major 

sources of project complexity (structural complexity, temporal complexity, organizational 

complexity, and technological complexity). This new model results in creating a 

complexity profile for project managers and systems engineers to pinpoint and then to 

study what aspects of the engineering project are potential risks of cost overrun and 

schedule slippage. As a result of this study, systems engineers and project managers can 

take actions to reduce or mitigate complexity of the SoI, and thus, improve system 

affordability. 

D. CHAPTER SUMMARY 

Chapter II surveyed the history of complexity science and highlighted major works 

about measures of complexity from the scientific literature. Chapter II showed that 

complexity results from the numerosity, connectivity, interactivity, diversity, and 

adaptivity of a system as well as from its environment [18], [28], [29], [116]. In addition, 

Chapter II presented some of the flaws and drawbacks of existing measures of complexity 

as well as several ideas to address these gaps. It discussed complexity as applied in software 

applications and system development projects. Through a review of the literature, we 

showed that complexity can influence projects in terms of difficulty of understanding, 

verification of work performed by the project team, and control of project resources [166]. 

In fact, complexity contributes to project failure [165]. Understanding the different types 

of complexity can help project managers make better decisions about the ways to manage 

complex projects. Finally, Chapter II discussed some important properties of measures 

relating to the seven building blocks of complexity. 
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III. PROJECT COMPLEXITY MEASUREMENT MODEL (PCMM) 

The quest of any model is to ease thinking while retaining some ability to 
illuminate reality. 

―John H. Miller and Scott E. Page [46], 
“Complex Adaptive Systems:  

An Introduction to Computational Models of Social Life” 
 

As noted in Chapter II’s literature review, complexity can be increased by 

conflicting requirements and the mingling of problem elements, multiple constraints, 

diverse stakeholders, and demanding stakeholders during the engineering process. 

Complexity also can be increased by the interactions between decisions and the analytical 

tasks during the system development processes. This realization strengthens the validity of 

creating a complexity profile of an engineering project that consists of multiple complexity 

measures for project risk assessment. This chapter describes a practical approach to 

measure complexity. The approach includes identifying a set of complexity metrics drawn 

from the literature review. Next, we develop the project complexity measurement model 

(PCMM) and associated methods to measure complexity. The PCMM presented in this 

chapter is derived from literature related to the sources of complexity and the four major 

types of project complexity (structural complexity, temporal complexity, organizational 

complexity, and technological complexity) presented in Chapter II. Furthermore, the 

literature on complexity and project complexity in Chapter II provides evidence of the 

validity of the PCMM and the research methodology presented in this chapter. This chapter 

includes the formulation of the system and project complexity metrics. This chapter also 

discuss system and project properties as well as analysis methods used throughout the 

dissertation. The analysis methods depend on a project profile, other known program 

parameters, and historical data. Finally, we discuss how program managers can use the 

complexity measures presented in the model to take actions to reduce complexity. A 

roadmap of this research approach appears in Figure 6. We will discuss each of these steps 

in the next section of this chapter. 
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Figure 6. Research approach roadmap 

A. RESEARCH APPROACH 

The outcome of the PCMM is a complexity profile for the SoI. In Figure 7, we 

provide the overall processes to create the complexity profile of a SoI. 

 
Figure 7. Overall processes to develop the complexity profile for the 

SoI 
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In step 1 of Figure 6, we draw results from the literature review from Chapter II. 

Four types of complexity were drawn from four academic publications (Baccarini [14], 

Williams [83], Brockmann and Girmscheid [156], and Remington and Pollack [84]) as 

follows: 1) structural complexity, 2) organizational complexity, 3) temporal complexity, 

and 4) technological complexity. 

In step 2 of Figure 6, we identify sources and types of complexity in an engineering 

program. We explained in Chapter II that system architecture, software architecture, and 

software size are project elements that can contribute to structural complexity in 

engineering projects. In a system development process, organizational complexity is 

increased by the number and diversity of stakeholders, size and structure of the project 

team, nature of the procurement process, and information flow between activities in terms 

of information exchanges between organizational units. Furthermore, we explained that we 

can use a project management framework such as the Project Management Body of 

Knowledge (PMBOK) [185] for classifying the sources of complexity and subsequently 

relating them to the types of complexity and complexity metrics to study project 

complexity. 

The PCMM, which consists of a set of complexity measures, creates a complexity 

profile of the SoI that is useful for the assessment of project risk and program complexity. 

The PCMM and associated methods to measure complexity can help systems engineers 

and program managers reason through their decisions related to systems engineering. 

Similarly, the PCMM and associated methods to measure complexity are designed to shed 

more light on Williams’ [83] approach for measuring the complexity of the underlying 

structure of the project. The PCMM measures the structural complexity of a project in two 

different ways: 1) the number of personnel required for the project to develop the SoI, and 

2) the number of defects per project size. 

In addition, the PCMM extends the work of both Baccarini [14] and Lloyd [90] for 

measuring the complexity of organizational structure in a complex project. The PCMM 

measures the organizational complexity of a project in two ways: 1) The patterns of 

communication in terms of their frequencies and the level of importance of the 

communications among organizations, and 2) The geographical distribution of teams. 
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Moreover, the PCMM also follows the approaches of Remington and Pollack [80] and 

Stark et al. [155] for measuring the temporal complexity in terms of requirements volatility 

during the engineering project. Finally, the PCMM uses the approaches of both Baccarini 

[14] and Lloyd [90] for the assessment of technological complexity by presenting a metric 

that measures the type of skilled staff needed for the development of the SoI. In sum, the 

PCMM and associated methods to measure complexity make contributions in at least two 

major ways: 1) a new quantitative approach to assess project complexity, and 2) 

advancement in the state of practice in the project risk assessment of Navy software 

systems. 

In step 3 of Figure 6, we develop the indicative metrics of the four types of 

complexity of the SoI that are important to the IPT, program managers, and systems 

engineers. Each type of complexity is associated with several complexity factors that 

contribute to the complexity of the system development process [16], [57], [83], [85], [86], 

[156], [162], [164], [173]. Chapter II revealed that complexity is influenced by many 

factors. The list of complexity metrics is long, and in the end not very practical to use 

because it would be difficult to measure all complexity metrics due to budget constraints 

and schedule constraints. Moreover, it would be impossible to agree on the exact scope of 

each type of complexity or on the definition of complexity as numerous authors proposed 

different taxonomies, characteristics, and attributes of complexity. Current literature 

provides some evidence on the validity of the above arguments. Therefore, we have chosen 

to focus on the major sources of complexity from the four types of complexity in the SoI. 

Project managers and systems engineers are concerned about deliverables and 

requirements of the SoI. They need to keep the project within budget and maintain the 

schedules by minimizing project risk. To identify project risk, systems engineers and 

project managers select certain complexity metrics and measure them. For instance, the 

project manager faces great challenges in managing a project in a virtual environment. To 

improve the likelihood of success and predictable project outcomes, the project manager 

needs to understand the effects of the fact that the virtual team is located in multiple 

locations in multiple time zones on the project schedule and the quality of the deliverables. 
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For an assessment of the risk of the structural complexity, we choose complexity 

metrics such as size of scope, project duration, and number of requirements related to 

product quality control. These complexity metrics influence the number of personnel 

required for the development of the SoI. 

In organizational complexity, we select size of the project team, number of 

locations of the project team, number of tasks, team communication activities, and 

experience of the participants as the main complexity metrics for project risk. These 

complexity metrics are measured by the geographical distribution of teams and by the 

patterns of communication in terms of their frequencies and the level of importance of the 

communications among organizations. 

In temporal complexity, we pick project stability as the foremost metric for project 

risk. Requirements volatility measures project stability in terms of the number of 

requirement changes as a function of the duration of the development phase of a project. 

In technological complexity, we select the integration of technical processes and 

dependencies between tasks as the leading complexity metrics for project risk. The measure 

of the number of different job position types provides some insights about the complexity 

of integrating technical processes and executing interdependencies tasks in the 

development phase of a SoI. 

In Table 15, we present the indicative metrics of the four types of complexity of the 

SoI. 
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Table 15. Indicative metrics of the four types of complexity of the SoI 

Type of Complexity Indicative Metrics 

Structural complexity • Measure of the number of personnel 
required for the project (e.g., 
COSYSMO [24]) 

• Defect density measure 

Organizational 
complexity 

• Measure of the patterns of 
communication in terms of their 
frequencies and the level of importance 
of the communications among 
organizations 

• Geographical distribution of teams 
measure 

Temporal complexity • Requirements volatility measure 

Technological 
complexity 

• Measure of the number of different job 
position types required on the project 

 

In step 4 of Figure 6, we need to explain the relevance of the complexity metrics. 

Let’s describe each measure of complexity in order. 

1. Structural Complexity 

In managing a project’s scope, we need to define, verify, and control project work. 

As noted in Chapter II, COSYSMO measures the person-month required for performing 

the system engineering tasks in large-scale systems [24]. It is related to the structural 

complexity of the project because it involves size and cost drivers for systems engineering 

[24]. We use COSYSMO to measure structural complexity in terms of the functional size 

of a system, which is expressed in terms of the number of person-month. Drivers of project 

size consist of the number of requirements, interfaces, algorithms, and use cases [24]. 

Drivers of project cost include requirements understanding and architecture understanding 

[24]. These cost drivers are indicative of either uncertainty or an emerging understanding 

of needs during the engineering process. As noted in Chapter I, uncertainty is one of the 

characteristics of complexity. 
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In a software development project, defect density measures the number of defects 

per KLOC. We categorize defect density as structural complexity because KLOC is a 

function of a system’s functional size. Defect density indicates product quality, project 

progress, and productivity. 

In managing the quality of a software project, we set quality objectives for the 

project. Quality objectives set during the planning phase can introduce complexities to 

projects. For example, a project manager requires the software lead to set up baseline 

measurements of the code walk-through process. A project manager also requires the test 

lead to provide a monthly report of defect density so the program manager can track the 

overall quality trend of the products. The quality objectives for the project can possibly 

cause frustration to the developers, and collecting the baseline metrics can complicate and 

lengthen the duration of the code walk-through process. 

2. Organizational Complexity 

In an engineering project, the interchange of information between organizations can 

be measured by the patterns of communication between organizations in terms of the 

frequency and the level of importance of their interactions. It is related to the organizational 

complexity of the project because it indicates the information flow between tasks and 

activities. It shows the connectedness and interdependence among organizational units 

during the system engineering processes. For example, in managing a project’s 

procurement and meeting deadlines, project managers are concerned with the timely 

completion of the project and must handle the process of acquiring third parties’ products 

and services. The number of interdependent organizations involved in meeting a project’s 

deadlines and in procurement execution can influence the complexity of the project. 

Literature seems to confirm that the interdependent relationships between organizations 

contribute to project complexity [28], [93], [94]. Hence, project managers find that the 

patterns of communications in terms of the frequencies and the level of importance of the 

communications among organizations are crucial for the success of each program. 

The geographical distribution of teams measures the number of locations, time 

zones, and sites of all organizational units involved in the engineering project. It is related 



100 

to the organizational complexity because it measures the number of sites involved in the 

engineering development process, which is related to the team size in a virtual organization. 

In general, when managing a project in a virtual organization, coordinating, acquiring 

requirements, and executing project tasks with project teams at various sites across multiple 

time zones are all very difficult [162], [186]. In fact, distributed teams need more 

coordination than physically co-located teams because of the multiple sites and the barriers 

associated with adopting technology across multiple sites. The Allen curve supports the 

idea that a strong negative correlation exists between physical distance and the frequency 

of communication between work stations [119], [187]. For example, in managing a 

project’s human resource, project managers must handle all necessary processes for 

organizing, managing, and leading the project team. Factors such as team size and 

geographical distribution of project teams can contribute greatly to project complexity. 

3. Temporal Complexity 

Requirements volatility measures the number of changes in requirements (new 

requirements, modifications of requirements, and deletion of requirements) during a 

specific period of time in the development phase of a project. It is related to the temporal 

complexity because it measures project stability in terms of the number of changes in 

requirements as a function of the duration in the development phase of a project. High 

volatility of changes in requirements reflects uncertainty of the design of the system’s 

architecture and poor understanding of the environment and system. If the requirements 

are changing too quickly, this introduces problems in all areas of the system development, 

especially in meeting a deadline and keeping within budget. For instance, during the 

development and integration of a system, we often have change requests to add, modify, 

or delete requirements. These change requests reflect changes in customer’s priorities, 

changes in the budget of the project, and changes in developers’ understanding of the 

requirements and product [84]. Requirements volatility can cause product defects due to 

changes in either hardware or software or both in a system, and reflects decision-making 

under uncertainty. 
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4. Technological Complexity 

One way to measure technological complexity in a project is by counting the 

number of different job position types because of the dependencies between tasks and the 

diversity of job skills required during the integration of technical processes in the 

development phase of a SoI. For example, the number of different job position types 

required on a project is likely to foster differences in job assignments and outcomes, and, 

thus, increased complexity. 

To measure the degree of influence of each of the aforementioned four types of 

complexity and their indicative metrics, in the next section we introduce the PCMM and 

associated methods to measure complexity. This is indicated in step 5 of Figure 6. 

B. METHODOLOGY 

In this section, we present the PCMM to assess the degree of complexity based on 

the indicative metrics of the SoI shown in Table 15. We also apply the PCMM to measure 

complexity of a Navy software acquisition program. 

In general, traditional project management practices encourage linear thinking and 

plenty of structure and control. Complex projects are different from traditional projects in 

a variety of ways, including: 

• Project size, 

• Project cost, 

• Scope, 

• Deliverables, 

• Uncertain requirements, 

• Multiple locations across multiple time zones, 

• Large virtual teams, and 

• Numerous complex interactions. 

Complex projects are usually large in scope, and the initial statement of work is 

often only partially complete. For example, research and development (R&D) projects are 

complex because project teams are not 100 percent sure where the project is leading toward 
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something meaningful, and they do not know what the project will cost nor if and when 

they will achieve something useful in the project. As a result, large, complex projects often 

have large cost overruns and schedule slippages. For instance, the Denver International 

Airport was a complex, huge construction project, and it had significant construction cost 

overruns (about $58.4 million higher than the original budget) and schedule slippages 

[188]. To manage risk of schedule slippage and budget overruns in meeting the necessary 

project deliverables, program managers need to measure project complexity. 

1. Project Complexity Measurement Model (PCMM) 

The PCMM consists of six complexity metrics derived from four major types of 

project complexity discussed in previous section. 

a. Measure of Number of Personnel Required for the Development Effort 

A rule of thumb of cost in engineered systems is to allocate 15% of total program 

effort to systems engineering [189], [190]. One way to estimate the number of personnel 

required for the development effort is to use the COSYSMO [24] for an estimate of how 

long and how many people it takes to complete the project. The amount of person-month 

required for a project (PM) is estimated as follows [24]: 

𝑃𝑃𝑃𝑃 = (𝐴𝐴)(𝑆𝑆𝑁𝑁𝑆𝑆𝑆𝑆)𝐸𝐸 ∏ (𝐸𝐸𝑃𝑃𝑖𝑖)𝑛𝑛
𝑖𝑖=1   

 (3.1) 

where PM denotes effort “in person-month” for a formal schedule [24], “A denotes a 

calibration constant derived from historical project data, size denotes the summation of the 

weighted four size drivers (requirements, interfaces, algorithms, use cases)” [24], E denotes 

the efficiency factor, “n denotes the number of cost drivers, and EMi denotes effort factor 

for the ith cost driver (i.e., requirements understanding, technical risk, and process 

capability)” [24]. 

b. Defect Density Measure 

The defect density measure (DDM) is an indicator of product quality, progress, and 

productivity. It is defined as follows: 
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DDM = (𝑁𝑁𝑁𝑁𝑖𝑖) / (P𝑆𝑆𝑖𝑖)  (3.2) 

where NDi denotes the weighted average number of defects during the ith period, i is 

measured by months, and P𝑆𝑆𝑖𝑖 denotes the project size at the ith period, which is measured 

by KLOC for software projects. 

c. Organizational Complexity Measure 

The organizational complexity measure is defined as an index function (IF) [157], 

IF = �∑ (𝑤𝑤𝑖𝑖𝑖𝑖)(𝑓𝑓𝑖𝑖𝑖𝑖)/(5𝐹𝐹𝑛𝑛
𝑖𝑖𝑖𝑖=1 )�  (3.3) 

where wi,j denotes a factor of importance of the communications between two nodes i and 

j [157], fij denotes the frequency of the communications between two nodes i and j, F 

represents the total number of communications between two nodes i and j, and n denotes 

the number of organizations involved in the communications [157]. Note that the term of 

5F is a normalized factor of both frequency and importance of the communications. The 

range of IF is between 0 and 1. While a zero value of IF has no contribution to the 

complexity, a value of one in IF means a maximum contribution to the organizational 

complexity [157]. 

We define frequency as the number of times that an organizational unit sends 

information to another organizational unit during the period of the development cycle, 

which is measured by weeks. We define level of importance based on how important the 

information flow is to the organizational unit. We use a Likert scale [32] of 1 to 5 to map 

the level of importance in information flow as shown in Figure 8. 



104 

 
Figure 8. Likert scale. Source: [32].  

d. Geographical Distribution of Teams Measure 

The geographical distribution of teams measure (GD) is defined as follows: 

GD = (𝑙𝑙 + 𝑁𝑁 + 𝑠𝑠)  (3.4) 

where l denotes the total number of locations of all organizational units, t denotes the total 

number of time zones of all organizational units, and s denotes the total number of sites of 

all organizational units. 

e. Requirements Volatility Measure 

The requirements volatility measure (RVM) is defined as follows: 

RVM = (CRi) / (BR)   (3.5) 

where CRi denotes the number of changes in requirements (new requirements, 

modifications of requirements, and deletions of requirements) during the ith period, i 

denotes each release in months, and BR denotes the baseline of the software release, which 

is measured by the number of requirements. 

f. Number of Different Job Position Types 

The number of different job position types (JPT) is defined as follows: 

JPT = (∑ 𝑁𝑁𝑖𝑖𝑛𝑛
𝑖𝑖=1 )  (3.6) 

where pi denotes the number of job position type identified in the ith organizational unit 

and n denotes the total number of organizational units in the project. 
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2. Acquisition of Test Data to Perform the Complexity Measurements 

Not all of the PCMM metrics can be measured at the beginning of the project. In 

fact, two of the six measures of the PCMM depend on having test data to compute the 

values of complexity. To resolve this issue, project managers can use the project plan of 

the previous project or a project before with a similar size and make certain assumptions 

on the current project regarding the levels of difficulty in the implementation of system 

requirements, interfaces, algorithms, and use cases. With these assumptions, the project 

manager can compute the complexity values of four PCMM measures: (1) the number of 

personnel required for the development effort, (2) organizational complexity, (3) 

geographical distribution of teams, and (4) the number of different types of job positions. 

The PCMM measure of defect density depends on having test data. This issue of 

not having test data to measure defect density can be mitigated by relying on the 

experiences of the subject-matter experts on the history of the project and  leveraging 

project data from the previous project or from a project before with a similar size for insight 

of the current project. The project manager may need the testers to run some simulations 

of the system to obtain test data. In some cases, the project manager can also obtain the test 

data after the testers completed their initial tests during the development phase, which can 

occur in a few months after the project started.  

The project manager can estimate the overall defect density of the project in the 

beginning of the project based on the previous project data or data of projects of a similar 

size and allocate at least 10% of project reserves to cover the residual risks in the project. 

Furthermore, the project manager can monitor the number of changes request and 

implement configuration management control. 

The PCMM measure of requirements volatility also depends on having data after 

the project has gone through a period of development. Similarly, this issue of not having 

data beforehand can be mitigated by leveraging the requirement traceability reports from 

the previous project or from a project before with a similar size for insight in the current 

project. The project manager can schedule peer reviews on the software requirement 
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specifications (SRS) earlier in the development phase and establish an initial requirements 

traceability report of the project. 

In addition, the project manager can estimate the overall requirements volatility of 

the project based on the previous project data and allocate at least 10% of project reserves 

to cover the residual risks in the project. Furthermore, the project manager can control the 

number of requirements change during the development period by the configuration control 

board. 

3. Methodology of applying the PCMM to Assess Project Complexity 

We introduce a complexity study method (CSM) to assess project complexity. This 

method involves five steps as shown in Figure 9. 

 
Figure 9. CSM for applying the PCMM to complex projects 

In step 1 of the CSM, we review the SoI project data from the project plan and 

develop the project profile. The work of reviewing the project data requires studying and 
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identifying key aspects of project attributes and characteristics. For example, program 

managers strategically seek to determine the following: 

• Whether or not any organizations have developed similar systems before, 

• Whether system quality is measurable, 

• The number of organizations, users, and stakeholders involved, 

• The kind of technology used (hardware and software), 

• The number of detailed design documents and use cases, 

• The number of functional requirements, conflict requirements, and 

inadequate requirements, 

• Whether control is decentralized and distributed across physical systems 

and cyber space, and 

• Known risks and future opportunities. 

We follow step 2 of the CSM. The outcome of this step is a project profile as shown 

in Figure 10 that identifies key elements of system characteristics and important factors 

that affect project cost, schedule, performance, and risk. In step 3 of the CSM, program 

managers use this project profile to analyze and to select other known program parameters 

and historical data for making certain assumptions and decisions related to the complexity 

profile for the project. Figure 10 presents the contents of the SoI project profile. 
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Figure 10. Contents of an SoI project profile 

With a project profile, the program manager performs step 4 of the CSM to assess 

the degree of complexity of the SoI project. For instance, as part of measuring defect 

density in a software project, program managers need both the number of defects and LOC 

for a release. Because program managers do not have the data until they finish building the 

product, they have to rely on the historical data of similar projects. They have to find a 

similar project in terms of project size, project duration, and number of functional 

requirements from an in-house project repository system (e.g., Microsoft SharePoint and 

pragma Systems processMax). A repository system contains many project artifacts such as 

test reports, decision memos, review documents, project metrics, use cases, and detail 

design documents. Program managers obtain the historical data from test metrics derived 

from a monthly test report. Test metrics often include the date, LOC, and the number of 

cumulative defects and test hours for each release in each month. As part of managing the 

quality of a software project, the test lead often collects test data from testers and then 

generates test metrics monthly according to the test plan. He or she submits test metrics to 
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program managers for monthly review and trend analysis. The test lead also posts test 

metrics on an in-house project repository system such as Microsoft SharePoint as part of 

the project archive process. Hence, with the available data from past programs, program 

managers can measure defect density quite easily. Figure 11 shows the steps to develop a 

project complexity profile using the PCMM. 

 
Figure 11. Steps to develop a project complexity profile using the 

PCMM 

Once we develop a project complexity profile using the PCMM, we follow step 5 

of the CSM and identify potential opportunities to reduce project risks. 

To demonstrate the PCMM, we analyze a Navy software development project. This 

project uses an evolutionary development method in which the program delivers the 

software in increments known as “blocks.” In this case, we designate this project as the B1 

Project. As indicated in step 6 of Figure 6, we analyze the project data and create the project 

profile. Table 16 shows the B1 Project profile derived from the empirical project data. The 

project data shown in Table 16 are available when the project starts. 
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Table 16. B1 Project profile 

Project Property Value Source of Information 

Yearly Budget $3 million ($4.5 mil/1.5 years) Project plan 

Team Size 20 Project plan 

Duration of the development 
phase 

18 months (1.5 years) Project plan 

Baseline Requirement (BR) 1,946 requirements (at project 
start) Requirements traceability 

report (RTR) 

Number of requirements at 
the end of the project 

1,721 requirements RTR 

Number of Change Requests 
(CRs) 

528 CRs (151 new, 1 
modification, 376 deletions) RTR 

Number of “nominal” 
requirements 

344 requirements (20%) Applying the 80–20 rule that 
is based on the interview of 
program managers of 
previous programs 

Number of “easy” 
requirements 

1,377 requirements (80%) Applying the 80–20 rule that 
is based on the interview of 
program managers of 
previous programs 

Understanding of 
requirements 

high Project plan 

Technical Risk nominal Project plan 

Process Capability nominal Project plan (CMMI level 3 
[191]) 

Number of External Interfaces 2 (all “easy”) IDD 

Number of Critical 
Algorithms 

1 (“nominal”) Software design document 
(SDD) and project plan 

Number of use cases 32 (all “easy”) Use case documents and test 
plan 

Number lines of code (LOC) 576,500 Build report (SLOC count) 
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In the following sections, we follow the steps outlined in Figure 11 and apply them 

to the B1 Project to demonstrate the method to measure project complexity. 

a. Measure of Number of Personnel Required for the Development Effort 

As noted in Table 9 of Chapter II, the COSYSMO contains 14 cost drivers. The 

effort multiplier ratio (EMR) represents the influence on the systems engineering effort. 

The four most influential cost drivers in the COSYSMO, which have high EMR values, 

are the following: (1) requirements understanding, (2) architecture understanding, (3) level 

of service requirements, and (4) technology risk. The least influential cost drivers, which 

have lower EMR values, are as follows: documentation, number of installations, number 

of recursive levels in the design, and tools support. Early in the system life cycle, the 

sources of data for some cost drivers may not be available to the project manager. For 

software projects such as the B1 Project, the set of cost drivers that significantly drive the 

systems engineering cost are requirements understanding, technology risk, and process 

capability, which is shown in Table 17. The data for these three cost drivers are available 

from the project plan when the project starts. 

Table 17. Rating values for cost drivers of systems engineering. Adapted 
from [24]. 

 Very 
Low 

Low Nominal High Very High Extra High EMR 

Requirements 
understanding  

1.87 1.37 1 0.77 0.60  3.12 

Technology 
risk 

0.67 0.82 1 1.32 1.75  2.61 

Process 
capability 

1.47 1.21 1 0.88 0.77 0.68 2.16 

 

Requirements understanding is defined as the level of comprehension and 

familiarity of the system requirements by the development team [24]. Based on his or her 

work experiences, the project manager assesses the level of familiarity of the system 
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requirements of the development team. The overall degree of understanding of these 

requirements has an effect on the amount of effort needed for SE. 

Technical risk is characterized as the possibility of requiring more SE effort due to 

immaturity and obsolescence of the technology implemented into the system [24]. This is 

based on a subjective assessment of the system from the project manager. 

Process capability is defined as the ability of the project team to follow defined 

processes with a certain degree of effectiveness [24]. The Capability Maturity Model 

Integration (CMMI) [191] is one of many published process models that is used in rating 

process capability. 

The four size drivers that affect the system engineering effort are the number of 

requirements, number of major interfaces, number of critical algorithms, and number of 

use cases [24]. 

To demonstrate the PCMM and associated methods to measure structural 

complexity, we use the data from the B1 Project profile (Table 16), and the relative weights 

for size drivers shown in Table 8 of Chapter II to calculate the COSYSMO size [24] for 

the B1 Project. The results are showed in Table 18. 

Table 18. Calculation of COSYSMO size [24] for the B1 Project. Adapted 
from [24]. 

COSYSMO size’s driver B1 Project software size 

Requirements (1,377 easy requirements)(0.5) = 688.5 
(344 nominal requirements)(1) = 344 
Total = 688.5 + 344 = 1,032.5 

Interfaces (2 easy interfaces)(1.7) = 3.4 

Algorithms (1 nominal algorithm)(6.5) = 6.5 

Operational Scenarios (use 
cases) 

(32 easy use cases)(9.8) = 313.6 

Total COSYSMO size = 
requirements + interfaces + 
algorithms + user cases 

1,032.5 + 3.4 + 6.5 + 313.6 = 1,356 
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Similarly, we calculate the effort weight factor from Tables 16 and 17 for the B1 

Project as shown in Table 19. 

Table 19. The B1 Project’s effort weight factor. Adapted from [24].  

Effort weight factor Value 

Requirements understanding = high 0.77 

Technical risk = nominal 1 

Process capability = nominal 1 

The B1 Project’s effort weight factor = 
(requirements understanding)(technical 
risk)(process capability) 

(0.77)(1)(1) = 
0.77 

 

As described in Chapter II, in a typical software development project, the value of 

the COSYSMO calibration factors A is 0.325 [24], and the default value of E is 1 [24]. We 

use Equation (3.1) to calculate the amount of person-month required for the B1 Project and 

present the results in Table 20. 

Table 20. The B1 Project development effort 

B1 Project development effort Value  

Effort required to build the system = PM = 
(calibration factors)(effort factor)(software 
size) 

(0.325)(0.77)(1,356) = 
339.34 person-month 

B1 Project development effort = (effort 
required to build the system) / (duration of 
the development phase) 

339.34 / 18 = 18.85 
people 

 

Table 20 shows that the B1 Project requires 18.85 people to develop the system in 

18 months. The project personnel measure of 18.85 people is very much in line when 

compared to the project team size of 20 listed in the B1 Project profile (Table 16). As noted 
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in Chapter II, the average annual salary of a software developer is $145,932. The project 

plan indicates that the estimated yearly project cost is $3 million. If we divided the annual 

project cost by the average yearly salary of a software developer, we obtain approximately 

20 developers that could be hired per year to work on this project. This result demonstrates 

that the PCMM and associated methods to measure the number of personnel required for 

the development effort is analytical and accordant with the measure of structural 

complexity defined in terms of size and cost drivers for an engineering project. 

b. Defect Density Measure 

According to COSYSMO [24] and several sources from literature [192], [193], we 

define project size in terms of the number of LOC, the number of function points, the 

number of requirements, the number of documentation pages, and the number of test hours. 

In a software project, high defect density indicates poor product quality, difficult or poor 

project attributes, and uncertainty of the system [165]. The patterns of requirement changes 

over time have substantial influence on defect density because software developers must 

make changes in the code to reflect changes in requirements or to fix bugs in a software 

module [159], [165]. For example, if the requirement changes occur close to the software 

release date, this will cause the resulting software to have a higher defect density [159]. 

Therefore, the product quality will likely go down. High defect density also has a 

significant impact on the development cost [161]. Fixing software defects after releasing 

the product is expensive. Project managers and system developers are interested in this 

measure for project management, risk assessment, and potential assessment of project 

complexity. 

Moreover, knowing the relationship between complexity and defect density is very 

useful to project managers. Alfadel et al. [194] demonstrate that two software complexity 

metrics, cyclomatic complexity [136] and Halstead complexity [139], have a linear 

relationship with defect density metric. 

In step 7 of Figure 6, test data to measure defect density may not be available in the 

early phase of system life cycle due to the evolutionary nature of systems. In that case, test 

data of previous acquisition programs must be obtained or derived in order to estimate the 
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defect density of the project. The project manager may need the testers to run some 

simulations of the system to obtain test data. In some cases, the project manager can also 

obtain the test data after the testers completed their initial tests during the development 

phase, which can occur in a few months after the project started.  

To illustrate the PCMM and associated methods to measure defect density for the 

B1 Project, we analyze the test data. In this case, the project has been in the development 

phase for 18 months. Testers has tested the software during this period. Thus, the test data 

is available to calculate the defect density for this project. The project plan indicates that 

the B1 Project is programmed using the C# object-oriented programming language. We 

obtain the data for this measure for release 0 (baseline) through release 18 (18 months) 

from a test metric report via Microsoft SharePoint (Table 21). In Table 21, the number of 

defects for a release (NDi) is the cumulative number of defects unresolved at the end of the 

ith release. The defect density (DD) is calculated using Equation (3.2). 

Table 21. B1 Project defect density during the 18-month period 

Release (i) Month Cumulative defects 
unresolved (NDi) 

KLOC DD = (NDi)/(KLOC) 

0 Oct. 2014 19 512.727 0.037 
1 Nov. 2014 33 512.727 0.064 
2 Dec. 2014 42 512.782 0.082 
3 Jan. 2015 50 512.782 0.097 
4 Feb. 2015 55 512.837 0.107 
5 Mar. 2015 56 512.862 0.109 
6 Apr. 2015 56 512.862 0.109 
7 May 2015 56 535.873 0.104 
8 Jun. 2015 38 552.103 0.069 
9 Jul. 2015 47 552.103 0.085 
10 Aug. 2015 67 552.103 0.121 
11 Sep. 2015 84 552.213 0.152 
12 Oct. 2015 90 575.249 0.156 
13 Nov. 2015 103 575.249 0.179 
14 Dec. 2015 106 575.397 0.184 
15 Jan. 2016 119 575.474 0.207 
16 Feb. 2016 126 575.745 0.219 
17 Mar. 2016 134 576.0 0.233 
18 Apr. 2016 185 576.5 0.32 
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Figure 12 displays a plot of defect density against the release version number with 

release 0 being the start of the new project (baseline). From Figure 12, the defect density 

(NDi/KLOC) is growing fairly steady throughout the development cycle. After 18 months 

in the development phase (April 2016), the project averaged 0.32 defects per KLOC, which 

is within the industry standard limit of less than 3 [160]. In general, we expect that an 

increase in test hours will yield higher defect density during the development phase because 

more defects are discovered. As shown in Figure 12, the “NDi//KLOC” increases slightly 

at the end of the development life cycle because testers have increased their test hours and 

discovered more bugs before the release of the software. This finding confirms the previous 

studies [159], [165] showing that the patterns of requirement changes over time have 

substantial influence on defect density. Hence, the PCMM and associated methods to 

measure defect density is consistent with the measure of structural complexity defined in 

terms of size and cost drivers for systems engineering. 

 
Figure 12. B1 Project defect density metric 
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c. Organizational Complexity Measure 

Broadly speaking, we observe that organizational complexity exists in many DoD 

acquisition systems. Interactions among multiple organizations and stakeholders in a 

development team can contribute to organizational complexity. A temporary multi-

organizational structure in a program consists of several organizational units that are 

responsible for funding, managing, and executing program tasks. We define an 

organizational unit as a distinct group, either internal or external of a company, with a set 

of roles in the project. These roles are responsible for managing the delivery of work, 

services, and resources to the project. For example, a contractor unit is an organizational 

unit that is responsible for delivery of work and services to the project. A resourcing unit 

(e.g., PMA) is an organizational unit that is responsible for providing funding to the project. 

A high organizational complexity measurement generally reflects the following 

factors [88], [157]: 

• Poor channels of communication, 

• Poor generation and use of information for decision-making, 

• Poorly defined project roles, 

• High interdependencies between roles, 

• A large number of project stakeholders, 

• Poor relationships between the project parties, and 

• Difficult relationships with the project sponsor. 

A combination of these factors contributes to organizational complexity. In a multi-

organizational structure, one way to measure organizational complexity is to analyze the 

relationships between organizational units. Connectedness and interdependence between 

organizational units are two primary relationships [101], [102]. Connectedness is the 

number of units in which one unit directly connects to or interacts with other units. Two 

connected units may, or may not, interact. They may exchange information via networks. 

Interdependence is the degree to which one unit’s actions control or influence another 

unit’s actions and outcomes, and vice versa [28]. 
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To demonstrate the PCMM to measure organizational complexity in the multi-

organizational project, we analyze the B1 Project organizational structure from the project 

plan. The project plan indicates nine organizational units and lists their responsibilities 

(Table 22). The data shown in Table 22 are available when the project starts. 

Table 22. The B1 Project organizational units and their responsibilities 

Organizational 
Unit 

Responsibilities 

1. Program 
Management 
Activity (PMA) 

• Provides funding to programs such as a capability 
development program (CDP). 

• Decides programs priorities. 
• Decides programs hardware and software. 

2. Integrated 
Product Team 
(IPT) 

• Provides lab spaces and network infrastructures to 
projects. 

• Decides organizational processes. 
• Submits CDP. 
• Manages contracts. 
• Mitigates program risks. 

3. Project Team 
(PT) 

• Manages and executes project requirements. 
• Participates in critical design review and senior 

management review. 
• Provides personnel work status and project 

metrics to IPT. 

4. Business 
Financial 
Management 
(BFM) 

• Sends, receives, and processes funding 
documents. 

• Provides labor and materials expenditures to the 
project team. 

5. Contractor 
Unit 

• Provides work and services to the project. 

6. Software 
Distribution 
Unit (SDU) 

• Packages and distributes software to trainers, to 
the DT/OT unit, and to the fleet. 

7. Trainer/Fleet 
users Unit (T/F 

• Trains fleet users on how to use fleet software. 
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Organizational 
Unit 

Responsibilities 

Unit) • Reports software anomalies to the project team.  

8. Contracting 
Unit (CU) 

• Provides statements of work and manages 
contracts. 

9. DT/OT Unit • Performs developmental and operational tests on 
software. 

 

As illustrated in Figure 13, we define a context diagram convention. We use this 

diagram convention in the engineering projects throughout this dissertation. The diagram 

convention is defined as follows: (1) The single arrow-line points from the sending unit to 

the receiving unit; (2) The description above the single arrow-line represents the flow of 

information from one unit to another unit; (3) The first number in the parentheses indicates 

the frequency of the communications and the second number represents the value of 

importance of the communications. When we measure organizational complexity, we use 

the context diagram convention to represent the two important relationships 

(connectedness and interdependence) in terms of the flow of information of the 

communications between organizational units. These data are available when the project 

starts. 

 
Figure 13. Context diagram conventions used in this dissertation 
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Figures 14, 15, 16, and 17 represent the nine organizational units (nodes) and their 

relationships (links) involved in the B1 Project. We use these figures to compute the overall 

organizational complexity of the B1 Project. 

As shown in Figure 14, IPT has three links to PMA. First, IPT sends the program 

status 36 times to PMA during the first 18 months of the project, and the level of importance 

of each communication is 3. Second, IPT sends the program funding status 18 times to 

PMA during the project, and the level of importance of each communication is 3. Third, 

IPT submits CDPs 1 time to PMA during the first 18 months of the project, asking funding 

for some additional capabilities of the program, and the level of importance of the 

communication is 5. 

In addition, PMA has five links to the IPT. First, PMA sends CDP decisions 1 time 

to IPT during the 18-month project, and the level of importance of the communication is 

5. Second, PMA provides CDP funding documents 6 times to IPT during the first 18 

months, and the level of importance of each communication is 3. Third, PMA sends 

program priorities and statuses 18 times to IPT, and the level of importance of each 

communication is 1. Fourth, PMA sends hardware and software requirements 1 time to 

IPT, and the level of importance of the communication is 5. Fifth, PMA provides the 

DT/OT report 1 time to IPT during the 18 months project, and the level of importance of 

the communication is 4. 
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IPT PMA

Project 
Team (PT)

DT/OT 
Unit

Critical design review (1:2)

Senior management review (6:2)

Developmental test status (1:2)

Operational test status (1:2)
CDP decision (1:5)

Program funding status (18:3)

CDP funding documents (6:3)

Hardware and software decisions (1:5)

DT/OT report (1:4)

Program operations status (36:3)

Program priorities and statuses (18:1)

CDP submission (1:5)

 
Figure 14. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between PMA and IPT, between PMA and PT, and between PMA 

and the DT/OT unit 

Figures 15, 16, and 17 show the rest of the nodes, links, communication 

frequencies, and levels of importance of the communications between the organizations of 

the B1 Project. 

Project 
Team 
(PT)

IPT

BFM

Contracting 
Unit (CU)

Project status (36:1)

Project metrics (18:2)

Personnel work status (36:2)

Contracts Status (18:1)

Project personnel status (36:3)

Contracts status (18:2)

Request for proposal status (18:2)

Project funding status (18:1)

Funding document status (36:1)

Labor expenditures (36:2)

Materials expenditures (36:2)

Program funding status (18:3)

Contracts approval (1:5)

Statement of work status (36:2)

Lab operations decision (18:2)

 
Figure 15. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
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between IPT and PT, between IPT and CU, and between IPT and 
BFM 

T/F Unit

Project 
Team (PT)

BFM

Contracto
r Unit

Software anomaly report (18:3)

Fleet requirements priority report (2:3)

EDT schedule (2:2)

Software submission schedule (18:2)

Software distribution status (6:1)

Work performed status (36:2)

Bill hours report (36:2)

Labor hour expenditure status (36:2)

Materials expenditure status (36:2)SDU

 
Figure 16. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between PT and the T/F unit, between PT and SDU, between PT 

and BFM, and between PT and the contractor unit 

T/F Unit

SDU

Software distribution status (18:2)

Software distribution status (18:2)
DT/OT 

Unit

BFM

Contractor 
Unit

Contract funding status (18:2)

Contracting 
Unit (CU)

Contract fulfillment status (1:2)

 
Figure 17. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between SDU and the T/F unit and between SDU and the DT/OT 

unit as well as the communication frequencies and levels of 
importance of the communications between the contractor unit and 

BFM and between the contractor unit and CU 
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In sum, we identified nine organizational units and their patterns of information 

flow in the B1 Project. We use the patterns of information flow, along with that 

information’s frequency and importance, to characterize connectedness and 

interdependence between organizational units. Table 23 shows the N2 chart of the nine 

organizational units and 40 links in the B1 Project. 

Table 23. N2 chart of the B1 Project 

 IPT PMA Project 
Team 

BFM Contracting 
Unit 

T/F 
Unit 

DT/OT 
Unit 

Total  

1. IPT  3 3 3 1   10 
2. PMA 5       5 
3. Project Team 3 2      5 
4. BFM 2  2     4 
5. Contracting 
Unit 

3       3 

6. Contractor Unit   2 1 1   4 
7. SDU   2   1 1 4 
8. T/F Unit   3     3 
9. DT/OT Unit  2      2 
Total links 13 7 12 4 2 1 1 40 

 

Tables 24 and 25 present the frequencies and levels of importance of the 

communications in the B1 Project during the 18 months. We use these empirical data to 

measure organizational complexity between organizational units. The combination of 

frequency and the level of importance of communications between organizational units can 

determine how much effect the patterns of the communications have upon project 

complexity. 

Table 24. Frequencies of the communications during the 18 months in the B1 
Project 

 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/OT 
Unit 

1. IPT 1. Program operations 
status 

 36      
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 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/OT 
Unit 

2. Program funding 
status 

 18      

3. CDP submission  1      
1. Contracts status   18     
2. Lab operations status   18     
3. Project personnel 
status 

  36     

1. Labor expenditures    36    
2. Materials 
expenditures 

   36    

3. Program funding 
status 

   18    

1. Contracts approval      1   
Subtotal  55 72 90 1   

2. PMA 1. CDP decisions 1       
2. CDP funding 
document 

6       

3. Program priorities 
status 

18       

4. Hardware/software 
decisions 

1       

5. DT/OT report 1       
Subtotal 27       

3. Project 
Team (PT) 

1. Project status 36       
2. Project metrics 18       
3. Personnel work status 36       
1. Critical design review 
status 

 1      

2. Senior management 
review 

 6      

Subtotal 90 7      
4. BFM 1. Project funding status 18       

2. Funding document 
status 

36       

1. Labor hour 
expenditure status 

  36     

2. Materials expenditure 
status 

  36     

Subtotal 54  72     
5. 
Contracting 
Unit (CU) 

1. Contracts status 18       
2. RFP status 18       
3. Statement of work 
status 

36       

Subtotal 72       
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 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/OT 
Unit 

6. Contractor 
Unit 

1. Work performed 
status 

  36     

2. Bill hours report   36     
1. Contract funding 
status 

   18    

1. Contract fulfillment 
status 

    1   

Subtotal   72 18 1   
7. T/F Unit 1. EDT schedule   2     

2. Software anomaly 
report 

  18     

3. Fleet requirements 
priority report 

  2     

Subtotal   22     
8. DT/OT 
Unit 

1. DT status  1      
2. OT status  1      
Subtotal  2      

9. SDU 1. Software submission 
schedule 

  18     

2. Software distribution 
status 

  6     

1. Software release 
status 

     18 18 

Subtotal   24   18 18 
 Total 242 64 262 108 2 18 18 

 

Table 25. Levels of importance of the communications in the B1 Project 

 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/OT 
Unit 

1. IPT 1. Program operations status  3      
2. Program funding status  3      
3. CDP submission  5      
1. Contracts status   1     
2. Lab operations status   2     
3. Project personnel status   3     
1. Labor expenditures    2    
2. Materials expenditures    2    
3. Program funding status    3    
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 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/OT 
Unit 

1. Contracts approval 
decisions 

    5   

2. PMA 1. CDP decisions 5       
2. CDP funding documents 3       
3. Program priorities status 1       
4. Hardware/software 
decisions 

5       

5. DT/OT report 4       
3. Project 
Team (PT) 

1. Project status 1       
2. Project metrics 2       
3. Personnel work status 2       
1. Critical design review status  2      
2. Senior management review  2      

4. BFM 1. Project funding status 1       
2. Funding document status 1       
1. Labor hour expenditure 
status 

  2     

2. Materials expenditure status   2     
5. 
Contracting 
Unit (CU) 

1. Contracts status 2       
2. RFP status 2       
3. Statement of work status 2       

6. 
Contractor 
Unit 

1. Work performed status   2     
2. Bill hours report   2     
1. Contract funding status    2    
1. Contract fulfillment status     2   

7. T/F Unit 1. EDT schedule   2     
2. Software anomaly reporting   3     
3. Fleet requirements priority 
status 

  3     

8. DT/OT 
Unit 

1. DT status  2      
2. OT status  2      

9. SDU 1. Software submission 
schedule 

  2     

2. Software distribution status   1   2 2 

 

From Equation (3.3) and Tables 24 and 25, we calculate the index function of each 

organizational unit. Table 26 presents the number of contributions from each 

organizational unit to the organizational complexity. Over the duration of the development 

phase, the overall organizational complexity is the sum of all contributions from the 

organizational units. In this example, we sum up the contributions of organizational 

complexity from the nine organizational units during the period of 18 months and obtain a 



127 

value of 7.71. This means that the organizational complexity of each organizational unit 

has contributed to some degrees of an adverse effect upon the B1 Project in terms of 

schedule delay and cost overrun due to high interdependencies between organizational 

roles and the large number of information flows for communication and decision-making. 

The result of this example is consistent with the results from previous works found in the 

related literature [28], [157]. 

In addition, as discussed in Chapter II, Schwandt’s [158] weight factor of a size 

measure is 0.61. The organizational complexity that is based on the structural size of a 

project team is 5.49 (the size of a project team, which is 9, times 0.61). In the B1 Project, 

we have computed the organizational complexity as 7.71, which is about 40% above 

Schwandt’s method [158] of estimating organizational complexity based on the size of an 

organization. This difference can be explained by the heterogeneity of behaviors (i.e., the 

patterns and volumes of communication and the levels of importance of the information in 

the communications) of the nine organizational units. 

The uncertainty and ambiguity in terms of the absence or presence of information 

within and between each organization required to perform the tasks also contribute to the 

differences of the organizational complexity in the PCMM. Hence, the PCMM and 

associated methods to measure organizational complexity is compatible with Schwandt’s 

study [158] on organizational complexity in terms of size driver (e.g., the number of 

organizational units) for systems engineering. 
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Table 26. Organizational complexity of each organizational unit in the B1 
Project 

Organizational 
Unit 

IF Total 

1. IPT interacts 
with PMA, PT, 
BFM, and CU. 

PMA: 
[(3)(36)+(3)(18)+
(5)(1)]/[(5)(55)] 
= 0.607 

PT: 
[(1)(18)+(2)(18)+
(3)(36)]/[(5)(72)] 
= 0.45 

BFM: 
[(2)(36)+(2)(3
6)+(3)(18)]/[(
5)(90)] = 0.44 

CU: 
[(1)(5)]/
[(5)(1)] 
= 1 

2.49 

2. PMA 
interacts with 
IPT. 

IPT: [(5)(1)+(3)(6)+(1)(18)+(5)(1)+(4)(1)]/[(5)(27)]=0.37 0.37 

3. PT interacts 
with IPT and 
PMA. 

IPT: 
[(1)(36)+(2)(18)+(2)(36)]/[(5)(9
0)] = 0.32 

PMA: [(2)(1)+(2)(6)]/[(5)(7)] = 
0.4 

0.72 

4. BFM 
interacts with 
IPT and PT. 

IPT: 
[(1)(18)+(1)(36)]/[(5)(54)]= 0.2 

PT: [(2)(36)+(2)(36)]/[(5)(72)] 
= 0.4 

0.6 

5. CU interacts 
with IPT. 

IPT: [(2)(18)+(2)(18)+(2)(36)]/[(5)(72)] = 0.4 0.4 

6. Contractor 
Unit interacts 
with PT, BFM, 
and CU. 

PT: 
[(2)(36)+(2)(36)]/[(5)(
72)] = 0.2 

BFM: 
[(2)(18)]/[(5
)(18)] = 0.4 

CU: [(2)(1)]/[(5)(1)] = 0.4 1 

7. T/F Unit 
interacts with 
PT. 

PT: [(2)(2)+(3)(18)+(3)(2)]/[(5)(22)] = 0.581 0.581 

8. DT/OT Unit 
interacts with 
PMA. 

PMA: [(2)(1)+(2)(1)]/[(5)(2)] = 0.4 0.4 

9. SDU interacts 
with PT, T/F 
Unit, and 
DT/OT Unit. 

PT: 
[(2)(18)+(1)(6)]/[
(5)(24)] = 0.35 

T/F Unit: 
[(2)(18)]/[(5)(18)
] = 0.4 

DT/OT Unit: 
[(2)(18)]/[(5)(18)] = 0.4 

1.15 

Overall 
Complexity 

   7.71 

 

Table 26 shows that IPT has the greatest number of tasks and communications 

among the organizational units. It has the highest organizational complexity (IF = 2.49) of 

the overall complexity of 7.71 among project organizations. PMA has the least number of 

tasks and communications, which, in turn, has the lowest organizational complexity (IF = 

0.37) of the overall complexity among project organizations. The data from this example 
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show a positive correlation between organizational complexity and the number of 

organizational units and tasks involved in the engineering project. In short, the PCMM and 

associated methods to measure organizational complexity have built upon earlier work by 

Baccarini [14] and Schwandt [158] by identifying the specific individual factors (i.e., the 

number of interdependent organizational units and the frequency and importance of their 

communications) that contribute to organizational complexity. 

d. Geographical Distribution of Teams Measure 

The geographically dispersed of organizations can be challenging for the ongoing 

relations with business partners at various sites. Because of the differences in time zones, 

business and cultural norms, native language, and technology used for communication, 

geographic barriers can affect the project requirements. The causes of complexity mainly 

arise from lack of system level integration, lack of control over the dispersed teams, the 

incoherence of the teams, and communication issues. 

To illustrate the PCMM and associated methods to measure geographical 

distribution of teams, we analyze the B1 Project organizational structure in the project plan. 

The project plan indicates that the 9 organizational units are located in 13 sites and situated 

in 4 different cities across 2 time zones (Table 27). These data are available when the 

project starts. Using Equation (3.4), we can calculate the degree of geographical 

distribution of teams (GD) by adding up the number of sites (s), locations (l), and time 

zones (t) as shown in Table 27. The result is the GD measurement of 19 (4 + 13 + 2). The 

Allen Curve [115] shows that communication decreases exponentially as distance increases 

and becomes stable at around eight meters. As the distance increases beyond eight meters 

between two collaborative teams, there is only a 5% probability of communication once a 

week among these two teams [119]. As shown in Table 27, PT, the contractor unit, and the 

DT/OT unit have two to three sites. These sites are located more than eight meters apart. 

This means that according to Allen [119], these three organizations have a 5% probability 

to communicate once a week with other organizational units. 

In an ideal situation for team communications where we assume all nine 

organizational units are situated at one site and located in one city in one time zone, the 
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degree of geographical distribution of teams is calculated as 3 (1 + 1 + 1). Comparing this 

value with the value of GD of the B1 Project, it shows that the B1 Project is about 6.3 times 

(19 divided by 3) less likely to communicate than in the ideal situation. Nevertheless, a 

typical Navy software acquisition program with a $5 million annual budget usually have a 

similar number of organizational units as the B1 Project because the IPT approach to 

software development usually adopts the functional organizations for a specific purpose of 

delivering a product for an external or internal customer [197]. Essentially, degrees of 

collaboration between teams in the B1 Project depend much on the number of locations 

and sites. Hence, the PCMM and associated methods to measure geographical distribution 

of teams are reasonable and applicable to a typical Navy software acquisition program that 

has an annual budget of less than $5 million. 

Table 27. Geographical distributions of teams in the B1 Project 

 Number of Sites Location  Time Zone 

PMA 1 East Coast city Eastern time 

IPT 1 Southwest city 1 Pacific time 
PT 3 Southwest city 1 Pacific time 

BFM 1 Southwest city 1 Pacific time 

CU 1 Southwest city 1 Pacific time 
Contractor Unit 2 Southwest city 1 Pacific time 

T/F Unit 1 Northwest city Pacific time 
DT/OT Unit 2 East Coast city and 

Southwest city 2 
Eastern time and Pacific 
time 

SDU 1 Southwest city 1 Pacific time 
Total 13 4 2 

 

e. Requirements Volatility Measure 

Requirements volatility indicates the level of risk associated with the huge changes 

in system development effort, cost, and time as well as the quality of the product which 

may result in project delay or possible project failure. 
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As explained in Chapter II, the requirements volatility measure is typically less than 

1 [169], [170]. A number greater than one means that a greater number of requirements 

have added, modified, or deleted than the number of requirements originally planned in the 

release. In this case, the project has been in the development phase for 18 months. The 

requirements lead has been tracking the requirements changes and provided the 

requirements traceability report during this period. We obtain the data for this measure for 

a given baseline from a requirements baseline report. As discussed in Chapter II, high 

requirements volatility indicates uncertainty of the system and poor understanding of 

environment and system [161], [166]. 

From the B1 Project profile (Table 16) and Equation (3.5), we calculate the value 

of requirements volatility in the B1 Project. The overall requirements volatility of the B1 

Project (i = total of 12 baselines measured by 18 months) is calculated as follows: 

𝑅𝑅𝑅𝑅𝑃𝑃 =
𝐶𝐶𝑅𝑅
𝐵𝐵𝑅𝑅

=
528

1946
= 0.27. 

The computed requirements volatility of the B1 Project is similar to the 

requirements volatility of 0.36 in Latif et al.’s case study [195]. Compared to Stark et al.’s 

studies [155] of 0.64 (the first two years of releases) and 0.3 (the last two years of releases) 

for a typical small size of software project (annual budget of $5 million or less), the 

calculated requirements volatility of the B1 Project also has a similar result. Table 27 shows 

the B1 Project requirements metrics during the 18-month development phase. During an 

18-month period, the B1 Project had 528 change requests (151 new, 1 modification, and 

376 deletions) and 1,721 requirements (Table 28). In Figure 18, we provide a plot of 

requirements volatility against the baseline version number with baseline 0 being the start 

of this new project. From Figure 26, the requirement changes are fast in baseline 4, 

indicating either uncertainty of the system or poor understanding of the environment and 

system. The requirement changes slows down after baseline 5, indicating that the number 

of changes is getting smaller. As stated in Equation (3.5), the rate of requirements volatility 

depends on the total number of requirements changes. Furthermore, as shown in Figure 18, 

requirement changes tend to decrease toward the end of the development life cycle. This 

finding confirms Nurmuliani et al.’s [166] and Nurmuliani et al.’s [196] hypotheses that 
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requirements volatility tends to decrease toward the end of the development life cycle and 

has a great impact on the development effort. Hence, the PCMM and associated methods 

to measure requirements volatility are acceptable to a typical Navy software acquisition 

program that has an annual budget of less than $5 million. 

Table 28. B1 Project requirements metrics during the development phase (18 
months) 

 Requirement (CRi) BR = 1,946 requirements 
Baseline (i) New Modification Deletion Total # of 

requirements 
Requirements 

volatility = 
(CRi)/(BR) 

0    1,946 0 
1 11   1,957 0 
2 69  8 2,018 0.04 
3 31   2,049 0.02 
4   309 1,740 0.16 
5 4  28 1,716 0.02 
6 20 1 5 1,731 0.01 
7 5   1736 0 
8 6  3 1,739 0 
9   22 1,717 0.01 
10 1   1,718 0 
11   1 1,717 0 
12 4   1,721 0 

Total 151 1 376   
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Figure 18. B1 Project requirements volatility 

f. Number of Different Job Position Types 

Using the material surveyed in the literature review of Chapter II, we know that 

diversity in types is often associated with complexity. For example, different types of job 

positions in interdependent organizational units are likely to foster differences in job 

assignments and outcomes, and, therefore, increased complexity. Thus, we model the 

number of different job position types in organizational units as diversity in types. 

To demonstrate measurement of the number of different job position types in 

organizations, we analyze the B1 Project organizational structure in the project plan. The 

project plan indicates 44 different types of job positions. Table 29 lists the 44 different 

types of job positions in the 9 organizations. Table 30 shows the responsibilities for each 

job position type in the B1 Project. The data shown in Tables 29 and 30 are available when 

the project starts. 
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Table 29. Job position types in the B1 Project 

 Job Position Type 

1. PMA a. Program manager 
b. Executive officer 
c. Logistics lead 
d. Business operations manager 

2. IPT a. IPT site lead 
b. Military lead 
c. Office manager 
d. Chief systems engineer 
e. Program-related engineering 
lead 

f. Lead technologist 
g. International programs lead 
h. Process improvement lead 
i. Fleet help desk specialist 
j. Training manager 

3. PT a. Product lead 
b. Project manager 
c. Systems engineer 
d. Design lead 
e. Requirements lead 
f. Programmer 

g. Software installer 
h. Test lead 
i. Configuration manager 
j. Product documentation lead 
k. Standards compliance lead 
l. Tester 

4. BFM a. BFM lead 
b. Financial analyst 
c. Financial technician 

5. CU a. Contracting officer 
b. Contracting analyst 
c. Contract specialist 

6. Contractor 
Unit 

a. Contract representative 
b. Site manager 
c. Technical team lead 

7. T/F Unit a. Fleet liaison 
b. Trainer 
c. Fleet representative 

8. DT/OT Unit a. Lead software engineer 
b. Information assurance specialist 
c. Technical analyst 

9. SDU a. Program analyst 
b. Product integrity lead  
c. Systems engineer lead 
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Table 30. Responsibilities for job position types in the B1 Project 

Job Position Type Responsibility 

1. Program manager Lead, plan, budget, and manage the acquisition 
and execution of programs, interface with 
international partners and foreign military sales 
(FMS) customers. 

2. Executive officer Coordinate and decide program’s funding and 
priorities. 

3. Logistics lead Coordinate and distribute hardware to various 
programs at the PMA level. 

4. Business 
operations manager 

Perform supervisory responsibilities associated 
with the strategic planning, risk management, 
and administrative and management activities 
for various programs. 

5. IPT site lead Direct, plan, budget, and manage the execution 
of programs at the IPT level. 

6. Military lead Serve as IPT site lead from the military chain 
of command.  

7. Office manager Provide credit card buys, maintain training 
records and create reports for various data 
calls. 

8. Chief systems 
engineer 

Review, evaluate, coordinate, and monitor 
programs at the IPT level. 

9. Program-related 
engineering lead 

Coordinate and allocate funding for program-
related engineering and program-related 
logistics. 

10. Lead 
technologist 

Coordinate and execute capability 
development across multiple product lines and 
on solution development with other 
competencies. 

11. International 
programs lead 

Collaborate and coordinate with the defense 
science and technology (DST) group and 
foreign partners to develop new capabilities. 
Provide support to FMS customers. 

12. Process 
improvement lead 

Plan, review, and execute standards 
compliance and process improvement policies 
established by the IPT. 
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Job Position Type Responsibility 

13. Fleet help desk 
specialist 

Provide help desk support to fleet users by 
answering phone calls and responding to 
emails from the fleet. 

14. Training 
manager 

Plan, schedule, coordinate, and conduct 
process improvement training. 

15. Product lead Direct and lead development of project plans 
including resource requirements, timelines, 
priorities, and budget impact. 

16. Project manager Coordinate, assess, and monitor software 
development schedules, contracts, budgets, and 
personnel of the B1 Project. 

17. Systems 
engineer 

Analyze requirements, functional interfaces, 
and functional architectures of the B1 software 
project. 

18. Design lead Provide technical guidance to the software 
development team and is responsible for the 
software architectures of the B1 Project. 

19. Requirements 
lead 

Develop, review, analyze, and maintain 
software requirements for the B1 Project. 

20. Programmer Develop code and perform software integration 
activities. 

21. Software 
installer 

Develop software installation packages for 
deployment. 

22. Test lead Plan and manage all test-related functions 
including test strategy, test plan development, 
test execution and reporting, development of 
personnel skills, and improvement of 
processes. 

23. Configuration 
manager 

Perform configuration management duties in 
support of software releases. Develop and 
maintain build scripts, operational procedures, 
and internal documentation. 

24. Product 
documentation lead 

Develop software user’s guide and technical 
manuals. 

25. Standards 
compliance lead 

Assess, review, and monitor process 
compliance in each program. 
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Job Position Type Responsibility 

26. Tester Test software and record software defects. 

27. BFM lead Monitor programs for project management 
requirements. Perform financial analysis and 
reporting. 

28. Financial analyst Provide requirement instructions related to 
funding documents. 

29. Financial 
technician 

Prepare, process, and reconcile funding 
documents and related issues. Respond to data 
calls and cost estimating. 

30. Contracting 
officer 

Coordinate, implement, and monitor the 
contract compliance program. Provide 
technical advice and assistance in all areas of 
contracted support services. 

31. Contracting 
analyst 

Provide advice and assistance to the 
contracting officer and program managers in 
cost and schedule contractual management, 
ensuring proper interpretations of reporting 
requirements. 

32. Contract 
specialist 

Negotiate sole source contracts and 
modifications. Provide guidance to technical 
personnel involved in the development of 
contract packages. 

33. Contract 
representative 

Maintain records of performance schedules 
and work progress reports. Monitor contractor 
performance and/or negotiate settlements. 

34. Site manager Lead, plan, execute, and conduct analyses 
concerning all aspects of services performed 
by contract. 

35. Technical team 
lead 

Serve as a supervisor of technical teams for 
contracting work. 

36. Fleet liaison Plan, coordinate, report, and execute fleet 
requirements. Analyze and resolve fleet-related 
issues. 

37. Trainer Conduct operational software training to fleet 
users. Test released software and report 
software anomalies to product lead. 
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Job Position Type Responsibility 

38. Fleet 
representative 

Work closely with project managers and 
trainers in reviewing fleet requirements for the 
program. 

39. Lead software 
engineer 

Evaluate the effectiveness of DT/OT software 
function in addressing operational and 
information security requirements. 

40. Information 
assurance specialist 

Evaluate, assess, analyze, and test software 
systems to ensure compliance with information 
assurance policies, instructions, and directives. 

41. Technical 
analyst 

Assist lead software engineer to evaluate, 
assess, analyze, and test DT/OT software. 

42. Program analyst Interface with customers from multiple 
technical teams and provide services required 
by customers. 

43. Product integrity 
lead 

Coordinate and distribute software to 
customers from multiple technical teams 
according to SDU release schedule and 
distribution list. 

44. Systems 
engineer lead 

Coordinate, assess, and monitor software 
release schedule for a specific program within 
the SDU. 

 

Using Equation (3.6), we calculated JPT and obtain 44. The 44 job position types 

interact and exchange information in many different ways that contribute to project 

complexity. Some of the job positions support several projects and share the labor cost 

among them. As compared to a typical Navy software acquisition program approach, the 

IPT usually adopts functional roles similar to those found in a typical Navy software 

acquisition program, as shown in the Table 29 [197]. These roles execute the project plan 

and ensure that lower-level processes occur and products are created. Hence, the PCMM 

and associated methods to measure the number of different job position types are sensible 

to a typical Navy software acquisition program that has an annual budget of less than $5 

million. 
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As shown in step 8 of Figure 6, we have applied the PCMM and created a 

complexity profile for the B1 Project. In the next section, we present the complexity profile 

of the B1 Project and provide an understanding of the impact that a given complexity value 

is likely to have on engineered systems and projects. 

4. B1 Project Complexity Profile 

Using the PCMM, we have calculated the complexity values of the B1 Project. 

Table 31 presents the complexity profile of the B1 Project. 

Table 31. Complexity profile of the B1 Project 

Complexity 
Measure 

PCMM 
Value 

Results from previous works and 
conclusions drawn based on the 
IPT-related literature 

Number of 
Personnel 
required for the 
development 
effort (people) 

18.85 
people per 
year 

20 people per year for projects with 
an annual budget of $3 million [151 
–[153] 

Defect density 
(defects per 
KLOC) 

0.32 ≤ 3 [160] 

Organizational 
Complexity (IF) 

7.71 5.49 based on Schwandt’s study 
[158] 

Geographical 
distribution of 
teams (GD) 

19 Reasonable when compared to a 
typical Navy software acquisition 
program with an annual budget of 
less than $5 million [197] 

Requirements 
volatility (RVM) 

0.27 < 1 [162] 

Number of 
different job 
position types 
(JPT) 

44 Sensible when compared to a 
typical Navy software acquisition 
program with an annual budget of 
less than $5 million [197] 

 

As indicated in step 9 of Figure 6, we analyze the complexity profile of the B1 

Project. In regard to the measurement of the personnel required for the development effort, 
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the Project Management Institute (PMI) provides a guideline for determining the size of 

the project (e.g., small project < $5M, medium project < $50M, large project < $500M, 

and mega project > $500M) [159]. Based on an annual budget of $3 million, the project 

manager could fund approximately 20 people ($3 mil/$145,932). The PCMM estimates 

18.85 people. The PMBOK [185] says that project reserves are 5% to 10% of the estimated 

cost. Project reserves cover residual risks in the project. Thus, the PCMM shows that we 

need annual funding for 20.74 people (18.85 times 1.1) or $3.026 million. Based on the 

original annual budget of $3 million, the PCMM shows a risk for $26,000 shortfalls in the 

annual budget. 

In the defect density measure, the software industry standard is to keep defects per 

KLOC under 3 [161]. In the B1 Project, the PCMM estimates 0.32. This means that the 

PCMM shows low risk (0 < DD < 3) in terms of the stability of the software releases. 

In the organizational complexity measure, the literature from previous works [25], 

[157] supports the hypothesis that high interdependencies between organizational roles and 

a large number of information flows for communication and decision-making contributes 

to organizational complexity. Based on Schwandt’s approach [158], we can estimate the 

organizational complexity as 5.49 (9 organizational units times Schwandt’s [158] weight 

factor of 0.61). Note that an IF value of less than 0.5 in each organizational unit in the 

project will generally indicate low risk related to organizational complexity [158]. In the 

B1 Project, the PCMM estimates 7.71 or an average IF value of 0.86 (7.71 / 9). This means 

that the PCMM indicates medium risk (0.5 < IF < 0.9) related to organizational complexity 

[158]. 

The Allen curve [119] phenomenon supports the complexity measure of 

geographical distribution of teams. In an ideal work environment, GD is 3 (one site, one 

location, and one time zone) to maintain a high probability of communication once a week 

for team collaboration. The PCMM estimates GD of 19 based on the data from the B1 

project plan. Nevertheless, when comparing to the IPT approach in software development, 

a typical Navy software acquisition program with an annual budget of less than $5 million 

usually has a similar number of organizational units as the B1 Project [197]. Hence, GD of 

19 is a reasonable estimate for a typical Navy software program. This means that the 
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PCMM indicates low to medium risk (3 < GD < 20) related to the complexity of team 

collaboration. 

In the requirements volatility measure, the best practice in the software industry is 

to keep the rate of changes at less than one for reducing the risk of requirements uncertainty 

and requirements creep [162]. The PCMM estimates RVM of 0.27 based on the empirical 

data from a requirements metric report of the B1 Project. This means that the PCMM shows 

low risk (0 < RVM < 1) related to requirements volatility in the B1 Project. 

Diversity in types is often associated with complexity. In Chapters I and II, we 

explained that different job position types in interdependent organizational units are likely 

to have differences in job assignments and outcomes, and, therefore, increased complexity. 

The PCMM estimates degrees of different job position types as 44. Based on a typical Navy 

software acquisition program approach to software development, the IPT usually adopts 

functional roles similar to those found in the B1 Project [197]. This means that the PCMM 

indicates low risk (JPT < 45) related to the complexity of different job position types. 

In sum, based on the B1 Project empirical data, we draw a conclusion that the 

PCMM and associated methods to measure project complexity are more reasonable 

compared to several studies in the literature [151]–[153], [158], [160], [162], [197]. The 

higher the value of each complexity measure from the PCMM, the more complex the 

project, and vice versa. The complexity values of the B1 Project obtained from the PCMM 

provide program managers a level of understanding in terms of risk and dependency areas 

in the B1 Project. 

In general, for any system development project, it is more difficult or costly to 

correct an error discovered late in the life cycle. The PCMM program managers can use a 

project’s complexity values computed from the PCMM as a guide for project comparisons, 

to plan for project cost and schedule and to identify relevant risk areas in software projects. 

We need to determine the scores and associated levels of complexity of six complexity 

metrics in the PCMM to identify the overall B1 Project complexity level. 

First, to determine the score and associated level of complexity of the personnel 

required metric, we use the project size of $5 million annual budget from the PMI [159] as 

a guide and $145,932 yearly salary of a software developer [152][153] to calculate to the 
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number of people that can be funded annually for the project. It is 34 people ($5 million / 

$145,932). We divided 34 into 5 ranges of scores. We use a Likert scale [32] of 1 to 5 and 

map the score of the personnel required metric to the associated level of complexity as 

shown in Table 32. 

Table 32. The score and associated level of complexity of the measure of the 
number of personnel required for the development effort 

Metric PCMM 
value 

Number of people 
can be funded per 
year (PMI) 

Score Complexity Level 

1. Number of 
personnel required 
for the development 
effort (people) 

 1 to 7 1 Simple 

8 to 15 2 Complicated 

20.74 16 to 27 3 Low complexity 

 28 to 34 4 Moderate complexity 

> 34 or unknown 5 High complexity 

 

Second, to determine the score and associated complexity level of the defect density 

metric, we use the software industry standard of keeping the number of defects per KLOC 

less than 3 [160] as a guide and divide this value of 3 into 5 ranges of scores. We use a 

Likert scale [32] of 1 to 5 to map the score of the defect density metric to the associated 

level of complexity as shown in Table 33. 
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Table 33. The score and associated level of complexity of the measure of 
defect density 

Metric PCMM 
value 

Defects / KLOC (software 
industry standard) 

Score Complexity Level 

2. Defect 
density (defects 
/ KLOC) 

0.32 0 to 0.5 1 Simple 

 0.51 to 1.1 2 Complicated 

1.2 to 2 3 Low complexity 

2.1 to 3 4 Moderate complexity 

> 3 or unknown 5 High complexity 

 

Third, to determine the score and associated level of complexity of the organizational 

complexity metric, we use Schwandt’s study [158] of 5.49 as a reference number for low 

complexity. We use a Likert scale [32] of 1 to 5 to map the score of the organizational 

complexity metric to the associated level of complexity as shown in Table 34. 

Table 34. The score and associated level of complexity of the measure of 
organizational complexity 

Metric PCMM 
value 

IF (Schwandt’s study 
[158]) 

Score Complexity Level 

3. Organizational 
complexity 

 0 to 1.8 1 Simple 

1.9 to 3.7 2 Complicated 

3.8 to 5.5 3 Low complexity 

7.71 5.6 to 8.1 4 Moderate 
complexity 

 More than 8.1 or unknown 5 High complexity 

 

Fourth, to determine the score and associated level of complexity of the 

geographical distribution of teams metric, we use the Allen curve [119] as a guide for 

conducting optimum team communications (one site, one city, and one time zone) and use 

the IPT functional roles [197] of 19 as a reference number for low complexity. We also use 
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a Likert scale [32] of 1 to 5 to map the score of the geographical distribution of teams 

metric to the associated level of complexity as shown in Table 35. 

Table 35. The score and associated level of complexity of the measure of 
geographical distribution of teams 

Metric PCMM 
value 

GD (guide from the Allen 
curve [119] and the IPT 
roles [197]) 

Score Complexity 
Level 

4. Geographical 
distribution of 
teams 

 1 to 3 1 Simple 

4 to 10  2 Complicated 

19 11 to 19 3 Low complexity 

 20 to 40 4 Moderate 
complexity 

More than 40 or unknown 5 High complexity 

 

Fifth, to determine the score and associated level of complexity of the requirements 

volatility metric, we use the best practice in the software industry of keeping the rate of 

changes at less than one [162] as a threshold value for moderate complexity. We use a 

Likert scale [32] of 1 to 5 to map the score of the requirements volatility metric to the 

associated level of complexity as shown in Table 36. 

Table 36. The score and associated level of complexity of the measure of 
requirements volatility 

Metric PCMM 
value 

RVM (best practice in the 
software industry [162]) 

Score Complexity Level 

5. Requirements 
volatility 

 0 to 0.2 1 Simple 

0.27 0.21 to 0.42 2 Complicated 

 0.43 to 0.66 3 Low complexity 

0.67 to 1 4 Moderate complexity 

More than 1 or unknown 5 High complexity 
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Sixth, to determine the score of the PCMM for the number of different job position 

types, we use the IPT job positions [197] of 44 as a guide for low complexity. We use a 

Likert scale [32] of 1 to 5 to map the score of the number of different job position types 

metric to the associated level of complexity as shown in Table 37. 

Table 37. The score and associated level of complexity of the measure of the 
number of different job position types 

Metric PCMM 
value 

JPT (guide from the IPT 
roles [197]) 

Score Complexity 
Level 

6. Number of 
different job 
position types 

 1 to 15 1 Simple 

16 to 30  2 Complicated 

44 31 to 45 3 Low complexity 

 46 to 65 4 Moderate 
complexity 

More than 65 or unknown 5 High complexity 

 

To determine the overall complexity level for the B1 Project, we compute the 

average of the complexity scores of the six measures in the PCMM as shown in Table 38. 

Hence, the overall complexity level of the B1 Project complexity is 2.67 (low complexity), 

as shown in Table 38. 
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Table 38. The B1 Project complexity level 

Metric PCMM value Complexity 
Score 

Complexity 
Level 

1. Number of personnel required for the 
development effort (people) 

20.74 3 Low  

2. Defect density (defects / KLOC) 0.32 1 Simple 

3. Organizational complexity 7.71 4 Moderate 

4. Geographical distribution of teams 19 3 Low 

5. Requirements volatility 0.27 2 Complicated 

6. Number of different job position types 44 3 Low 

Overall B1 Project complexity level  2.67 Low 

 

C. SENSITIVITY ANALYSIS 

The B1 Project in Section B illustrated that the PCMM is both useful and effective. 

Nevertheless, to further show the practical use of the PCMM, we perform a sensitivity 

analysis on the B1 Project. The goal of sensitivity analysis is to determine the range of 

input parameters where the project can achieve a desirable outcome. The approach is to 

change the technical parameters of the B1 Project and observe the value of the decision 

variables. We use sensitivity analysis to demonstrate the validity of the PCMM and show 

the robustness and reliability of the analysis used by the model. 

In this section, we perform a sensitivity analysis on the measure of the number of 

personnel required for the development effort. We initially make a 30% change to the 

annual budget of the B1 Project. Then we increase the number of CRs and requirements by 

30% as shown in Table 39. 
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Table 39. A 30% increase to the three B1 Project inputs 

Project Property Original Value Original Value 
increased by 30% for 
sensitivity analysis 

Estimated Yearly Budget $3 million $.3.9 million 

Number of 
Requirements 

1,721 
requirements 

2,237 requirements 

Number of Change 
Requests (CRs) 

528 CRs (151 
new, 1 
modification, 
376 deletions) 

686 CRs (196 new, 1 
modification, 489 
deletions) 

Number of “nominal” 
requirements 

344 
requirements  

447 requirements  

Number of “easy” 
requirements 

1,377 
requirements  

1,790 requirements  

 

Based on these changes, we estimate the number of personnel required for the 

development effort. Using an annual budget of $3.9 million from Table 39 and a yearly 

salary of $145,932 for a software developer, we could hire 26.72 people ($3.9 mil / 

$145,932). Table 40 shows the results of COSYSMO size for the B1 Project. 

Table 40. Calculation of COSYSMO size 

COSYSMO size’s driver [24] B1 Project software size for 
sensitivity analysis 

Requirements  (1,790 easy requirements)(0.5) = 895 
(447 nominal requirements)(1) = 447 
Total = 895 + 447 = 1,342 

Interfaces (2 easy interfaces)(1.7) = 3.4 

Algorithms (1 nominal algorithm)(6.5) = 6.5 

Operational Scenarios (use cases) (32 easy use cases)(9.8) = 313.6 

Total COSYSMO size [24] = 
requirements + interfaces + 
algorithms + user cases 

1,342 + 3.4 + 6.5 + 313.6 = 1,665.5 
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We keep the same value of the effort weight factor of 0.77 [24] as shown in Table 

19. We also keep the values of the COSYSMO calibration factors A as 0.325 [24] and the 

default value of E as 1 [24]. Finally, we use Equation (3.1) to calculate the amount of 

person-month required for the B1 Project and present the results in Table 41. 

Table 41. The B1 Project development effort 

B1 Project development effort Value  

Effort required to build the system = PM = 
(calibration factors)(effort factor)(software 
size) 

(0.325)(0.77)(1,665.5) = 
416.79 person-month 

B1 Project development effort = (effort 
required to build the system) / (duration of 
the development phase) 

416.79 / 18 = 23.15 people 

  

As shown in Table 41, the PCMM estimates 23.15 people. Compared to the original 

value of 18.85 people, the percentage of change in the personnel required measure is 

22.81% (23.15 / 18.85 – 1 x 100%). This is expected because we made a 30% change to 

three input parameters of the B1 Project and the PCMM increases by 22.81%. Hence, the 

sensitivity value of the PCMM is 0.24 (1 - 0.2281/ 0.3). 

Next, we increase the annual budget by another addition of 10%. We also increase 

the number of CRs and requirements by an addition of 10% as shown in Table 42. 
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Table 42. An additional increase of 10% to the three B1 Project inputs 

Project Property Original Value Original Value 
increased by 10% for 
sensitivity analysis 

Estimated Yearly 
Budget 

$4.29 million $4.29 million 

Number of 
Requirements 

2,461 requirements 2,461 requirements 

Number of Change 
Requests (CRs) 

686 CRs (196 new, 
1 modification, 489 
deletions) 

755 CRs (216 new, 1 
modification, 538 
deletions) 

Number of 
“nominal” 
requirements 

447 requirements  492 requirements 

Number of “easy” 
requirements 

1,790 requirements  1,969 requirements 

 

Once again, using the annual budget of $4.29 million shown in Table 42 and an 

annual salary of $145,932 for a software developer, we could hire 29.39 people ($4.29 mil 

/ $145,932). Tables 43 shows the results of the COSYSMO size [24] and Table 44 shows 

the personnel required for the B1 Project. 

Table 43. Calculation of COSYSMO size [24] 

COSYSMO size’s driver [24] B1 Project software size for sensitivity 
analysis 

Requirements (1,969 easy requirements)(0.5) = 984.5 
(492 nominal requirements)(1) = 492 
Total = 984.5 + 492 = 1,476.5 

Interfaces (2 easy interfaces)(1.7) = 3.4 

Algorithms (1 nominal algorithm)(6.5) = 6.5 

Operational Scenarios (use cases) (32 easy use cases)(9.8) = 313.6 

Total COSYSMO size [24] = 
requirements + interfaces + 
algorithms + user cases 

1,476.5 + 3.4 + 6.5 + 313.6 = 1,800 
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Table 44. The B1 Project development effort 

B1 Project development effort Value 

Effort required to build the system = PM = 
(calibration factors)(effort factor)(software 
size) 

(0.325)(0.77)(1,800) = 
450.45 person-month 

B1 Project development effort = (effort 
required to build the system) / (duration of the 
development phase) 

450.45 / 18 = 25.02 people 

 

As shown in Table 44, the PCMM estimates 25.02 people. Compared to the original 

value of 23.15 people before the 10% changes, the percentage of change in the personnel 

required measure is 8.08% (25.02 / 23.15 – 1 x 100%). This is expected because we made 

an additional change of 10% to the three input parameters and the PCMM increases by 

8.08%. Thus, the sensitivity value of the PCMM is 0.19 (1 – 0.0808 / 0.1), which is less 

than 0.24 as expected. Hence, the sensitivity value of the PCMM is stable, dropping from 

0.24 to 0.19. 

 Regarding the requirements volatility measure, we increase the number of change 

requests by 30%. Using Tables 16 and 39 as well as Equation (3.5), we calculated the 

overall requirements volatility of 0.35 (686 / 1,946), which is increased by 30% compared 

to the original value of 0.27. Hence, the sensitivity value of the PCMM is 0.29 (0.35 / 0.27 

– 1). 

 Next, with the additional increase of 10% as shown in Table 42, the calculated 

overall requirements volatility is 0.388 (755 / 1,946), which is increased by 10% as 

expected compared to the original value of 0.35. Hence, the sensitivity value of the PCMM 

is 0.1 (1 - 0.388 / 0.35), which is less than 0.29 as expected. Thus, the sensitivity value of 

the PCMM is stable, dropping from 0.29 to 0.1. 

 In sum, we performed a sensitivity analysis on both the number of personnel 

required for the development effort and the requirements volatility of the PCMM. The 

analysis shows that regarding both measurements, the PCMM is sensitive to the changes 

in the technical parameters of the B1 Project. At the same time, the PCMM is stable within 
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the ranges of the technical parameters where the project does sustain the different levels of 

complexity. We will perform a sensitivity analysis on the defect density measurement using 

the project data in Chapter IV. 

D. COMPLEXITY REDUCTION AND MITIGATION 

Project managers can reduce project complexity by simplify their project structures 

and communications platform. These changes can potentially provide cost saving while 

strengthening the execution of project tasks. Project managers use complexity reduction as 

a management tool to streamline business processes and optimize information systems with 

project objectives. 

In step 10 of Figure 6, we suggest ways to reduce or mitigate complexity. For 

example, in a system development program, we can reduce or mitigate complexity of the 

measure of defect density by reducing or eliminating redundant designs and processes 

[147]. One way is by consolidating multiple functional requirements into a common 

platform or framework to improve design efficiency. The effect of the fact that the 

improvement of design efficiency in software simplify the code, making it easy to maintain 

and to debug in a unit test. As a result, software developers can potentially reduce the 

number of small and common mistakes in the program control logic. Therefore, the code 

is more robust to execute and has fewer dependencies in the operational environment. The 

number of software defects will decrease over time, which results in a reduction of defect 

density. 

To connect these complexity reduction techniques to the PCMM model, we need 

to explain the relevance of these techniques in regard to the PCMM metrics. Let’s describe 

the application of these techniques to each measure of the PCMM in order. 

First, to reduce the number of personnel required for the development effort, the 

program manager can reduce the size of the project by limiting the project scope through 

planning early in the development cycle. By dividing the number of system requirements 

into several increments of software blocks, the program manager can reduce the number of 

major interfaces, critical algorithms, and operational scenarios in each block. The 

requirements lead can perform requirements prototyping when end user requirements are 
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volatile. In addition, the program manager and software lead can reduce the cost driver EMi 

of the project by performing the following: 

• Increase the level of requirements understanding to very high by 

conducting technical interchange meetings and requirements peer reviews. 

• Reduce the technical risk of the project to very low by performing design 

prototyping. 

• Increase the process capability to very high by conducting training on the 

CMMI process [191] and process improvement. 

Furthermore, the software lead can consolidate multiple functional requirements 

into a common platform or framework to improve design efficiency [198]. Moreover, the 

program manager can reduce or eliminate redundant processes to optimize process 

efficiency by streamlining information systems with business objectives. Hence, we can 

reduce project complexity by reducing the size of development effort. 

Second, in terms of reducing defect density, the software lead in the project can 

reduce the number of defects (NDi) in each baseline (KLOC) by setting coding standards 

and conducting code walk-through procedures that developers should abide by. The 

software lead can show developers software architectures and examples of how to develop 

loosely coupled code, making code easier to maintain. In addition, the program manager 

can standardize on one IT platform that provides configuration controls of code releases. 

Furthermore, the software lead can leverage a modular design of code and reuse that code 

to improve design efficiency and limit the amount of code change within a software unit. 

Third, to reduce organizational complexity of the project, the program manager can 

reduce the communication frequencies and the levels of importance of the communications 

among organizational [147]. The program manager can set a priority and a baseline in 

project reporting as well as focus on critical decisions and customers’ needs by aligning 

information systems with business objectives. In addition, the program manager can clarify 

organizational roles and decision-making processes to best serve the project teams while 

also streamline on business processes and information systems. 
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Fourth, to reduce the geographical distribution of teams, the program manager can 

reduce the number of locations (l), time zones (t), and sites (s) of each organizational unit 

in the project by performing the following: 

• Reduce project activities that take place in multiple locations. 

• Change the problem definition or approach in such possible ways that 

reduces complexity of project activities. 

As shown in Table 27, we have identified 13 sites (s =13), 4 cities (l = 4), and 2 

time zones (t = 2) in the B1 Project. To reduce GD, the program manager can consolidate 

and rearrange the project activities to reduce the number of geographical locations and 

different time zones during the project. In addition, the program manager can consolidate 

and rearrange the lab spaces and seating arrangements between developers to fit the number 

of sites. Thus, the combination of reducing the number of sites and the number of project 

activities in multiple locations can reduce project complexity and improve team 

collaboration. 

Fifth, to reduce the requirements volatility of the project, the program manager can 

reduce the number of change requirements (CRi) in each baseline of the release (BR) by 

performing requirements prototyping and implementing a formal change approval process. 

Furthermore, the program manager can freeze the project scope early in the development 

cycle and postpone change requests that are not immediately needed by the customers, 

raising the hurdles for new capability requirements and other expansion activities that add 

complexity cost. The program manager also needs to limit the addition of new requirements 

late in the development life cycle. For example, in Table 31, a requirements volatility 

measure of 0.27 means that the risk is low regarding requirements creep and the insufficient 

understanding of the software requirements and use cases. To keep the project risk level 

low during the early development cycle, program managers can schedule weekly 

requirements reviews, design reviews, and test case peer reviews to clarify requirements 

understanding among the requirements lead, design lead, test lead, and developers. 

Six, to reduce the number of different job position types in the project, the program 

manager can combine or reduce the number of reporting tasks and review activities in each 
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organizational unit as well as increase the competency level and control the maturity of a 

project. In Table 31, we have 44 different job position types (JPM = 44) that must take 

place to execute the work. This reflects many engagements and interactions between each 

job position that might exchange information. To reduce project complexity, the program 

manager can clarify the organizational roles, reduce levels of management, and improve 

spans of control of each organization. 

E. CHAPTER SUMMARY 

The PCMM presented in this chapter is derived from literature related to the sources 

of complexity and the four major types of project complexity presented in Chapter II. The 

indicative metrics of the four types of complexity of the SoI presented in Table 15 provide 

a systematic way to measure the degree of complexity of a software project. We can draw 

parallels of the PCMM to 4 of the 7 building blocks of complexity―numerosity, 

connectedness, interdependence, and diversity. Furthermore, literature about types of 

complexity and project complexity from Chapter II provides evidence on the validity of 

the PCMM and the research methodology presented in this chapter. In the next chapter, we 

present three software engineering projects and apply the PCMM and associated methods 

to calculate the overall degree of complexity of each program. The engineering projects 

(named in this dissertation as B4, B6, and B8 programs) are intended to demonstrate the 

validity and relevancy of the PCMM through in-depth analysis and results. 
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IV. PROJECT DATA TO DEMONSTRATE THE VALIDITY OF 
THE PCMM 

Given a problem to solve, figure out how to do it once, and then do it the 
same way each time. 

―Ali A. Minai, Dan Braha, and Yaneer Bar-Yam [79], 
“Complex Engineered Systems: A New Paradigm” 

As noted in the Chapter II literature review, conflicting requirements, combined 

problem elements, diverse and demanding stakeholders, and multiple constraints appear to 

increase the overall complexity of engineering projects. This realization justifies the need 

for creating a complexity profile that consists of multiple complexity measures for project 

risk assessment. The objective of this chapter is to demonstrate the validity of the PCMM 

for the purpose of computing complexity by examining three engineering projects (the 

software programs B4, B6, and B8) and computing their complexity values. We compare 

the complexity values of the three engineering projects to the values of the industry 

common practices in the literature. The output of the PCMM is a value that signifies a 

project’s complexity, which systems engineers can then use to predict, analyze, and 

understand patterns of communications and activities in systems development. This value 

might serve as a proxy for resources or time requirements for developing system 

architecture. The project manager can use the project’s complexity profile as supporting 

evidence to present to senior management and IPT for introducing changes in the project 

management strategy and for developing potential approaches in complexity reduction. In 

addition, because complexity contributes to project risk, higher values returned by the 

PCMM imply that we need to allocate additional time and effort to development, 

integration, testing, and maintenance.  

To confirm the usefulness of the PCMM, we need to ask the following questions: 

1. How does the complexity values from the PCMM compare to the values 

of the industry common practices? 
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2. Does the PCMM accurately describe the complexity properties of real-

world systems? 

3. Does the PCMM work as a prescription for complexity analysis in real-

world systems? 

4. Does the PCMM help systems engineers identify, understand, and assess 

the impacts a given complexity value is likely to have on real-world 

systems? 

Throughout this chapter, we keep these questions in mind when applying the 

PCMM to compute the complexity values and develop a complexity profile for each use 

case. To validate the PCCM’s complexity measures, we compare them to the values output 

by other methods in previous studies and the industry common practice noted in Chapter 

II. We also perform a complexity reduction analysis for the B6 Project. Figure 19 shows 

an overview of the configuration management (CM) workflow of the Navy software 

programs. 

 
Figure 19. CM workflow of the Navy software programs 



157 

The data collected for the three Navy projects (B4, B6, and B8) are from the internal 

software projects that are supported by the IPT organizations in the related command. The 

data are collected from various project documents such as the project plan, the test plan, 

test reports, LOC reports, requirements traceability reports, software design description 

documents, interface design documents, and use case documents. 

In the B4, B6, and B8 Projects, we analyze the empirical project data and determine 

the following information: 

• Annual budget of the project, 

• Project duration for that block, 

• Number of requirements and change requests listed in the 

requirements traceability reports, 

• Number of use cases listed in the SDD documents, 

• Number of interfaces required (obtained from the SDD documents), 

• LOC of each release (obtained from the LOC reports), and 

• Number of defects and number of test hours conducted for each 

baseline of the release (obtained from the test reports). 

A. B4 WINDOWS-BASED DATABASE SOFTWARE PROGRAM 

In this use case, the Navy B4 software project used an evolutionary development 

method in which the program delivers the software in increments. The overall project is 

broken up into separate phases which may be representative of the different software 

builds. Each software build completes a subset of requirements. The project contains the 

following phases, according to [22], [200]: 

1. Creating requirements, 

2. Analyzing requirements, 

3. Designing software, 

4. Writing code and conducting unit test, 
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5. Integration testing, 

6. System integration testing, and 

7. Deployment of software. 

The purpose of this project is to develop a Windows database application for fleet 

users to use as a tool for mission planning and data analysis. 

Figure 20 depicts an overview of the Navy B4 Project, which includes 

organizations, project teams, management teams, a project plan, and software requirement 

specifications (SRS) as well as databases and elements of both hardware and software. In 

addition, the project has IT systems supporting ad hoc audits of new requirements, project 

reviews, and configuration management. Test teams and organizations such as DT, OT, 

trainers, and fleet representatives are responsible for testing the system. 

 
Figure 20. A context diagram of the B4 Project 

Figure 9 of Chapter III shows the five steps of the complexity study method (CSM). 

We use the CSM and apply it to the B4 Project. In step 1 of the CSM, we use the in-house 

repository system (SharePoint) to obtain the SRS, interface design description (IDD), use 

case documents, software design document (SDD), project plan, requirements traceability 

report (RTR), and test plan of the B4 Project. We review SRS, IDD, RTR, and project plan 

to develop the B4 Project profile. 

The B4 Project plan identifies 23 software work products and 18 deliverables that 

include the project documents. It shows an organizational chart that has 20 team members 
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in the project. Table A-1 of Appendix A lists the organizations and their responsibilities. 

In addition, Table A-2 of Appendix A presents the PMA, IPT, and PT that are involved in 

milestone reviews and status reviews during the 24-month development phase. 

The B4 Project plan indicates that the C# object-oriented programming language 

was used to develop the software application. The IDD document lists four external 

interfaces. Developers noted in the IDD document that one external interface was 

determined as nominal to implement because it has 18 classes and several methods to 

support query and retrieval of data. The B4 test plan lists 32 test procedures that link to 32 

use cases in the development phase. Each test procedure provides test steps that verify 

requirements in each use case. Since the project started in April of 2017, the empirical data 

of change requests during the 24-month development phase were available. The RTR listed 

803 change requests that include 356 new change requests, 18 modifications, and 429 

deletions during the 24-month period. The project started with a baseline of 2,067 

requirements. At the end of the 24-month period, it had 1,994 requirements. 

The level of complexity to implement each requirement depends on how well the 

requirement is written, how easily it is to track the sources of the requirement, and whether 

any requirements extend over to other requirements [24]. From the interviews of several 

program managers of previous programs, some requirements are considered easy because 

these requirements have been implemented successfully before. According to the previous 

program manager, these requirements are straightforward and usually take less than a week 

to implement. Some requirements are considered nominal because they are sophisticated 

and can take up to 4 weeks to finish. Some requirements are difficult to implement and 

largely extend over to other requirements [24]. 

In the case of the B4 Project, the project manager reviews and analyzes the project 

data of the B1 Project from the previous acquisition program and obtains the level of 

complexity and the amount of time it took to implement each requirement. However, the 

dataset of the B1 Project from the previous acquisition program is not complete. 

Nevertheless, the project manager decides there is no requirement in the difficult category 

for the B4 Project. Thus, the project manager decides applying the 80–20 rule that is based 

on the interviews of program managers of previous programs and determines that 80% of 
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requirements will take less than 1 week to implement while 20% of requirements will take 

between 2 to 4 weeks. Hence, in the B4 Project, the program manager determines that 1,595 

requirements (80% of requirements) will be easy to implement while 399 requirements 

(20% of requirements) will be nominal to implement. 

Requirements understanding refers to the level of familiarity of the system 

requirements by the development team [24]. Based on his or her work experiences, the 

project manager assesses the level of familiarity of the system requirements of the 

development team. The project plan indicated that requirements understanding of the 

software development team was high. 

Technical risk is characterized as the possibility of requiring more SE effort due to 

immaturity or obsolescence of the technology implemented into the system [24]. This is 

based on a subjective assessment of the system from the project manager. The project plan 

listed technical risk as nominal (technology proven on pilot projects). 

Process capability refers to the ability of the project team to follow defined 

processes with a certain degree of effectiveness [24].  The Capability Maturity Model 

Integration (CMMI) [191] is one of many published process models that is used in rating 

process capability. 

The IPT is a CMMI level 3 (i.e., defined processes) organization. Therefore, the B4 

Project follows CMMI processes at the start of the project. The project plan stated that the 

process capability of the project team was nominal (managed SE process, activities driven 

by customers’ and stakeholders’ needs). 

External interfaces are defined as logical boundaries between functions which 

provide handshaking and exchange messages via certain protocols [24]. The IDD listed 

four external interfaces. The complexity of interfaces is based on a subjective assessment 

from the software developers. The IDD indicated that three interfaces were easy (simple 

establishing a communication channel between entities and exchange messages) to 

implement and one interface was nominal (moderate sophistication use of protocol for 

setting a communication channel between entities), which requires more engineering 

effort. 
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Algorithms represent newly defined functions that require some mathematical 

methods in order to achieve the system performance requirements [24]. The SDD and 

project plan identified four critical algorithms. Software developers rated two algorithms 

as easy (simple data and timing not an issue) and the other two algorithms as nominal 

(relational data and nested structure with decision logic) based on their experiences. 

Use cases capture the system’s functionalities [24]. The use case documents and 

test plan showed 27 use cases in order to validate the system performance. The software 

developers rated all 27 use cases as easy (well defined system operational scenario). 

With the information from the project plan, IDD, use case documents, SDD, test 

plan, build reports, and requirements metrics report (RTR), we follow step 2 of the CSM 

shown in Figure 9 and develop the B4 Project profile, as shown in Table 45. 

Table 45. B4 Project profile. Adapted from [24]. 

Project Property Value Source of Information 

Yearly Budget  $3.3 million Project plan 

Team Size 20 Project plan 

Duration of the 
Development 
Phase 

24 months Project plan 

Baseline 
Requirement (BR) 

2,067 requirements 
at project start 

RTR  

Number of 
requirements at 
the end of the 
project 

1,994 requirements RTR 

Number of 
Change Requests 
(CRs) 

803 CRs (356 new, 
18 modifications, 
and 429 deletions) 

RTR 

Number of 
“nominal” 
requirements 

399 requirements 
(20%) 

Applying the 80–20 rule that 
is based on the interview of 
program managers of previous 
programs 

Number of “easy” 
requirements 

1,595 requirements 
(80%) 

Applying the 80–20 rule that 
is based on the interview of 
program managers of previous 
programs 



162 

Project Property Value Source of Information 

Understanding of 
requirements [24] 

high Project plan 

Technical Risk nominal Project plan 

Process 
Capability [24] 

nominal Project plan (CMMI [191] 
level 3) 

Number of 
External 
Interfaces 

4 (3 “easy” and 1 
“nominal”) 

IDD 

Number of 
Critical 
Algorithms [24] 

4 (2 “easy” and 2 
“nominal”) 

Software design document 
(SDD) and project plan 

Number of use 
cases 

27 (all “easy”) Use case documents and test 
plan 

Number of lines 
of code (LOC) 

870,559 Build report (SLOC count) 

 

We follow step 3 of the CSM shown in Figure 9 and compare the B4 project profile 

with previous projects based on historical data. In this case, we compare the B4 project 

profile with the B1 Project profile described in Chapter III because the B4 Project is the 

next block of software that adds more capabilities to the B1 Project. Hence, the B4 Project 

profile is similar to the B1 Project profile in terms of the number of requirements. In step 

4 of the CSM shown in Figure 9, we apply the PCMM and estimate the B4 Project 

complexity as shown in the next section. 

1. Measure of the Number of Personnel Required for the B4 Project 

We use the data from the B4 Project profile shown in Table 45 to compute and 

obtain a software size value of 1,490.3 as shown in Table A-3 of Appendix A. In addition, 

using the COSYSMO [24] weight factors of cost drivers shown in Table 17 of Chapter III, 

we calculate and obtain the effort weight factor of 0.77 as shown in Table A-4 of Appendix 

A. 

Finally, we use Equation (3.1) to calculate the number of person-month required 

(PM) in the B4 Project [24]. We divided the PM value of 372.95 person-month by 24 

months and obtain 15.54 people as shown in Table A-5 of Appendix A. Adding the project 
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reserves of 10% to cover residual risks in the project [185], we determine that the B4 

Project needs annual funding for 17.09 people (15.54 times 1.1) or $2.494 million (17.09 

times $145,932). In this case, the number of personnel required for the development effort 

estimated by the PCMM is reasonable and well within 20% of the projected personnel 

required as specified in the B4 Project plan.  

2. Defect Density Measure 

We need test data to measure defect density. In this case, the test data is available 

because the B4 Project started in April of 2017 and has completed the development phase. 

Testers have evaluated the software. Tables A-6 and A-7 of Appendix A show the B4 

Project monthly test report, taken from the empirical project data. The plots shown in 

Figures 21 and 22 reflect the data in Table A-7 of Appendix A. 

 
Figure 21. Plot of defect density of the B4 Project 
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Figure 22. Test Hours of the Project B4  

As seen in Figure 21, the defect density (NDi/KLOC) is approximately constant 

throughout the development cycle. The NDi//KLOC increased slightly at the end of the 

development cycle because testers discovered more bugs before the release of the software. 

The trend line of test hours is downward as illustrated in Figure 22. Testers have to balance 

their priorities between increasing their test time and shifting their time away from testing 

and focusing on test metric reporting and updating test procedures. As shown in Table A-

7 of Appendix A, the project defect density is 0.299 defects per KLOC, which is within the 

industry standard limit of less than 3 defects per KLOC [160]. 

In general, when test hours are increased during the development phase in a 

software project, the defect density also increases because more defects are discovered. 

When the test hours decrease significantly, this may indicate that testers have focused on 

writing test procedures and have not tested the software enough to close the unresolved 

defects. Program managers should use the defect density report as an indicator of project 

performance. 

3. Organizational Complexity Measure 

The B4 Project plan identifies nine organizational units, and their responsibilities 

are showed in Table A-1 of Appendix A. We characterize connectedness and 
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interdependence among organizational units by the patterns of information flow, along 

with the information’s frequency and importance. 

Figure A-1 of Appendix A identifies the nodes, links, frequencies, and levels of 

importance of the communications between PMA and IPT, between PMA and PT, and 

between PMA and the DT/OT unit during the 24-month development phase. Figures A-2, 

A-3, and A-4 of Appendix A show the context diagrams of the rest of the nodes, links, 

communication frequencies, and levels of importance of the communications between the 

organizations of the B4 Project. We use Figures A-1, A-2, A-3, and A-4 of Appendix A to 

generate the N2 chart as shown in Table 46. The N2 chart represents nine organizational 

units and 40 links in the B4 Project. 

Table 46. N2 chart of the B4 Project 
 

IPT PMA Project 
Team 

BFM Contracting 
Unit 

T/F 
Unit 

DT/
OT 
Unit 

Total  

IPT  3 3 3 1   10 
PMA 5       5 
Project Team 3 2      5 
BFM 2  2     4 
Contracting Unit 3       3 
Contractor Unit   2 1 1   4 
SDU   2   1 1 4 
DT/OT Unit  2      2 
T/F Unit   3     3 
Total links        40 

 

From Equation (3.3) and Tables A-8 and A-9 of Appendix A, we calculate the index 

function of each organizational unit that is associated with the links to another 

organizational unit. Table A-10 of Appendix A presents the organizational complexity of 

each organizational unit and the total organizational complexity of 7.66. 

This means that the organizational complexity of each organizational unit has to 

some degree contributed to the effect upon the B4 Project due to the large number of 

information flows for communication and decision-making. In this use case, we have 
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computed the organizational complexity as 7.66, which is similar to the result derived from 

Schwandt’s method [158] of estimating organizational complexity of 5.49 (the size of a 

project team, which is 9, times the weight factor of a size measure, which is 0.61). This 

difference can be explained by the heterogeneity of behaviors (i.e., the patterns and 

volumes of communication and the levels of importance of the information in the 

communications) of the nine organizational units. The ambiguity in terms of the absence 

or presence of information within and between each organization required to perform the 

tasks also contribute to the differences of the organizational complexity in the PCMM. 

As shown in Table A-10 of Appendix A, IPT has the greatest number of tasks and 

communications in the project, which, in turn, have contributed to the highest 

organizational complexity (IF = 2.52) among project organizations. CU has the fewest 

number of tasks and communications, which, in turn, have contributed to the lowest 

organizational complexity (IF = 0.2) among project organizations. 

4. Geographical Distribution of Teams Measure 

From the B4 Project plan, we identify 13 sites situated in 4 cities and across 2 time 

zones. Using Equation (3.4), the degree of geographical distribution of teams (GD) is 

determined by adding up the number of sites (s), locations (l), and time zones (t) as shown 

in Table A-11 of Appendix A. In this case, we compute GD and obtain 19 (13 + 4 + 2). 

According to Allen [119], a GD value of greater than 3 means that there is a less than 5% 

probability that each of the 9 organizational units communicates once a week with other 

organizational units. This means that collaboration between teams is infrequent, which can 

contribute to a higher risk of schedule delay, cost overrun, or project failure. However, a 

typical Navy software acquisition program with a $5 million annual budget usually adopts 

the IPT approach to software development that includes these functional organizations for 

a specific purpose of delivering a product to internal customers and fleet users [197]. These 

organizations in the B4 Project adjusted their project schedules and held weekly status 

meeting for overcoming the barrier of geographical distribution of teams to achieve the 

project deliverables. 
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5. Requirements Volatility Measure 

Using Equation (3.5) and the B4 Project profile shown in Table 45, we calculate 

the value of requirements volatility in the B4 Project. The overall requirements volatility 

measure (RVM) of the B4 Project is as follows: 

𝑅𝑅𝑅𝑅𝑃𝑃 =
𝐶𝐶𝑅𝑅
𝐵𝐵𝑅𝑅

=
803

2067
= 0.388  

where CR denotes the number of changes in requirements (new requirements, 

modifications of requirements, and deletions of requirements) during the 24-month period, 

and BR denotes the baseline of the software release, which is measured by the number of 

requirements. 

We obtain the data of requirements baseline 0 through baseline 22 from the B4 

Project requirements metric report and present them in Table A-12 of Appendix A. 

As shown in Figure 23, we plot the requirements volatility against the baseline 

version number with baseline 0 being the start of this new project. The requirements 

volatility (CRi / BR) is high in baselines 1, 4, 10, and 16, indicating either uncertainty of 

the software system or poor understanding of the environment and system. Uncertainty 

generally is a contributing factor to schedule delay due to indecisive project planning 

decisions. The requirements volatility (CRi / BR) eases after baseline 16, indicating that 

the number of requirement changes decreases. Furthermore, as indicated in Figure 23, 

requirement changes tend to decrease toward the end of the development life cycle. 
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Figure 23. Requirements volatility of the B4 Project 

6. Number of Different Job Position Types 

The B4 Project plan lists 44 job position types, and we present them in Table A-13 

of Appendix A. The B4 Project plan also describes the responsibilities of the 44 job 

position types, and we list them in Table A-14 of Appendix A. Using Equation (3.6), we 

calculate JPT by counting all job position types and the value is 44. 

People who worked in these different types of job positions interact, exchange, and 

process information in many different ways that contribute to project complexity. Some of 

the people in these job positions support several projects, and the labor cost are shared 

between the projects. 

7. B4 Project Complexity Profile 

Using the PCMM, we have calculated the complexity values of the B4 Project. 

Table 47 presents the complexity profile of the B4 Project. This complexity profile is the 

six measures of the PCMM. The six measures represent a combination of four different 

types of complexity (structural complexity, organizational complexity, temporal 

complexity, and technological complexity). 
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Table 47. Complexity profile of the B4 Project 

Complexity 
Measure 

PCMM 
Value 

Results from previous works 
and conclusions drawn based 
on the IPT-related literature 

Number of 
Personnel 
required for the 
development 
effort (people) 

17.09 
people 
per year 

22 people per year based on 
projects with an annual budget 
of $3.3 million [151]–[153] 

Defect density 
(defects per 
KLOC) 

0.299 ≤ 3 [160] 

Organizational 
Complexity (IF) 

7.66 5.49 based on Schwandt’s 
study [158] 

Geographical 
distribution of 
teams (GD) 

19 Reasonable when compared to 
a typical Navy software 
acquisition program with an 
annual budget of less than $5 
million [197] 

Requirements 
volatility (RVM) 

0.388 < 1 [162] 

Number of 
different job 
position types 
(JPT) 

44 Sensible and consistent when 
compared to a typical Navy 
software acquisition program 
with an annual budget of less 
than $5 million [197] 

 

We follow step 5 of the CSM shown in Figure 9 and analyze the results to identify 

potential opportunities to reduce project risks. The purpose of this analysis is to determine 

the validity of the PCMM. 

First, regarding the measurement of the number of personnel required for the 

development effort, the project manager can determine the number of people and the right 

mix of different employees to work on the project. An adequate number of personnel to 

maintain the project schedules and handle the project tasks as well as popup assignments 

reduces project risk. Based on the estimated annual project budget shown in the project 
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plan, we could fund 22.6 people ($3.3 million / $145,932) yearly for the B4 Project. 

Nevertheless, the project plan listed 20 people and allocated some funding for project 

reserves. The PCMM estimated 17.09 people. This indicates very low risk related to the 

size of the team because the measurement of the personnel required by the PCMM is less 

than 20 people. This analysis shows that the PCMM is fairly consistent and accurate in 

estimating the level of complexity in terms of the number of people required for the annual 

budget compared to the B4 Project plan. Note that the project manager uses the project 

plan as an initial plan for project cost, schedule, and deliverables when the project starts. 

Second, because the development phase was completed in this case, the test data 

were available to compute the defect density. When the B4 Project started in April of 2017, 

the project manager used the results of the B1 Project and estimated the defect density 

(0.32) for the B4 Project because the B1 Project was the previous block of software of the 

B4 Project as shown in Figure 19. The PCMM estimated 0.299 defects per KLOC based 

on the empirical data. This indicates very low risk related to the stability of the released 

software because the defect density measurement is less than 3 defects per KLOC as 

specified by the software industry standard [160]. The PCMM is reasonable and consistent 

in estimating the level of complexity based on the test data of the B4 Project. 

Third, in the organizational complexity measurement, the PCMM estimated a value 

of 7.66 for the organizational complexity. This indicates low risk related to the patterns 

and volumes of communication among the organizations of the project team because the 

average weight factor of the 9 organizations is 0.85 (7.66 divided by 9), which is close to 

1 and greater than the Schwandt’s [158] weight factor of 0.61. The result of this 

measurement is consistent with the results from previous works found in the relevant 

literature [28], [157]. 

Fourth, the PCMM estimated a value of 19 for the measurement of the geographical 

distribution of teams. This indicates medium risk related to the degrees of collaboration 

between teams because this measurement is greater than 3 (one site, one location, and one 

time zone) for an ideal team environment in maintaining a high probability of 

communication once a week [119]. Nevertheless, the PCMM is sensible and consistent 

with a typical Navy software acquisition program because the IPT approach to software 
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development usually adopts the functional organizations shown in Table A-1, Appendix 

A, for the specific purpose of delivering a product for internal and external customers 

[197]. 

Fifth, because the development phase was completed in this case, the requirements 

traceability report was available to compute the requirements volatility. When the B4 

Project started in April of 2017, the project manager used the results of the B1 Project and 

estimated the requirements volatility (0.27) for the B4 Project because change requests for 

additional requirements were added to the requirements baseline of the B1 Project as 

illustrated in Figure 19. The PCMM estimated the requirements volatility measurement of 

0.388 based on the empirical data. This indicates low risk related to requirements creep 

and the understanding of the software requirements as well as use cases because the RVM 

is less than 1 as indicated in the literature [162]. The PCMM is consistent and reasonable 

in estimating the level of complexity based on the requirements traceability report of the 

B4 Project. 

Sixth, in the measurement of the number of different job position types, the PCMM 

estimated 44 different job position types based on the B4 Project plan. This indicates low 

risk related to the execution of tasks, job assignments, organizational roles, and 

management control because the IPT often adopts functional roles similar to those found 

in a typical Navy software acquisition program, as shown in A-14, Appendix A. The 

PCMM is consistent in estimating the level of complexity in terms of the number of 

different job position types based on the B4 Project plan. 

The overall complexity level of the B4 Project is computed as the average of the 

six complexity scores as shown in Table-21 of Appendix A. As presented in Table A-21 

of Appendix A, the overall complexity score of the B4 project is 2.67 and that the 

complexity level is low.  

In regard to the B4 Project risk, we use Table A-22 of Appendix A to score the six 

metrics in Tables A-15, A-16, A-17, A-18, A-19, and A-20 of Appendix A. We rate the 

risk level of the project based on degree of impact in terms of cost, schedule, and 

performance on the project, as shown in Table A-23 of Appendix A. The overall risk level 
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of the B4 Project is calculated as the average of the risk scores of the six PCMM measures, 

which is 1.167 as shown in Table A-24 of Appendix A. Thus, the overall risk level of the 

B4 Project is low as presented in Table A-24 of Appendix A. As illustrated in Table A-23 

of Appendix A, a low-risk project means a cost increase of less than 10% to the initial 

project cost. 

Table 48 shows the complexity level and risk level of each metric in the B4 Project. 

Table 48. Complexity level of the B4 Project 

Metric Complexity 
Score 

Complexity 
Level 

Risk 
Level 

1. Number of 
personnel 
required for the 
development 
effort 

3 Low Low 

2. Defect density 1 Simple Low 

3. Organizational 
Complexity 

4 Moderate Medium 

4. Geographical 
distribution of 
teams 

3 Low Low 

5. Requirements 
volatility 

2 Complicated Low 

6. Number of 
different job 
position types 

3 Low Low 

Overall 
complexity level 
of the B4 Project 

2.67 Low  Low  

 

In sum, the PCMM helps project managers determine areas of possible concern and 

provide unique practices to manage complex projects. Based on the PCMM assessment of 

the B4 Project, one area of concern is the organizational complexity, which is indicated as 

a medium risk. This means a potential cost increase of 10% to 20% to the project cost as 
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shown in Table A-23. The project manager may need to spend some time determining how 

the team will distribute and retrieve project information. Overall, the assessment of low 

complexity and low risk of the B4 Project demonstrated the consistency of the PCMM 

because the B4 Project was a low-risk project. According to the B4 Project manager and 

the IPT senior management review, the B4 Project delivered the software on schedule and 

well within budget. The software met the performance requirements based on the 

operational test report. 

B. B6 WINDOWS-BASED DATABASE SOFTWARE PROGRAM 

The purpose of the B6 Project is to develop a Windows database application for 

fleet users to use as a tool for mission planning and data analysis. The B6 Project is the 

next software block of the B4 Project, and it uses an evolutionary development method 

through which the project delivers the software in increments. The B6 software program 

provides more capabilities than the B4 software program by implementing additional 

requirements requested from the fleet. The B6 Project is broken up into separate phases 

which are representative of the different software builds. Each software build completes a 

subset of requirements and contains phases that are similar to those of the B4 Project. 

Figure 24 shows an overview of the B6 Project, which includes organizations, project 

teams, management teams, a project plan, and SRS as well as databases and elements of 

both hardware and software. In addition, the project has IT systems supporting ad hoc 

audits of new requirements, project reviews, and configuration management. Test teams 

and organizations such as DT, OT, trainers, and fleet representatives are responsible for 

testing the system. 
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Figure 24. A context diagram of the B6 Project 

The B6 Project plan identifies 21 software work products and 21 deliverables that 

include project documents. It shows an organizational chart that has 34 team members in 

the project. The B6 Project has nine organizational units that are identical to those in the 

B4 Project as shown in Table A-1 of Appendix A. The responsibilities of these nine 

organizational units are listed in Table A-1 of Appendix A. In addition, Table B-1 of 

Appendix B presents the PMA, IPT, and PT that are involved in milestone reviews and 

status reviews during the first 28-month development phase. 

The B6 Project plan indicates that the integrated development environment is 

Microsoft Windows 10 and the C# object-oriented programming language. The IDD 

documents and test procedures list 17 external interfaces. Software developers determined 

and noted in the IDD documents that 4 external interfaces were difficult to implement 

because these interfaces have several classes that require some methods to perform lengthy 

computations for analyzing the data. Developers also determined that 6 interfaces were 

nominal to implement because these interfaces have classes that require several methods 

to perform calculations for data mapping. The B6 test plan lists 39 test procedures that link 

to 39 use cases in the development phase. Each test procedure provides test steps that verify 

requirements in each use case. Since the project started in February of 2017, data related 

to change requests during the 28-month development phase were available. The RTR listed 

2,725 change requests that included 1,586 new change requests, 286 modifications, and 

853 deletions during the 28-month period. The project started with a baseline of 2,089 

requirements. At the end of the 28-month period, it had 2,822 requirements. 
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The project manager follows the approach of the B4 Project and determines that 

80% of requirements will take less than 1 week to implement while 20% of requirements 

will take between 2 to 4 weeks. Hence, the program manager determines that 2,258 

requirements (80% of requirements) will be easy to implement and concludes that 282 

requirements (10% of requirements) will be nominal to implement. The remaining 10% 

requirements (282 requirements) will be difficult to implement. 

Similar to the B4 Project plan, the B6 Project plan indicated that requirements 

understanding of the software development team was high and technical risk was nominal. 

In addition, the process capability of the project team was nominal. 

Software developers noted in the SDD that three algorithms were easy (simple data 

manipulation and timing not an issue) to develop. Two algorithms required nominal effort 

from the developers to implement because of the relational data and nested structure with 

decision logic. Two algorithms were difficult to create because of the complicated 

relational data and several nested structures with decision logic. Developers determined 

and noted in the use case documents that 29 use cases were easy to generate. Six use cases 

required a nominal amount of time from the developers to create the operational scenarios. 

Four use cases were difficult to develop because of complicated scenarios that involve 

multiple assets and these assets have interactions among each other. 

With the information from the project plan, IDDs, use case documents, SDD, test plan, 

test procedures, build reports, and RTR, we create the B6 Project profile as shown in Table 49. 

Table 49. B6 Project profile 

Project Property Value Source of Information 

Estimated Yearly 
Budget 

$5.3 million Project plan 

Team Size 34 Project plan 

Duration of the 
Development Phase 

28 months Project plan 

Baseline 
Requirement (BR) 

2,089 requirements 
at project start 

RTR  
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Project Property Value Source of Information 

Number of 
Requirements at the 
end of the project 

2,822 requirements RTR 

Number of Change 
Requests (CRs) 

2,725 CRs (1,586 new, 286 
modifications, 853 deletions) 

RTR 

Number of 
“difficult” 
requirements 

282 requirements 
(10%) 

Allocating 10% of 
requirements as 
“difficult” based on the 
interview of the project 
manager of the B4 
Project 

Number of 
“nominal” 
requirements 

282 requirements 
(10%) 

Allocating 10% of 
requirements as 
“nominal” based on the 
interview of the project 
manager of the B4 
Project 

Number of “easy” 
requirements 

2,258 requirements 
(80%) 

Applying the 80–20 
rule that is based on the 
interview of the project 
manager of the B4 
Project 

Understanding of 
requirements [24] 

high Project plan 

Technical Risk [24] nominal Project plan 

Process Capability 
[24] 

nominal Project plan (CMMI 
[191] level 3) 

Number of External 
Interfaces 

17 (7 “easy,” 6 “nominal,” 
and 4 “difficult”) 

IDD and test procedures 

Number of Critical 
Algorithms [24] 

7 (3 “easy,” 2 “nominal,” 
and 2 “difficult”) 
 

Software design 
document (SDD) and 
project plan 

Number of use 
cases 

39 (29 “easy,” 6 “nominal,” 
and 4 “difficult”) 

Use case documents 
and test plan 

Number of lines of 
code (LOC) 

790,487 Build report (SLOC 
count) 
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With the project profile shown in Table 49, we apply the PCMM and estimate the 

B6 Project complexity in the next section. 

1. Measure of the Number of Personnel Required for the B6 Project 

We use the data from the B6 Project profile shown in Table 49 to calculate and 

obtain a software size value of 1,490.3, as shown in Table B-2 of Appendix B. In addition, 

we use the COSYSMO weight factors of cost drivers [24] shown in Table 17 of Chapter 

III to calculate and obtain the effort weight factor of 0.77, as shown in Table B-3 of 

Appendix B. 

Finally, we use Equation (3.1) to calculate the amount of person-month required 

(PM) [24] in the B6 Project and obtain 31.89 people as shown in Table B-4 of Appendix 

B. Adding the project reserves of 10% to cover residual risks in the project [174], the B6 

Project needs annual funding for 35.08 people (31.89 times 1.1) or $5.119 million (35.08 

times $145,932). In this case, the number of personnel required for the development effort 

estimated by the PCMM is reasonable and not exceeding 5% of the projected personnel 

required as specified in the B6 Project plan.  

2. Defect Density Measure 

Since the project started in February of 2017, we have test data to measure defect 

density. Table B-5 of Appendix B shows the B6 Project monthly test report, taken from 

the empirical project data. The plots shown in Figures 25 and 26 reflect the data in Table 

B-5 of Appendix B. 
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Figure 25. Defect density of the B6 Project 

 
Figure 26. Test Hours of the B6 Project  

As shown in Figure 25, the NDi/KLOC spikes dramatically on release 7. This 

indicates an increasing number of defects due to a slight increase in test hours from releases 

6 to 7 as shown in Figure 26. Furthermore, the defect density has decreased significantly 

on release 8 as shown in Figure 25, indicating that testers may have focused their test effort 

on open defects and may have closed some defects. As testers continue to test the software, 

the defect density gradually increases. The defect density is trending upward as testers 
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increase the test hours toward the end of the development cycle and find more defects. 

Table B-5 of Appendix B shows that the project defect density averaged 1.78 defects per 

KLOC, which is within the industry standard limit of 3 [160]. 

3. Organizational Complexity Measure 

The B6 Project plan lists nine organizational units, and their responsibilities are 

identical to those in the B4 Project, as shown in Table A-1 of Appendix A. 

Figure B-1 of Appendix B identifies the nodes, links, frequencies, and levels of 

importance of the communications between PMA and IPT, between PMA and PT, and 

between PMA and the DT/OT unit during the 28-month development phase. Figures B-2, 

B-3, and B-4 of Appendix B show the context diagrams of the rest of the nodes, links, 

communication frequencies, and levels of importance of the communications between the 

organizations of the B6 Project. We use Figures B-1, B-2, B-3, and B-4 of Appendix B to 

generate the N2 chart as shown in Table 50. The N2 chart represents nine organizational 

units and 40 links in the B6 Project. 

Table 50. N2 chart of the B6 Project 
 

IPT PMA Project 
Team 

BFM Contracting 
Unit 

T/F 
Unit 

DT/OT 
Unit 

Total  

IPT  3 3 3 1   10 
PMA 5       5 
Project 
Team 

3 2      5 

BFM 2  2     4 
Contracting 
Unit 

3       3 

Contractor 
Unit 

  2 1 1   4 

SDU   2   1 1 4 
DT/OT Unit  2      2 
T/F Unit   3     3 
Total links        40 
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From Equation (3.3) and Tables B-5 and B-6 of Appendix B, we calculate the index 

function of each organizational unit that is associated with its links. Table B-7 of Appendix 

B presents the organizational complexity of each organizational unit and the total 

organizational complexity of 7.64. 

The organizational complexity of the B6 Project is very similar to the B4 Project 

because the B6 Project is the next block of software of the B4 Project. Each organizational 

unit has to some degree contributed to the negative effect upon the B6 Project in terms of 

schedule delay and cost overrun due to the time required to process the frequent exchange 

of information for decision-making. 

As shown in Table B-7 of Appendix B, IPT has the most tasks and the greatest 

number of communications in the project, which, in turn, have contributed to the highest 

organizational complexity (IF = 2.52) among project organizations. CU has the fewest 

number of tasks and the lowest number of communications, which, in turn, have 

contributed to the lowest organizational complexity (IF = 0.2) among project 

organizations. 

4. Geographical Distribution of Teams Measure 

From the B6 Project plan, we identify 14 sites situated in 4 cities and across 2 time 

zones. Using Equation (3.4), the degree of geographical distribution of teams (GD) is 

determined by adding up the number of sites (s), locations (l), and time zones (t) as shown 

in Table B-8 of Appendix B. In this case, we compute GD and obtain 20 (14 + 4 + 2). This 

GD is very close to the GD of the B4 Project as determined by Table A-11 of Appendix A. 

Similar to the B4 Project, this high GD value suggests that collaborative works between 

teams in the B6 Project should be infrequent, which may contribute to a higher risk of 

schedule delay or budget shortfall. However, these organizations in the B6 Project adjusted 

their project schedules and held weekly status meetings for overcoming the barrier of 

geographical distribution of teams to achieve the project deliverables. 
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5. Requirements Volatility Measure 

Using Equation (3.5) and the B6 Project profile shown in Table 49, we calculate 

the value of requirements volatility in the B6 Project. The overall requirements volatility 

measure (RVM) of the B6 Project is as follows: 

𝑅𝑅𝑅𝑅𝑃𝑃 =
𝐶𝐶𝑅𝑅
𝐵𝐵𝑅𝑅

=
2,725
2,089

= 1.3  

where CR denotes the number of changes in requirements (new requirements, 

modifications of requirements, and deletions of requirements) during the 28-month period, 

and BR denotes the baseline of the software release, which is measured by the number of 

requirements. 

Since the project started in February of 2017, data for the number of requirement 

changes were available for this measurement. We obtain the data of requirements baseline 

0 through baseline 26 from the B6 Project requirements metric report and present them in 

Table B-9 of Appendix B. 

As shown in Figure 27, we plot the requirements volatility against the baseline 

version number with baseline 0 being the start of this new project. The requirements 

volatility (CRi / BR) is high in baselines 4, 7, 12, 15, 21, and 25, indicating either 

uncertainty of the software system or poor understanding of the environment and system. 

Uncertainty generally is caused by indecisive project planning decisions. The requirements 

volatility (CRi / BR) eases after baseline 26, indicating that the number of requirement 

changes decreases. Furthermore, as indicated in Figure 27, requirement changes tend to 

decrease toward the end of the development life cycle. 
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Figure 27. Requirements volatility for the B6 Project 

6. Number of Different Job Position Types 

The B6 Project plan lists 44 job position types that are identical to those in the B4 

Project, as shown in Table A-13 of Appendix A. The B6 Project plan also describes the 

responsibilities of the 44 job position types that are the same as those in the B4 Project, as 

shown in Table A-14 of Appendix A. Using Equation (3.6), we calculate JPT by counting 

all job position types and obtain the value of 44. 

A high value of JPT indicates that the B6 Project has varieties of tasks and task 

priorities that can affect the overall project performance. People who worked in these 44 

types of job positions interact, exchange, and process information in many different ways 

that contribute to project complexity. Some of the people in these job positions support 

several projects, and their work schedules are based on the number of hours allocated for 

supporting that projects. 

7. B6 Project Complexity Profile 

Using the PCMM, we have calculated the complexity values of the B6 Project. 

Table 51 shows the complexity profile of the B6 Project. 
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Table 51. B6 Project complexity profile 

Complexity Measure PCMM 
Value 

Results from previous 
works and conclusions 
drawn based on the IPT-
related literature 

Number of personnel 
required for the 
development effort 
(people) 

35.08 
people 
per year 

36 people per year based 
on projects with an 
annual budget of $5.3 
million [151]–[153] 

Defect density (defects 
per KLOC) 

1.78 ≤ 3 [160] 

Organizational 
Complexity (IF) 

7.64 5.49 based on 
Schwandt’s study [158] 

Geographical 
distribution of teams 
(GD) 

20 Reasonable when 
compared to a typical 
Navy software 
acquisition program with 
an annual budget of less 
than $5 million [197] 

Requirements 
volatility (RVM) 

1.3 < 1 [162] 

Number of different 
job position types 
(JPT) 

44 Sensible and consistent 
when compared to a 
typical Navy software 
acquisition program with 
an annual budget of less 
than $5 million [197] 

 

Regarding the measurement of the number of personnel required for the 

development effort, the PCMM estimated that 35.08 people are needed for the B6 Project. 

However, the project plan listed 34 people. This indicates a moderate risk related to the 

size of the team because the project team has 34 people and may lack the personnel 

resources as estimated by the PCMM. This analysis shows that the PCMM is fairly 

consistent and accurate in estimating the level of complexity of the project in terms of the 

number of people required for the annual budget compared to the B6 Project plan. 
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Because the development phase was completed in the B6 Project, the test data were 

available to compute the defect density. When the B6 Project started in February of 2017, 

the project manager used the defect density value of the B4 Project, which is 0.299 defects 

per KLOC, and estimated the defect density for the B6 Project as 0.299 defects per KLOC 

because the B4 Project was the previous block of software of the B6 Project as illustrated 

in Figure 19. However, the PCMM estimated 1.78 defects per KLOC based on the 

empirical data. This indicates low risk related to the stability of the released software 

because the defect density measurement is less than 3 defects per KLOC as specified by 

the software industry standard [160]. As expected, the defect density of the B6 Project 

should be higher than the defect density of the B4 Project because additional functions are 

added to the B6 Project and the number of change requests in the B6 Project is much higher 

than the number of change requests in the B4 Project. From this perspective, the PCMM is 

reasonable and consistent in estimating the level of complexity based on the test data of 

the B6 Project. 

In regard to the organizational complexity measurement, the PCMM estimated a 

value of 7.64 for the organizational complexity. This is consistent with the results of the 

B4 Project as both projects have identical organizations and similar patterns of 

communications. 

The PCMM estimated a value of 20 for the measurement of the geographical 

distribution of teams. This measurement is also consistent with the B4 Project because both 

projects have similar geographical distribution of teams. This measurement indicates 

medium risk related to the degrees of collaboration between teams because the Allen curve 

[119] is still applicable. Nevertheless, the PCMM is consistent with a typical Navy software 

acquisition program because the IPT and project teams adapt to local norms and they have 

established protocols for communication according to specific purposes for internal and 

external customers [197]. 

Because the development phase was completed in this case, the requirements 

traceability report was available to compute the requirements volatility. When the B6 

Project started in February of 2017, the project manager used the requirements volatility 

value of the B4 Project, which is 0.388, and estimated the requirements volatility for the 
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B6 Project as 0.388. Nevertheless, the PCMM estimated the requirements volatility 

measurement as 1.3 based on the empirical data. This indicates high risk related to 

requirements creep and the understanding of the software requirements as well as use cases 

because the RVM is greater than 1 as indicated in the literature [162]. As expected, the 

RVM of the B6 Project should be higher than the RVM of the B4 Project because additional 

requirements are added to the B6 Project. From this view, the PCMM is consistent and 

reasonable in estimating the level of complexity based on the requirements traceability 

report of the B6 Project. 

In regard to the measurement of the number of different job position types, the 

PCMM estimated 44 different job position types based on the B6 Project plan. This is 

expected because both projects B4 and B6 have identical types of job positions. From this 

perspective, the PCMM is consistent in estimating the level of complexity based on the B6 

Project plan. 

The overall complexity level of the B6 Project is calculated as the average of the 

complexity scores of six measures as shown in Table B-16 of Appendix B. As illustrated 

in Table B-16 of Appendix B, the overall complexity level of the B6 Project is 4, which is 

moderate complexity. 

Regarding the risk level of the B6 Project, we use Table A-22 of Appendix A to 

score the six metrics in Tables B-10, B-11, B-12, B-13, B-14, and B-15. The overall risk 

level of the B6 Project is computed as the average of the six risk scores of the six measures 

in Table B-17 of Appendix B. We rate the risk level of the project based on degree of 

impact in terms of cost, schedule, and performance on the project, as shown in Table A-

23. As presented in Table B-17 of Appendix B, the overall risk level of the B6 Project is 

2, which is medium risk. 

Table 52 shows the complexity level and risk level of each metric in the B6 Project. 
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Table 52. The complexity level and risk level of the B6 Project 

Metric Project 
Complexity 
Score 

Complexity 
Level 

Risk 
Level 

1. Number of 
personnel 
required for the 
development 
effort 

5 High  High 

2. Defect density 3 Low Low 

3. Organizational 
Complexity 

4 Moderate  Medium 

4. Geographical 
distribution of 
teams 

4 Moderate Medium 

5. Requirements 
volatility 

5 High High 

6. Number of 
different job 
position types 

3 Low Low 

Overall risk level 
of the B6 Project 

4 Moderate Medium 

 

In sum, the PCMM determines that the B6 Project has moderate complexity and 

medium risk. The results of the PCMM provide insights on four areas of possible concerns 

related to the B6 Project. 

First, the PCMM determines that the measure of the number of personnel required 

for the development effort is high risk, which means that the number of people assigned to 

the project may be insufficient and the project schedule may potentially slip of more than 

four weeks. Second, the PCMM determines that the measure of organizational complexity 

is medium risk, which indicates the frequent exchange of information for decision-making 

and the high number of tasks and communications required for the project. This may cause 

a cost increase of 10% to 20% to the budget of the project. Third, the PCMM determines 

that the measure of geographical distribution of teams is medium risk, which may be a 
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concern for a potential schedule slip of 2 to 4 weeks. Four, the PCMM determines that the 

measure of requirements volatility is high risk, which indicates a high number of change 

requests and a potential of a project cost increase of more than 20%. 

The PCMM assessment of the B6 Project demonstrated the consistency of the 

PCMM because the B6 Project was a moderate-risk project according to the B6 Project 

manager and the IPT senior management review. Nevertheless, the project manager was in 

control of the project and was able to mitigate the risk of insufficient personnel resources 

and the risk of requirements creep. The project manager delivered the software on schedule 

as well as within budget. 

C. B8 WINDOWS-BASED DATABASE SOFTWARE PROGRAM 

Similar to the B6 Project, the purpose of the B8 Project is to develop a Windows 

database application for fleet users to use as a tool for mission planning and data analysis. 

In fact, the B8 Project is the next software block of the B6 Project, and it uses a hybrid 

development method that is between an agile method and waterfall development method 

in which the project delivers the software in increments. The B8 software program not only 

fixes some software defects reported in the B6 software program but it also provides new 

capabilities by implementing additional requirements requested from the fleet. The B8 

Project is broken up into separate program increments which may are representative of the 

different software builds. Each software build completes a subset of requirements and 

contains phases that are similar to those of the B6 Project. Figure 28 shows an overview of 

the B8 Project, which includes project teams, management teams, the B8 Project plan, and 

SRS as well as databases and elements of both hardware and software. In addition, the 

project has IT systems supporting ad hoc audits of new requirements, project reviews, and 

configuration management. Test teams and organizations such as DT, OT, trainers, and 

fleet representatives are responsible for testing the system. 
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Figure 28. A context diagram of the B8 Project 

The B8 Project plan identifies 23 software work products and 25 deliverables that 

include project documents. It lists the cost of the project is $4.3 million. The B8 Project’s 

organizational chart shows 28 team members. Table C-1 of Appendix C shows some 

stakeholders’ roles and functions listed in the project plan. In addition, Table C-2 of 

Appendix C presents the PMA, IPT, and PT that are involved in milestone reviews and 

status reviews during the first 20-month development phase. 

The B8 Project plan indicates that the integrated development environment is 

Microsoft Windows 10 and the C# object-oriented programming language. The IDD 

documents and test procedures list two external interfaces. Software developers determined 

and noted in the IDD documents that two external interfaces were easy to implement 

because these interfaces have few classes that require few methods to query and retrieve 

data or to perform simple computations for analyzing the data. The B8 test plan lists 43 

test procedures that link to 43 use cases. Since the project started in October of 2019, data 

related to change requests were available during the first 20-month development phase. It 

listed 1,029 change requests that included 533 new change requests, 32 modifications, and 

464 deletions during a 20-month period. The project started with a baseline of 2,822 

requirements. At the end of the 20-month period, it had 2,891 requirements. 

The number of requirements in the B8 Project is slightly more than the number of 

requirements in the B6 Project. However, the development phase of the B8 Project is also 

shorter than the development phase of the B6 Project because the funding of the B8 Project 

is less than the funding of the B6 Project. After reviewing both project plans B4 and B6, 

the B8 Project manager interviews the project managers of the B4 and B6 Project. In the 
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end, the B8 Project manager decides to follow the same approach as the B6 Project and 

concludes that 80% of requirements will take less than 1 week to implement while 20% of 

requirements will take between 2 to 4 weeks. Hence, the B8 Project manager determines 

that 2,313 requirements (80% of requirements) will be easy to implement and the 

remaining 20% requirements (578 requirements) will be nominal to implement. 

Since the B8 Project is the next software block of the B6 Project, both projects have 

the same IPT management team. Both projects share the software expertise among the team 

members. Hence, the B8 Project plan indicated that requirements understanding of the 

software development team was high and the technical risk was nominal. In addition, the 

process capability of the project team was nominal. 

Software developers noted in the SDD that the project has one algorithm that was 

easy (simple data manipulation and timing not an issue) to develop. Developers determined 

and noted in the use case documents that they have developed 43 use cases. They noted 

that 38 use cases were easy to generate, and 5 use cases required a nominal amount of time 

to create the operational scenarios. 

With the information from the project plan, IDD, use case documents, SDD, test plan, 

test procedures, build reports, and RTR, we create the B8 Project profile as shown in Table 53. 

Table 53. B8 Project profile 

Project Property Value Source of Information 

Estimated Yearly 
Budget 

$4.3 million Project plan 

Team Size 28 Project plan 

Duration of the 
Development Phase 

20 months Project plan 

Baseline 
Requirement (BR) 

2,822 
requirements at 
project start 

RTR  

Number of 
requirements at the 
end of the project 

2,891 
requirements 

RTR 
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Project Property Value Source of Information 

Number of Change 
Requests (CRs) 

1,029 CRs (533 new, 32 
modifications, and 464 
deletions) 

RTR 

Number of “difficult” 
requirements 

289 requirements 
(10%) 

Allocating 10% of 
requirements as 
“difficult” based on the 
interview of the B6 
Project manager and 
reviewing the B6 
Project plan 

Number of “nominal” 
requirements 

289 requirements 
(10%) 

Allocating 10% of 
requirements as 
“nominal” based on the 
interview of the B6 
Project manager and 
reviewing the B6 
Project plan 

Number of “easy” 
requirements 

2,313 
requirements 
(80%) 

Applying the 80–20 
rule that is based on the 
interview of the B6 
Project manager and the 
review of the B6 Project 
plan 

Understanding of 
requirements [24] 

high Project plan 

Technical Risk [24] nominal Project plan 

Process Capability 
[24] 

nominal Project plan (CMMI 
[191] level 3) 

Number of External 
Interfaces 

2 (“easy”) IDD and test procedures 

Number of Critical 
Algorithms [24] 

1 (“easy”) 
 

Software design 
document (SDD) and 
project plan 

Number of use cases 43 (38”easy” and 5 
“nominal”) 

Use case documents 
and test plan 

Number of lines of 
code (LOC) 

449,836 Build report (SLOC 
count) 
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With the project profile shown in Table 53, we apply the PCMM and estimate the 

B8 Project complexity in the next section. 

1. Measure of Number of Personnel Required for the B8 Project 

We use the data from the B8 Project profile shown in Table 53 to compute and 

obtain a software size value of 2,227.7, as shown in Table C-3 of Appendix C. In addition, 

we use the COSYSMO weight factors of cost drivers shown in Table 17 of Chapter III to 

calculate and obtain the effort weight factor of 0.77, as shown in Table C-4 of Appendix 

C. 

Finally, we use Equation (3.1) to calculate the number of person-month required 

(PM) [24] in the B8 Project and obtain 27.87 people as shown in Table C-5 of Appendix 

C. Adding the project reserves of 10% to cover residual risks in the project [174], we 

determine that the B8 Project needs annual funding for 30.66 people (27.87 times 1.1) or 

$4.474 million (30.66 times $145,932). In this case, the number of personnel required for 

the development effort estimated by the PCMM is reasonable and not exceeding 10% of 

the projected number of personnel required as specified in the B8 Project plan.  

2. Defect Density Measure 

Since the project started in October of 2019, we have test data to measure defect 

density. Table C-6 of Appendix C shows the B8 Project monthly test report, taken from the 

empirical project data. Figures 29 and 30 present the plots of Table C-6 of Appendix C. 
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Figure 29. Defect density of the B8 Project 

 
Figure 30. Test hours of the B8 Project 

As shown in Figure 29, the defect density trend line is upward toward the end of 

the development phase. The trend line of test hours is also upward as illustrated in Figure 

30. The defect density (NDi/KLOC) increases substantially from releases 5 to 6, from 8 to 

9, and from 11 to 12 when the test hour increases at the same time. This indicates that 

testers may be focused on testing while also writing test procedures. The defect density 

(ND/KLOC) continues trending upward as testers increase the test hours toward the end of 
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the development cycle. Table C-6 of Appendix C shows that the project defect density 

averaged 0.109 defects per KLOC, which is within the industry standard limit of 3 [160]. 

The defect density of the B8 Project showed in Figure 29 fluctuates less than that 

of the defect density of the B6 Project showed in Figure 25, indicating that the B8 software 

program is more stable than the B6 software program. In addition, the defect density of the 

B8 Project fluctuates more than that of the B4 Project showed in Figure 21, indicating that 

the B8 software program is less stable than the B4 software program. A stable software 

program has a better project performance than a non-table software program in terms of 

cost and schedule. Hence, project managers should use the defect density metric as an 

indicator of project performance. 

3. Organizational Complexity Measure 

The B8 Project plan listed nine organizational units, and their responsibilities are 

identical to those in the B4 Project, as shown in Table A-1 of Appendix A. 

Figure C-1 of Appendix C shows the nodes, links, frequencies, and the level of 

importance of communications between PMA and IPT, between PMA and PT, and 

between PMA and the DT/OT unit during the 20-month period. Figures C-2, C-3, and C-4 

of Appendix C show the context diagrams of the rest of the nodes, links, communication 

frequencies and importance values between the organizations of the B8 Project. We use 

Figures C-1, C-2, C-3, and C-4 to generate the N2 chart as shown in Table 54. The N2 

chart represents nine organizational units and 40 links in the B8 Project. All nine 

organizational units communicate and exchange information to perform project tasks. 

Table 54. N2 chart of the B8 Project 
 

IPT PMA Project 
Team 

BFM Contracting 
Unit 

T/F 
Unit 

DT/OT 
Unit 

Total  

IPT  3 3 3 1   10 
PMA 5       5 
Project Team 3 2      5 
BFM 2  2     4 
Contracting 
Unit 

3       3 
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IPT PMA Project 

Team 
BFM Contracting 

Unit 
T/F 
Unit 

DT/OT 
Unit 

Total  

Contractor 
Unit 

  2 1 1   4 

SDU   2   1 1 4 
DT/OT Unit  2      2 
T/F Unit   3     3 
Total links        40 

 

From Equation (3.3) and Tables C-7 and C-8 of Appendix C, we calculate the index 

function of each organizational unit that is associated with its links. Table C-9 of Appendix 

C presents the organizational complexity of each organizational unit and the total 

organizational complexity of 7.88. 

The organizational complexity of the B8 Project is very similar to the 

organizational complexity of the B6 Project because the B8 Project is the next block of 

software of the B6 Project. Each organizational unit has to some degree contributed to the 

negative effect upon the B8 Project in terms of schedule delay and cost overrun due to the 

time required to process the frequent exchange of information for decision-making. 

As shown in Table C-9 of Appendix C, IPT has the greatest number of tasks and 

the highest number of communications in the project that contribute to the highest 

organizational complexity (IF = 2.52) among project organizations. CU has the fewest 

number of tasks and the lowest number of communications that contribute to the lowest 

organizational complexity (IF = 0.2) among project organizations. 

4. Geographical Distribution of Teams Measure 

From the B8 Project plan, we identified 14 sites situated in 4 cities and across 2 

time zones. Using Equation (3.4), the degree of geographical distribution of teams (GD) is 

determined by adding up the number of sites (s), locations (l), and time zones (t) as shown 

in Table C-10 of Appendix C. In this case, we compute GD and obtain 20 (14 + 4 + 2). 

This GD is identical to the GD in the B6 Project. This high GD value suggests that 

collaborative works between teams in the B8 Project should be infrequent, which may 

contribute to a higher risk of schedule delay or budget shortfall. 
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Similar to the B6 Project, these organizations in the B8 Project adjusted their 

project schedules and held weekly status meetings for overcoming the barrier of 

geographical distribution of teams to achieve the project deliverables. 

5. Requirements Volatility Measure 

Using Equation (3.5) and the B8 Project profile shown in Table 53, we calculated 

the value of requirements volatility in the B8 Project. The overall requirements volatility 

measure (RVM) of the B8 Project is as follows: 

𝑅𝑅𝑅𝑅𝑃𝑃 =
𝐶𝐶𝑅𝑅
𝐵𝐵𝑅𝑅

=
1,029
2,822

= 0.36  

where CR denotes the number of changes in requirements (new requirements, 

modifications of requirements, and deletions of requirements) during the 20-month period, 

and BR denotes the baseline of the software release, which is measured by the number of 

requirements. 

Because the project started in October of 2019, we obtain the data of requirements 

baseline 0 through baseline 20 from the B8 Project requirements metric report and present 

them in Table C-11 of Appendix C. 

As shown in Figure 31, we plot the requirements volatility against the baseline 

version number with baseline 0 being the start of this new project. The requirements 

volatility (CRi / BR) is high in baselines 4, 11, 14, and 19 indicating either uncertainty of 

the software system or poor understanding of the environment and system. Uncertainty 

generally is caused by indecisive project planning decisions. The requirements volatility 

(CRi / BR) eases after baseline 20, indicating that the number of requirement changes 

decreases. Furthermore, as indicated in Figure 31, requirement changes tend to decrease 

toward the end of the development life cycle. 
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Figure 31. Requirements volatility of the B8 Project 

6. Number of Different Job Position Types Measure 

The B8 Project plan lists 44 job position types that are identical to those in the B4 

Project, as shown in Table A-13 of Appendix A. The B8 Project plan also describes the 

responsibilities of the 44 job position types that are the same as those in the B4 Project, as 

shown in Table A-14 of Appendix A. Using Equation (3.6), we calculate JPT by counting 

all job position types and obtain the value of 44. 

This high JPT value suggests that the B8 Project have varieties of tasks and task 

priorities that can affect the overall project performance. Similar to the B4 Project and the 

B6 Project, people who worked in these 44 types of job positions interact, exchange, and 

process information in many different ways that contribute to project complexity. Some of 

the people in these job positions support several projects, and their work schedules are 

based on the number of hours allocated for supporting that projects. 

7. B8 Project Complexity Profile 

Using the PCMM, we have calculated the complexity values of the B8 Project. 

Table 55 shows the complexity profile of the B8 Project. 
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Table 55. B8 Project complexity profile 

Complexity 
Measure 

PCMM 
Value 

Results from previous works 
and conclusions drawn based 
on the IPT-related literature 

Number of 
personnel 
required for the 
development 
effort (people) 

30.66 
people 
per year 

29.46 people based on 
projects with an annual 
budget of $4.3 million [151]–
[153] 

Defect density 
(defects per 
KLOC) 

0.109 ≤ 3 [160] 

Organizational 
Complexity (IF) 

7.88 5.49 based on Schwandt’s 
study [158] 

Geographical 
distribution of 
teams (GD) 

20 Reasonable when compared 
to a typical Navy software 
acquisition program with an 
annual budget of less than $5 
million [197] 

Requirements 
volatility (RVM) 

0.36 < 1 [162] 

Number of 
different job 
position types 
(JPT) 

44 Sensible and consistent when 
compared to a typical Navy 
software acquisition program 
with an annual budget of less 
than $5 million [197] 

 

Regarding the measurement of the number of personnel required for the 

development effort, the PCMM estimated that 30.66 people are needed for the B8 Project. 

But based on the estimated annual project cost shown in the project plan, we could fund 

29.46 people ($4.3 million / $145,932) yearly for the B8 Project. However, the project plan 

listed 28 people per year and allocated some funding for project reserves. This indicates a 

moderately low risk related to the size of the team because the 28 people on the B8 Project 

is less than 30.66 people estimated by the PCMM. This analysis shows that the PCMM is 
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fairly consistent and accurate in estimating the level of complexity in terms of the number 

of people required for the annual budget compared to the B8 Project plan. 

Because the development phase was completed in the B8 Project, the test data were 

available to compute the defect density. When the B8 Project started in October of 2019, 

the project manager used the defect density value of the B6 Project, which is 1.78 defects 

per KLOC, and estimated the defect density of the B8 Project as 1.78 defects per KLOC 

because the B6 Project was the previous block of software of the B8 Project as shown in 

Figure 19. Nevertheless, the PCMM estimated 0.109 defects per KLOC based on the 

empirical data. This indicates low risk related to the stability of the released software 

because the defect density measurement is less than 3 defects per KLOC as specified by 

the software industry standard [160]. As expected, the defect density of the B8 Project 

should be lower than the defect density of the B6 Project because the number of change 

requests in the B8 Project is much less than the number of change requests in the B6 

Project. From this perspective, the PCMM is reasonable and consistent in estimating the 

level of complexity based on the test data of the B8 Project. 

In regard to the organizational complexity measurement, the PCMM estimated a 

value of 7.88 for the organizational complexity. This is consistent with the results of the 

B6 Project as both projects have identical organizations and similar patterns of 

communications. 

The PCMM estimated a value of 20 for the measurement of the geographical 

distribution of teams. This measurement is also consistent with the B6 Project because both 

projects have the same geographical distribution of teams. This measurement indicates 

medium risk related to the degrees of collaboration between teams because the Allen curve 

[119] is still applicable. Nevertheless, the PCMM is consistent with a typical Navy software 

acquisition program because the IPT and project teams adapt to local norms and they have 

established protocols for communication according to specific purposes for internal and 

external customers [197]. 

Because the development phase was completed in this case, the requirements 

traceability report was available to compute the requirements volatility. When the B8 
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Project started in October of 2019, the project manager used the requirements volatility 

value of the B6 Project, which is 1.3, and estimated the requirements volatility for the B6 

Project as 1.3. Nevertheless, the PCMM estimated the requirements volatility measurement 

as 0.36 based on the empirical data. This indicates low risk related to requirements creep 

and the understanding of the software requirements as well as use cases because the RVM 

is less than 1 as indicated in the literature [162]. As expected, the RVM of the B8 Project 

should be lower than the RVM of the B6 Project because the number of change requests in 

the B8 Project is less than the number of change requests in the B6 Project. From this view, 

the PCMM is consistent and reasonable in estimating the level of complexity based on the 

requirements traceability report of the B8 Project. 

In regard to the measurement of the number of different job position types, the 

PCMM estimated 44 different job position types based on the B8 Project plan. This is 

expected because both projects B6 and B8 have identical types of job positions. From this 

perspective, the PCMM is consistent in estimating the level of complexity in terms of 

number of different job position types based on the B8 Project plan. 

The overall complexity level of the B8 Project is calculated as the average of the 

six complexity scores of the six measures in the PCMM as shown in Table C-18 of 

Appendix C. As illustrated in Table C-18 of Appendix C, the overall complexity level of 

the B8 Project is 3 (low complexity). 

Regarding the risk level of the B8 Project, we use Table A-22 of Appendix A to 

score the six metrics in Tables C-12, C-13, C-14, C-15, C-16, and C-17. The risk level of 

the project is defined in Table A-23, which is based on degree of impact in terms of cost, 

schedule, and performance on the project. The risk level of the B8 Project is computed as 

the average of the six complexity scores of the six measures shown in Table C-19 of 

Appendix C. As presented in Table C-19 of Appendix C, the overall risk level of the B8 

Project is 1.5 (low risk). 

Table 56 shows the complexity level and risk level of each metric in the B8 Project. 
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Table 56. The complexity level and risk level of the B8 Project 

Metric Comple
xity 
Score 

Complexity 
Level 

Risk 
Level 

1. Number of 
personnel required 
for the 
development effort 

4 Moderate Medium 

2. Defect density 1 Simple Low 

3. Organizational 
Complexity 

4 Moderate  Medium 

4. Geographical 
distribution of 
teams 

4 Moderate Medium 

5. Requirements 
volatility 

2 Complicated Low 

6. Number of 
different job 
position types 

3 Low Low 

Overall complexity 
level and risk level 
of the B8 Project 

3 Low Low 

 

In sum, based on the assessment of the PCMM, the B8 Project has a low complexity 

and the risk level of the project is low. The PCMM provides insights on three areas of 

possible concerns related to the B8 Project. 

First, the number of personnel assigned to the project (28 people per year listed in 

the project plan) is very close to the number of personnel estimated by the PCMM (27.87 

people per year). However, because we need to allocate project reserves of 10% to cover 

residual risks, this may create a risk in the schedule. Thus, the PCMM reflects that concern 

as a medium risk, which means a potential schedule slip of 2 to 4 weeks. 

Second, the organizational complexity may be a concern because how the team 

engages in communications and how the team makes decision affect the project execution. 
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Hence, the PCMM indicates that concern as a medium risk, which means a potential cost 

increase of 10% to 20% to the project budget. 

Third, the geographical distribution of teams may be a concern as indicated by the 

PCMM because the project needs some collaborative work between teams and a rich and 

robust communications platform for executing the project. The PCMM shows this concern 

as a medium risk, which means a potential schedule slip of 2 to 4 weeks. 

The PCMM assessments of the B8 Project demonstrated the consistency of the 

PCMM because the B8 Project was a low-risk project according to the IPT senior 

management review. The project manager monitored the team progress and kept the budget 

and schedule under control. The project manager mitigated the risk of insufficient 

personnel resources. According to the IPT senior management review, the B8 Project 

delivered the software on schedule and within budget. 

8. Comparison of Complexity Profile of Three Engineering Projects 

A comparison of complexity profile of the three engineering projects (the B4 

Project, B6 Project, and B8 Project) appears in Table 57. As expected, the PCMM indicates 

that the B6 Project has a higher complexity level and risk level than the B8 Project and the 

B4 Project. This result is consistent with the project data and the IPT senior management 

review. Table 57 indicates that the B6 Project is worse than that of the B4 and B8 Projects 

to deliver the product on time and within budget. Note that the B6 Project costs more than 

20% of the B4 and B8 Projects. The B6 Project schedule is 4 to 8 months longer than the 

B4 and B8 Projects. These observations are consistent with the moderate-complexity rating 

and the medium-risk rating by the PCMM. 

Because the B4 Project was completed, data were available to measure defect 

density and requirements volatility of the B4 Project. On the other hand, both B6 and B8 

Projects are still continuing. Therefore, the project managers of the B6 and B8 Projects use 

earlier periods of test data and measures the defect density and requirements volatility. 

In all three cases, the PCMM is consistently estimated the complexity levels and 

the risk levels of the projects. As shown in Table 57, the B6 Project is the most complex 
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project and has the highest risk level among the three projects. Thus, the B6 Project has the 

highest requirements volatility and the highest defect density among the three projects. 

Furthermore, Table 57 indicates that the B6 Project requires more personnel for the 

development effort than the B8 Project and the B4 Project. In addition, the B6 Project has 

the longest period of development and the highest number of defects per KLOC among the 

three projects. 

All three engineering projects have similar levels of organizational complexity. In 

general, if interdependence is high among organizational units, then the time, cost, and 

effort necessary to coordinate the process will be high. All three engineering projects have 

similar values in the measure of different job position types and in the measure of 

geographical distribution of teams. This makes sense because the B8 Project is the 

continuation of the B6 Project, and the B6 Project is the continuation of the B4 Project. 

Note that a long project duration generally increases the risk of schedule slippage and cost 

overrun as demonstrated by the PCMM in the B6 Project complexity profile shown in 

Table 57. 

Table 57. A comparison of complexity profile of three engineering projects 

Complexity Measure B4 Project 

(24 months) 

B6 Project 

(28 months) 

B8 Project 

(20 months) 

1. Number of personnel required for the

development effort (people/year)

17.09 35.08 30.66 

2. Defect density (defects per KLOC) 0.299 1.78 0.109 

3. Organizational Complexity 7.66 7.64 7.65 

4. Geographical distribution of teams 19 20 20 

5. Requirements volatility 0.388 1.3 0.36 

6. Number of different job position types 44 44 44 

Complexity Score 2.67 4 3 
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Complexity Measure B4 Project 

(24 months) 

B6 Project 

(28 months) 

B8 Project 

(20 months) 

Risk Score 1.167 2 1.5 

Complexity Level Low Moderate Low 

Risk Level Low Medium Low 

 

The range of values of the measure of number of personnel required for the 

development effort is between 17 people per year to 35 people per year. These values are 

typical for a Navy software development project where the annual budget of the project is 

between 3.3 million to 5.3 million. 

In regard to the measure of defect density, the range of values of this measure is 

between 0.1 defects per KLOC to 0.32 defects per KLOC in a typical Navy software 

development project where the software program lines of code is between 450 KLOC to 

870 KLOC. Note that the B6 Project has 1.78 defects per KLOC, which is not typical due 

to the high number of defects in the software program. 

Regarding the measure of organizational complexity, the range of values of this 

measure is between the values of 5.4 and 7.7 in a typical Navy software development 

project where the project normally involves 9 to 10 organizations in the IPT. 

The range of values of the measure of requirements volatility in a typical Navy 

software development project is between the values of 19 and 20 where the government 

agencies and the contractors collaborate onsite and offsite to development the software 

program. 

The range of values of the measure of geographical distribution of teams in a typical 

Navy software development project is between the values of 19 and 20 where the 

government agencies and the contractors collaborate onsite and offsite to development the 

software program. 
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In regard to the measure of the number of different job position types, a typical 

Navy software development project has a range of values from 44 to 46 types of job 

positions where the project normally involves 9 to 10 organizations in the IPT with an 

annual budget between 3.3 million to 5.3 million.  

The program managers of the B4, B6, and B8 Projects define the program success 

according to the following project outcomes: 

• The software has no priority 1 or 2 defects. A Priority 1 defect is defined 

as a critical and “must fix” defect because it prevents the accomplishment 

of an operational capability. A Priority 2 defect is defined as a very 

important and no work-around defect but also “need to fix” defect because 

it adversely affects technical, cost, or schedule risks to the project.  

• IPT and senior management have reviewed the project metrics that include 

the number of defects and priorities, defect density, the number of 

statement of requirements achieved, and man-hours spent on the project. 

• The software meets all statements of requirements. 

• The PMA receives a letter of certification of the software from the 

program manager to enter the operational test (OT). 

• The OT unit completes the OT test and sends the OT report to the PMA, 

recommending releasing the software to the fleet. 

The B4, B6, and B8 Projects all achieved the desired project outcomes. Based on 

the B6 Project outcomes stated in test reports, statements of requirements, and certification 

letters as well as project expenditures drawn from financial data such as labor, contracts 

obligation, and materials, the B6 Project shows a greater number of test hours, defects, 

change requests, and the number of personnel required for the development effort than the 

B4 and B8 Projects. The program manager and the PMA conclude that the B6 Project is 

more complex and has a higher level of risk than the B4 and the B8 Projects. 
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In short, as demonstrated by the three Navy software projects, the PCMM and 

associated methods to measure complexity can help systems engineers and program 

managers analyze project complexity and reason through their decisions related to systems 

engineering. The PCMM can help systems engineers perform the following items: 

• To estimate the number of personnel required for the development effort 

of the SoI, 

• To understand project complexity and risk in terms of requirements 

stability and product quality control via defect density measurement 

during or after the completion of the project, 

• To assess the impacts from a given complexity value of the number of 

locations of the team on team communications for collaborative work, and 

• To assess the impacts of a given complexity value of the number of 

different job positions on the integration of technical processes. 

9. Sensitivity Analysis 

In Section C of Chapter III, we performed a sensitivity analysis on both the number 

of personnel required for the development effort and the requirements volatility of the 

PCMM. In this section, we use the project data from the three engineering projects and 

perform a sensitivity analysis on the measure of defect density because this measure has a 

major effect on the complexity level and risk level of the project. The number of test hours 

and the number of defects in each use case are obtained from Table A-7 of Appendix A, 

Table B-5 of Appendix B, and Table C-6 of Appendix C. As shown in Table 58, the number 

of defects per test hours increases by 112.82% (0.22 / 0.195) between Project B4 and 

Project B6, the defect density of the B6 Project also increases by 595.31% (1.78 / 0.299). 

The sensitivity value of this measurement is 5.27 (595.31% / 112.82%). 

As illustrated in Table 58, the number of defects per test hours decreases by 

379.31% (0.22/0.058) between Project B6 and Project B8, the defect density of the B8 

Project also decreases by 1,633% (1.78/0.109). The sensitivity value of this measurement 
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is 4.3 (1,633% / 379.31%). Hence, the sensitivity value of the PCMM is stable, dropping 

from 5.27 to 4.3. 

Table 58. Sensitivity analysis of the defect density measurement in the three 
engineering projects 

Project Data B4 
Project 

B6 
Project 

B8 
Project 

Defect density 
(defects / KLOC) 

0.299 1.78 0.109 

Total number of 
test hours 

1,339.5 6,384.85 838.5 

Total number of 
defects 

261 1,408 49 

Defects / Test hours 0.195 0.22 0.058 

 

Since there is little change in the measurements of organizational complexity, 

geographical distribution of teams, and the number of different job position types among 

the B4, B6, and B8 Projects, we will not perform a sensitivity analysis on these measures. 

In sum, we performed a sensitivity analysis on the defect density of the PCMM. 

The analysis shows that in regard to the defect density measurement, the PCMM is 

sensitive to the changes in the technical parameters of the project. At the same time, the 

PCMM is stable within the ranges of the technical parameters that specify in the project 

profile. Therefore, the PCMM does sustain the different levels of complexity. 

10. Analysis of Three Main PCMM Measures Related to Project Cost, 
Schedule, and Performance 

Because we have three metrics (number of personnel required for the development 

effort, defect density, and requirements volatility) in the PCMM that affect project 

complexity to the greatest extent in our three engineering projects, let’s analyze each metric 

and draw some conclusions related to project cost, schedule, and performance. 
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Since the B6 Project is the most complex and has a higher risk than both the B4 and 

B8 Projects, our project correlation analysis of the three main PCMM measurements will 

be focused on the B6 Project, as shown in Tables 59, 60, and 61. According to the project 

managers and the IPT senior management review, all three projects met the requirements, 

budgets, performances, and schedules for the deliverables. 

Based on the results of three engineering projects, we conclude that the PCMM’s 

measure of the number of personnel required for the development effort correlates to 

project cost and may also be correlated to project schedule and performance. 

Table 59. Analysis of project cost and the measure of the number of 
personnel required for the development effort 

 B4 Project B6 Project B8 Project 

Project cost per year $3.3 million  $5.3 million  $4.3 million  

Project duration (months) 24 28 20 

Number of requirements 1,994 2,822 2,891 

Number of change requests 803 2,725 1,029 

KLOC 870.559 790.487 449.836 

PCMM measure: number of 
personnel required for the 
development effort (people/year) 

17.09 35.08 30.66 

Measure correlates to project cost. The B6 Project requires more personnel for the 
development effort and costs more than the B4 
and B8 Projects. 

Measure may be correlated to project 
schedule. 

The B6 Project has a longer project duration 
and a greater number of personnel required for 
the development effort than the B4 and B8 
Projects 

Measure may be correlated to 
performance. 

Both the B6 and B8 Projects require more 
personnel for the development effort and have 
more requirements than the B4 Project. 
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In Table 60, we conclude that the PCMM’s measure of defect density correlates to 

performance and may also be corrected to project cost and project schedule. 

Table 60. Analysis of project performance and the measure of defect density 

B4 Project B6 Project B8 Project 

Project cost per year $3.3 million $5.3 million $4.3 million 

Project duration (months) 24 28 20 

Number of requirements at the 

end of the project 

1,994 2,822 2,891 

Number of change requests 803 2,725 1,029 

KLOC 870.559 790.487 449.836 

Number of test hours 1,339.5 6,384.85 838.5 

Number of defects 261 1,408 49 

Defects / test hours 0.195 0.22 0.058 

PCMM measure: defect density 0.299 1.78 0.109 

Measure may be correlated to 

project cost. 

The B6 Project has higher defect density and costs 

more than the B4 and B8 Projects. 

Measure may be correlated to 

project schedule. 

The B6 Project has higher defect density and a 

longer project duration than the B4 and B8 Projects. 

Measure correlates to 

performance. 

The B6 Projects has higher defect density and has 

more change requests than the B4 and B8 Project. 
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In Table 61, we conclude that the PCMM’s measure of requirements volatility 

correlates to project cost and may also be correlated to project schedule and performance. 

Table 61. Analysis of project cost and the measure of requirements volatility 

 B4 Project B6 Project B8 Project 

Project cost per year $3.3 million  $5.3 million  $4.3 million  

Project duration (months) 24 28 20 

Number of requirements at the end of the 

project 

1,994 2,822 2,891 

Number of change requests 803 2,725 1,029 

KLOC 870.559 790.487 449.836 

Number of test hours 1,339.5 6,384.85 838.5 

Number of defects 261 1,408 49 

Defects / test hours 0.195 0.22 0.058 

PCMM measure: requirements volatility 0.388 1.3 0.36 

Measure correlates to project cost. The B6 Project has higher requirements 

volatility and costs more than the B4 and 

B8 Projects. 

Measure may be correlated to project 

schedule. 

The B6 Project has higher requirements 

volatility and a longer project duration than 

both the B4 and B8 Projects. 

Measure may be correlated to 

performance. 

The B6 Projects has higher defects per test 

hours and has more change requests than 

the B4 and B8 Project. 
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The overall correlation analysis of the three main PCMM’s measures are shown in 

Table 62. As shown in Table 62, the correlation between the measure of the number of 

personnel required for the development effort and the project cost is positive. This indicates 

that as the number of personnel required for the development effort increases, the project 

cost also increases, and vice versa. 

On the other hand, the correlation between the measure of defect density and the 

project performance is negative, as shown in Table 62. This suggests that as the defect 

density value increases, the project performance decreases, and vice versa. 

The correlation between the measure of requirements volatility and the project 

schedule is positive, as illustrated in Table 62. This suggests that as the requirements 

volatility value increases, the project duration is also longer, and vice versa. 

Table 62. Correlation Analysis of the three main PCMM’s measures 

PCMM Measure Project Attribute Correlation 

1. Number of personnel required for the

development effort

Cost positive 

Schedule negative 

Performance negative 

2. Defect density Cost positive 

Schedule positive 

Performance negative 

3. Requirements volatility Cost positive 

Schedule positive 

Performance negative 
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11. Analysis of the PCMM Measures Related to the Risk Levels of the 
Project  

The overall correlation analysis of the PCMM’s measures and the risk levels of the 

project are shown in Table 63. As shown in Table 63, the correlation between the measure 

of number of personnel required for the development effort and the risk levels of the project 

is positive. This indicates that as the number of personnel required for the development 

effort increases, the risk levels of the project also increase, and vice versa. 

Similarly, the correlation between the measure of defect density and the risk levels 

of the project is also positive, as shown in Table 63. This suggests that as the defect density 

value increases, the risk levels of the project also increase, and vice versa. 

The correlation between the measure of requirements volatility and the risk levels 

of the project is positive, as illustrated in Table 63. This suggests that as the requirements 

volatility value increases, the risk levels of the project also increase, and vice versa. 

The rest of the PCMM measures also has a positive correlation to the risk levels of 

the project. 

Table 63. Correlation Analysis of the PCMM’s measures and risk level of the 
project 

PCMM Measure Risk Levels of the project Correlation 

1. Number of personnel required for the 

development effort 

Low, medium, and high positive 

2. Defect density Low, medium, and high positive 

3. Organizational Complexity Low, medium, and high positive 

4. Geographical distribution of teams Low, medium, and high positive 

5. Requirements volatility Low, medium, and high positive 

6. Number of different job position types Low, medium, and high positive 
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12. Complexity Reduction and Mitigation for the B6 Project 

Reduction of project complexity helps project managers simplify their project 

structures and communications platform. Reduction in any of these areas creates 

opportunities for cost saving while strengthening the execution of project tasks and 

increasing the focus on customers. Project managers use complexity reduction as a 

management tool to streamline business processes and optimize information systems with 

project objectives. 

In regard to reduction of the number of personnel required for the development 

effort of the B6 Project, the project manager can reduce the number of system requirements, 

major interfaces, critical algorithms, and use cases in each block by dividing the number 

of system requirements into several increments of software blocks. In addition, the 

software lead can consolidate multiple functional requirements into a common platform or 

framework to improve design efficiency. 

The project manager can reduce the cost driver EMi of the project by performing 

the following: (1) increase the level of requirements understanding to very high through 

peer reviews and technical interchange meetings, (2) increase the process capability to very 

high via a robust communications platform, and (3) reduce the technical risk of the project 

to very low through unit tests and by reducing interdependency in designs and processes. 

In regard to reduce defect density of the B6 Project, the project manager and the 

software lead can reduce the number of defects (NDi) in each baseline (KLOC) by 

performing the following: (1) conduct unit tests and code walk-through procedures that 

developers should abide by, (2) set coding standards, (3) develop loosely coupled code and 

make the code easier to maintain, (4) standardize on one IT platform that provides 

configuration controls of code releases, (4) leverage on a modular design of code and reuse 

that code to improve design efficiency, (5) limit the amount of code change within a 

software unit, and (6) prototype code in the early stages of development. 

In terms of reducing organizational complexity in the B6 Project, the project 

manager can do the following: (1) reduce the number of tasks among organizational units 

by focusing on tasks that are critical to customers’ needs, (2) reduce the frequency of the 
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information exchange among organizational units by setting a priority and a baseline in 

project reporting, and (3) clarify organizational roles and decision-making processes to best 

serve the project teams while also streamline on business processes and information 

systems. 

In regard to reduce geographical distribution of teams, the project manager can 

decrease the number of locations (l), time zones (t), and sites (s) of each organizational unit 

in the project by performing the following: (1) reduce the number of project activities that 

take place in multiple locations, and (2) change the problem definition or approach in such 

possible ways that reduces complexity of project activities. 

In regard to reduce requirements volatility of the B6 Project, the project manager 

can lower the number of change requirements in each baseline of the release by performing 

the following: (1) keep project tasks and requests separate, (2) implement a formal change 

approval process, (3) keep a change log, (4) use online collaboration tools, and (5) perform 

requirements prototyping, and (6) conduct peer reviews. 

In addition, the program manager can freeze the project scope early in the 

development cycle and postpone change requests that are not immediately needed by the 

customers, thus, raising the hurdles for new capability requirements and other expansion 

activities that add complexity costs. The program manager may also need to limit the 

addition of new requirements late in the development life cycle. 

To reduce the number of different job position types in the B6 Project, the project 

manager can cut down the number of job position types (pi) in each organizational unit by 

performing the following: (1) combine and eliminate some reporting tasks and review 

activities via process improvement, and (2) increase the competency level and control 

maturity of a project. 

In sum, the PCMM prescribes a systematic way to calculate the complexity value 

of any engineering project. The model is consistent and predictable in that it relates project 

effort to personnel resources in order to comprehend design effort, to perform system 

integration, prototyping, and testing. In addition, the complexity profile identifies the 
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complexity metrics and communicates the significance of those metrics to stakeholders, 

aiding in decision-making. 

Identifying issues early in a project’s life cycle can be challenging because 

complexity increases and covers interactions between components. The complexity values 

of the B6 Project obtained from the PCMM can help systems engineers and project 

managers pinpoint and then analyze what aspects of the B6 Project are potential risks of 

schedule slippage and then study them. 

In general, it is more expensive to correct an error discovered late in the project life 

cycle. Systems engineers can use a complexity value computed from the PCMM as a guide 

for project reviews and comparisons of alternatives. Complexity is not always bad, but 

sometimes even desirable. In fact, in some cases, maintaining some degree of complexity 

is essential to effective operations and keen risk management. For example, in a high-tech 

hardware manufacturer, the manufacturer has redundant supply sources to prevent periodic 

supply disruptions. The manufacturer mitigates the risk of supply disruptions by adding 

complexity to the supply chain. As a result, the manufacturer has steady manufacturing 

operations even though the operational cost of the business has increased. On the other 

hand, complexity reduction helps many organizations simplify their business strategy, 

organizational structures, processes, deployment of products, and information technology. 

By strengthening the execution of project tasks and the relationships with the customers, 

organizations can potentially reduce their cost of doing businesses. In short, organizations 

use complexity reduction to optimize business processes and streamline information 

systems with project objectives. 

D. CHAPTER SUMMARY

In sum, this chapter has addressed the four questions in the beginning of this

chapter. First, the complexity values from the PCMM are consistent with the results from 

the software industry standard [160], [162], previous works found in the related literature 

[28], [157], [158], and the IPT-related literature [197]. With the exception of the value of 

requirements volatility in the B6 Project, the complexity values of all six measures of the 
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PCMM in the three cases are within the acceptable limits of software industry standard, 

previous works found in the related literature, and the IPT-related literature. 

Second, the PCMM accurately describes the complexity properties of real-world 

systems that are similar to the three Navy acquisitions projects that were analyzed in these 

project. The applicability of this model to a broader range of projects requires further study. 

Third, the PCMM can potentially work as a prescription for complexity analysis in 

real-world systems by providing a complexity model and associated methods to measure 

and analyze complexity in three Navy software development projects. The results from 

three software projects are consistent with the PCMM. Project parameters and 

characteristics of the three projects are adequate and representative of a typical Navy 

software project based on results from previous works, International Project Management 

Association (IPMA) experts’ opinions identified in the literature review, and conclusions 

drawn from the IPT-related literature. 

The rationale and analyses of the three engineering projects based on the PCMM 

are reasonable. The project profile for each use case is based on project plan, SRS, IDD, 

test plan, requirements metric reports, and test reports at the beginning of the planning and 

development phase of the acquisition life cycle. The project profile includes project cost, 

project duration, the number of requirements, the number of change requests, and other 

key elements used by the PCMM. However, the applicability of this model to a broader 

range of projects requires further study. 

Fourth, the PCMM can potentially help systems engineers and project managers to 

identify, understand, and assess the impacts a given complexity value on real-world 

systems through comparisons of the complexity measurements of three engineering 

projects. 

The model is consistent and predictable in that it relates project effort to personnel 

resources in order to comprehend design effort, to perform system integration, prototyping, 

and testing. In addition, the complexity profile identifies the complexity metrics and 

communicates the significance of those metrics to stakeholders, aiding in decision-making. 

Practitioners often use previous or similar projects to compare complexity measurements 
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and then confidently perform approved measures by the project manager. Nevertheless, the 

applicability of this model to a broader range of projects requires further study. 

Overall, in the three projects, the measure of the number of personnel required for 

the development effort, defect density, and requirements volatility are the three major 

measures that most contribute to complexity in the projects. These three measures are 

correlated to project cost and performance. From the complexity profile of the B6 Project, 

we have shown that limiting numerosity and interdependence results in decreasing 

organizational complexity. Furthermore, reducing the number of change requests related 

to the requirements of the SoI decreases requirements volatility. In addition, the patterns 

of requirement changes over time and the number of test hours conducted during the 

development phase have substantial influence on defect density. Thus, systems engineers 

should aim to reduce complexity by limiting numerosity and interdependence in a system 

or a project. 

In sum, the PCMM is workable because: 

• The results from three software projects are consistent with the PCMM. 

• Project parameters and characteristics of the three engineering projects are 

adequate and representative of a typical Navy software project based on 

results from previous works, International Project Management 

Association (IPMA) experts’ opinions identified in the literature review, 

and conclusions drawn from the IPT-related literature. 

• Practitioners often use previous or similar projects to compare complexity 

measurements and then confidently perform approved measures by the 

project manager. 

We can use the PCMM as a guide to assess complexity in the design and 

management of complex projects. Practitioners will ultimately use previous products or 

projects of a similar size to compare complexity measurements to gain insight on what 

works for their project and then to confidently perform approved measures by the project 

manager. 
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As noted in Chapter I, complexity can occur in systems (computer hardware, 

software, network infrastructures, etc.), projects (process, constraints, regulations, etc.), 

and environments (interfacing systems, cultural variety, social span, etc.). The three 

projects serve as test beds that demonstrate the validity of the PCMM for computing 

complexity metrics. 

The PCMM would serve as a guide to assess project complexity. The results of our 

work on the PCMM and on these three software projects show that as a project increases 

in complexity, more interactions and dynamics among the project participants and 

stakeholders make it more difficult for a project to meet all requirements and schedules. 

However, we can reduce complexity with the better structures, standard tools, procedures, 

and techniques as well as with familiarity of the SoI. 
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V. CONCLUSION AND FUTURE WORK 

Systems engineers need measures of complexity if they are going to work 
on complex systems. 
 

―Robert C. Harney [29], 
Professor of Systems Engineering, Naval Postgraduate School 

 
Chapter V starts with a summary of the main outcomes of this research and then 

follows with a review of the research’s contributions relative to the current literature. Next, 

we address some shortcomings of the research method and results. In the following section, 

we suggest some areas of potential future research to extend this work. Finally, we propose 

some ideas for future endeavors inspired by this research. 

A. SUMMARY 

The intent of this dissertation is to provide engineers and project managers with a 

model and a systematic approach that identifies key complexity measures in engineered 

systems for project management and risk assessment, as well as potential approaches to 

complexity reduction. To achieve these goals, this research developed a unique project 

complexity measurement model (PCMM) and associated methods to measure complexity 

in a project. The PCMM, which consists of a set of complexity measures, creates a 

complexity profile of the SoI that is relevant and useful for project risk assessment and 

program complexity assessment. In addition, the PCMM and associated methods to 

measure complexity can help systems engineers and program managers reason through 

their decisions related to systems engineering. 

A review of the relevant literature reveals that there is a gap in the current SE body 

of knowledge concerning the topics of system affordability and SE advanced 

measurements [178]. In the topics of system affordability and advancements of SE 

measurements, there is a need of a use-case study to link between complexity to the cost 

and schedule of complex systems engineering projects [178]. To study the relationship of 
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this link, we need to identify a model of complexity and measurement methods to analyze 

project complexity and to provide insight for improvement of system affordability. 

Furthermore, with the increasing focus on the value and cost of the system across 

the acquisition life cycle, models for complexity analysis, analysis of system affordability, 

and techniques for reducing system complexity are becoming more important in the DOD 

acquisition arena. There exists a gap between what is available in the DOD systems 

acquisition programs today and the complexity measurement models that could be used in 

the early phases of systems engineering on those military acquisition products [129], [130]. 

For example, many DoD programs are underestimating the difficulty of software 

development efforts. Collecting and analyzing complexity metrics in the early phases of 

development can reduce the risk of budget overruns and schedule slippage due to system 

development difficulty. 

The PCMM and associated methods to measure complexity in a project have 

extended the current SE body of knowledge by bringing together into one holistic model 

that consists of several different metrics proposed by several different researchers. This 

model includes measures of number of personnel required for the development effort, 

requirements volatility, defect density, geographical distribution of project teams, 

organizational complexity, and the number of different types of job positions. This 

approach incorporates principles of risk management and project management in software 

engineering by relating them to risk analysis and decision-making to support high quality 

systems engineering. 

In addition, this research has covered a use case of SE body of knowledge in the 

topic of SE advanced measurement where systems engineers and project managers use the 

PCMM and associated methods to measure complexity and assess project risks to ensure 

affordability. For example, the PCMM and associated methods link project complexity to 

systems development cost, schedule, performance, and risk. As a result, the PCMM 

provides project managers and IPT management teams with common practices in the areas 

related to the review of work products, roles and responsibility expectations, accountability 

demands, and affordability. 

The main contributions of this research are as follows: 
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• A systematic approach to assess project complexity and explore design 

alternatives early in the process as well as potential approaches to complexity 

reduction, 

• A model for identifying key complexity measures in engineering projects and 

relationships between different elements of complexity within systems for 

project management, 

• A quantitative model and associated methods for expressing and 

communicating systems and project complexity issues to project managers, 

systems engineers, manufacturers, and stakeholders, and 

• Advancement in the state of practice in the project risk assessment of Navy 

software systems. 

In Chapter IV, the results of three projects (the B4, B6, and B8 Projects) 

demonstrated that the measurements of the number of personnel required for the 

development effort, defect density, and requirements volatility are the three major 

measures that contribute to complexity in the Navy software projects. The results of our 

work on these three projects demonstrated that as a project increases in complexity, more 

interactions and dynamics among the project participants and stakeholders make it more 

difficult for the project to meet all requirements and performance expectations. 

This dissertation discussed ways for reducing project complexity while 

strengthening the execution of project tasks. As mentioned in Chapter IV, we can reduce 

project complexity with better structures, standard tools, procedures, and techniques as 

well as with familiarity of the SoI. For example, in the B6 Project, the program manager 

and software design lead need to identify software architectures that best address a client-

server system (i.e., the logical 3-tier system with a data layer, an application layer, and a 

presentation layer). The software design lead needs to train software developers on 

software design patterns and the C# coding standards. The systems engineers need to 

identify and address SoS engineering concerns by conducting trade studies, modeling and 

prototyping of the SoI, and communicating with software developers to clarify the system’s 

requirements. Software developers need to determine the correct design by adapting proven 

designs and following the C# coding standards. 
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The PCMM correlated the complexity attributes of the project to management 

effort, design effort, and testing. The three projects showed that three of the six complexity 

measures were significant for computing project complexity (number of personnel required 

for the development effort, requirements volatility, and defect density in terms of number 

of defects per KLOC). Although not all six measures were significant, the three projects 

demonstrated that the most complex project has higher values in these three measures than 

the less complex projects. In addition, the most complex project has a higher risk of failure 

in regard to the budget, schedule, and performance. However, the applicability of this 

model to a broader range of projects requires further study. 

In sum, the three projects serve as test beds that demonstrate partial validity of the 

PCMM for computing complexity metrics. In addition, the complexity profile from each 

use case identifies the six complexity measures (number of personnel required for the 

development effort, defect density, organizational complexity, geographical distribution of 

project teams, requirements volatility, and the number of different job position types) and 

communicates the significance of those measures to stakeholders, aiding in decision-

making. 

B. CONCLUSIONS 

Systems engineers and project managers must identify interdependencies of core 

processes and tasks and manage them to minimize project risk. Systems engineers and 

project managers should apply resources not only in project oversight and clarifying project 

requirements but also in developing prototypes and conducting simulations of integration 

processes to minimize project risk. 

This research demonstrated that the PCMM and associated methods to measure 

complexity provide project managers practical measures to estimate an engineering 

project’s complexity, allowing them to analyze project complexity and reason through their 

decisions related to systems engineering early in the planning and design process. Systems 

engineers and project managers can use this research to determine the level of complexity 

in a project or a system, and from that assessment, plan development efforts and apply 

resources in appropriate places. In placing value on a system’s degree of complexity, 
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system engineers and project managers can predict a specific range of possible impacts. 

With that evaluation, targeted actions can mitigate these impacts. 

The likely impact of a given complexity value on engineering systems can be 

deleterious. A high value returned by the complexity function might imply the necessity of 

additional time and effort in development, integration, testing, and maintenance. 

Complexity is an indicator of project risk and, in general, we should aim to keep a 

complexity value low. The results of the software projects in Chapter IV support this 

observation. In addition, a high complexity value assigned to a system might predict 

difficulty in conducting exhaustive system testing due to the complex operational 

environment and/or a very large system. 

System design, system requirements, changes of technology, team dynamics, 

organizational policies and procedures, and external stakeholders are factors that contribute 

to complexity. A reasonable thought is that complexity changes with time because 

engineering projects and their environments evolve over time. 

The identification of complexity in engineered systems and the PCMM’s method 

of estimating the degree of complexity in any engineering project shed more light on the 

approach of measuring project complexity by identifying metrics that describe project 

complexity based on key risk factors in an engineering project. In addition, the PCMM lays 

the groundwork for complexity measurement standards for engineering projects by 

applying a set of measures of complexity to the project that are relevant and important to 

the program managers and systems engineers. 

There are several shortcomings of the research method and results. First, the 

PCMM only provides metrics that are associated with complexity. It does not provide 

measurement of causal relationships between each complexity factor. For instance, the 

measure of the number of personnel required for the development effort is related to the 

project size (i.e., the number of requirements, interfaces, algorithms, and operational 

scenarios). Defect density measures the number of defects per KLOC. Both measures are 

related to the project size. In general, given a fixed schedule, a large project requires more 

people to complete than a small project. A large software project usually contributes to 
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higher defect density than a small software project because it simply entails more code to 

write. Thus, there is a causal relationship between the measure of the number of personnel 

required for the development effort and the measure of defect density. 

Second, the PCMM does not provide measurement of recursive relationships 

between some project attributes and complexity. For instance, the PCMM does not measure 

the relationship between the number of project work packages and complexity or the 

relationship between employing emerging technology of the project and complexity. 

Moreover, a recursive relationship exists between the system development cycle and 

complexity. For example, a software development cycle typically consists of several phases 

like creating requirements, designing software, writing code, integration testing, deploying 

software, and maintaining the code [22], [100]. Software complexity, which can be gauged 

by the number of lines of code, the length of the procedure, and the number of branches in 

the code, can affect the maintenance cost of the software [146]. As the LOC increases, “the 

software becomes more complex and more bugs may be introduced” [146], and, therefore, 

the maintenance costs also increase [146]. In addition, the software build process can be 

difficult due to unanticipated dependencies and “complex branching structure” [146]. 

Large software projects also need substantial “management control” [146] (monitoring and 

tracking the number of defects, the number of change requirements, and the number of test 

hours). Hence, a recursive relationship exists between the system development cycle, some 

project attributes, and complexity. 

In sum, this research demonstrated a practical way to measure complexity of 

engineering projects. Systems engineers and project managers can use this complexity 

measurement method to provide both relevant information to stakeholders in the form of 

metrics that contribute to complexity and early guidance concerning actions necessary to 

accommodate that complexity. 

C. AREAS FOR FUTURE RESEARCH 

We invested considerable effort in this research to develop a systematic method to 

estimate the complexity of engineering projects. Opportunities also exist in related research 

areas that would broaden the SE body of knowledge. Because of partial validation from 
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the results of the three projects, and not knowing the nature of any of the relationships 

between complexity factors and complexity, both the pursuit of more empirical data of the 

project and the performance of regression analysis could lead to better estimates of the 

relationships between the complexity factors and complexity. In addition, the PCMM and 

associated methods to measure complexity can be extended to the creation of complexity 

profiles for small systems and enterprise systems. The PCMM and associated methods can 

be extended for the following items: 

• The complexity in systems of systems, which will be a challenge to measure 

because of the potential for emergent behaviors, distributed processes and 

controls as well as conflicting requirements, and 

• Other complex entities, such as acquisitions, the software in a system, the 

system’s technical performance, technological maturity across the system, and 

risk. 

Furthermore, the PCMM and associated methods can be applied to assess the 

effectiveness of approaches that reduce and contain complexity. In addition, the PCMM 

and associated methods can be applied to assess the recursive relationship between a 

system development cycle and complexity. 

D. FINAL REMARKS 

Until this research, systems engineers have used a few project complexity measures 

only in a specific application. The software projects in Chapter IV demonstrated that the 

PCMM and associated methods to measure complexity are both practical and useful for 

engineering projects. This research provides a systematic method to compare the 

complexity of engineering projects and to determine which project is less risky to manage. 

Thus, the PCMM and associated methods to measure complexity provide some answers to 

the research questions presented in Chapter I. 

In engineering complex systems, engineers often aim to reduce complexity because 

causes of complexity are significant and that can affect the system’s performance, safety, 

and reliability of operations. Addressing the causes of complexity is a practical way to 

reduce project risks in engineering projects. This research provides a tool to measure 
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project complexity and analyze its effects as well as to interpret CSE activities. Project 

managers and systems engineers can use this research in heuristics that suggests which 

kinds of complexity to reduce to improve system affordability. At a minimum, engineers 

can apply measures of the complexity presented in this research to quantify a design 

complexity and a development effort. Consequently, systems engineers can design simpler 

systems or processes according to these measures of complexity. 
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EPILOGUE 

As globalization has grown in recent years, technology has expanded and improved 

rapidly. Our world is changing very quickly, and we have many complex issues to tackle 

such as climate change, the COVID-19 pandemic, and flu outbreaks. Complexity science 

is concerned with systems and problems that are vigorous, unpredictable, and difficult to 

solve, consisting of many parts and interconnected relationships, and with causes and 

effects not obviously related. When we talk about complexity, we refer to ideas that are 

difficult-to-describe, predict, model, and understand. A complex system has multiple 

interfaces and subsystems as well as multiple levels of interactions. 

In this research, we have presented a model and methods that enable engineers to 

assess and estimate complexity of systems and projects. We have explored some classes of 

problems that require complex systems knowledge. We have discussed some ideas for how 

to reduce complexity in a system and project. Finally, we have presented a CSE model that 

improves our methods for enterprise SE. 

This research has demonstrated a step forward in devising a set of measures that 

provides benefits from having a method to quantify a design complexity and a development 

effort. Such benefits could help identify areas of possible concern, make projections, and 

provide inputs to decision analyses such as trade studies. 

We are on the edge of a vast and emerging science. One main purpose of this 

research is to provide a clearer picture of the concept of complexity and an understanding 

of the complexity that surrounds us. We can ask whether core ideas of the complexity 

sciences presented in this research can help us address some difficult problems faced by 

today’s society—the spread of disease, the effects of climate change, and the unequal 

distribution of economic resources. We are making progress in the understanding of 

complex systems and starting to reveal their secrets—emergence, limited predictability, 

self-organization, spontaneous order, and evolutionary dynamics. No doubt, we will need 

more research as we move forward. The underlying journey seems possible, challenging, 

and exciting. 
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APPENDIX A. COMPLEXITY MEASURES OF THE B4 PROJECT 

In this appendix, we show the complexity measures of the B4 Project, which 

include the number of personnel required for the development effort, defect density, 

organizational complexity, and geographical distribution of teams as well as requirements 

volatility and the number of different job position types. 

1. Measure of the Number of Personnel Required for the Development 
Effort 

 Table A-1 shows the organizational units and their responsibilities in the B4 

project. 

Table A-1. The B4 Project organizational units and their responsibilities 

Organizational Unit Responsibilities 

1. Program 
Management 
Activity (PMA) 

• Provides funding to programs such as a capability 
development program (CDP). 

• Decides programs priorities. 
• Decides programs hardware and software. 

2. Integrated 
Product Team 
(IPT) 

• Provides lab spaces and network infrastructures to 
projects. 

• Decides organizational processes. 
• Submits CDP. 
• Manages contracts. 
• Mitigates program risks. 

3. Project Team 
(PT) 

• Manages and executes project requirements. 
• Participates in critical design review and senior 

management review. 
• Provides personnel work status and project metrics 

to IPT. 

4. Business 
Financial 
Management 
(BFM) 

• Sends, receives, and processes funding documents. 
• Provides labor and materials expenditures to the 

project team. 

5. Contractor Unit • Provides work and services to the project. 
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Organizational Unit Responsibilities 

6. Software 
Distribution Unit 
(SDU) 

• Packages and distributes software to trainers, to the 
DT/OT unit, and to the fleet. 

7. Trainer/fleet 
users Unit (T/F 
Unit) 

• Trains fleet users on how to use fleet software. 
• Reports software anomalies to the project team.  

8. Contracting Unit 
(CU) 

• Provides statements of work and manages 
contracts. 

9. DT/OT Unit • Performs developmental and operational tests on 
software. 

 

Table A-2 presents organizational units involved in milestone reviews and status 

reviews during the 24-month development phase. 

Table A-2. Planned reviews from the B4 Project plan 

Organizational 
Unit 

Review Frequency 

PMA • CDP review 
 

One time during the 
planning phase 

IPT • Senior management 
review 

Quarterly 

• Project management 
review 

Once every two weeks 
during the planning and 
development phase 

PT • System and software 
requirement review 

• Preliminary design 
review 

• Critical design review 

Two times during the 
development phase 

• Technical interchange 
meeting 

Monthly 

• Project milestone review Three times during the 
development phase 

• CCB meeting Once every two weeks 
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Table A-3 shows the calculation of software size for the B4 Project. 

Table A-3. Calculation of software size for the B4 Project 

Software size’s driver [24] B4 Project software size 

Requirements (399 nominal requirements)(1) = 399 
(1,595 easy requirements)(0.5) = 797.5 
Total is 1,196.5 (399 + 797.5) 

Interfaces (3 easy interfaces)(1.7) = 5.1 
(1 nominal interface)(4.3) = 4.3 
Total is 9.4 (5.1 + 4.3) 

Algorithms (2 easy algorithms)(3.4) = 6.8 
(2 nominal algorithms)(6.5) = 13 
Total is 19.8 (6.8 + 13) 

Operational Scenarios (use cases) (27 easy use cases)(9.8) = 264.6 

Total software size [24] = 
requirements + interfaces + 
algorithms + user cases 

1,196.5 + 9.4 + 19.8 + 264.6 = 1,490.3 

 
Table A-4 shows the calculation of the B4 Project’s effort weight factor. 

Table A-4. The B4 Project’s effort weight factor 

Effort weight factors Value 

Requirements understanding is high [24]. 0.77 

Technical risk is nominal [24]. 1 

Process capability is nominal [24]. 1 

The B4 Project’s effort weight factor is 
calculated [24]. 

(0.77)(1)(1) = 0.77 

 

Table A-5 shows the calculation of PM (person-month) [24] and the number of 

people required for the development effort. Note that the calibration constant is 0.325, and 
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the effort weight factor is 0.77 in a typical software development project [24]. As shown 

in Table A-5, the B4 Project requires 15.54 people to develop the system in 24 months. 

Table A-5. The B4 Project development effort 

B4 Project development effort Value  

Effort required to build the system = PM = 
(calibration factors)(effort factor)(software size)  

(0.325)(0.77)(1,490.3) 
= 372.95 person-month 

B4 Project development effort = (effort required to 
build the system) / (duration of the development 
phase) 

372.95 / 24 = 15.54 
people 

 

2. Defect Density Measure 

Table A-6 shows the B4 Project defect density during the 24 months of the 

development phase. The number of defects for a release (NDi) represents the cumulative 

defects unresolved. 
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Table A-6. B4 Project defect density during the 24 months of the development 
phase 

Release (i) Month Cumulative defects 
unresolved (NDi) 

KLOC Defect density 
(NDi/KLOC) 

Test 
Hours 

0 Apr-17 188 910.617 0.206 81 
1 May-17 193 926.073 0.208 204 
2 Jun-17 200 925.060 0.216 210.5 
2 Jul-17 201 925.060 0.217 86 
3 Aug-17 201 859.681 0.233 15 
3 Sep-17 206 859.681 0.239 85 
3 Oct-17 213 859.681 0.247 10 
4 Nov-17 213 858.702 0.248 38.5 
4 Dec-17 217 858.702 0.252 63 
5 Jan-18 218 859.007 0.253 17 
6 Feb-18 224 859.081 0.26 157 
7 Mar-18 227 859.069 0.264 47 
7 Apr-18 231 859.069 0.268 82.5 
7 May-18 233 859.069 0.271 5 
8 Jun-18 235 859.094 0.273 22 
8 Jul-18 238 859.094 0.277 0 
9 Aug-18 252 860.018 0.293 83 
9 Sep-18 255 860.018 0.296 0 
10 Oct-18 134 870.559 0.153 119 
10 Nov-18 256 870.559 0.294 14 
10 Dec-18 258 870.559 0.296 0 
10 Jan-19 259 870.559 0.297 0 
10 Feb-19 261 870.559 0.299 0 
10 Mar-19 261 870.559 0.299 0 

 
Table A-7 shows the consolidate data of the releases of Table A-6. In Table A-7, 

the defect density of the B4 Project is 0.299 in the first 24 months (April 2017 to March 

2019). The total test hours for that period of 24 months is 1,339.5 hours. 261 defects are 

reported in the 24-month period. 
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Table A-7. Consolidated data of the releases of Table A-6 

Release (i) Month Cumulative defects 
unresolved (NDi) 

KLOC Defect density 
(NDi/KLOC) 

Test Hours 

0 Apr-17 188 910.617 0.206 81 
1 May-17 193 926.073 0.208 204 
2 Jul-17 201 925.060 0.217 296.5 
3 Oct-17 213 859.681 0.247 110 
4 Dec-17 217 858.702 0.252 101.5 
5 Jan-18 218 859.007 0.253 17 
6 Feb-18 224 859.081 0.26 157 
7 May-18 233 859.069 0.271 134.5 
8 Jul-18 238 859.094 0.277 22 
9 Sep-18 255 860.018 0.296 83 
10 Mar-19 261 870.559 0.299 133 
Total  1,339.5 

3. Organizational Complexity Measure 

Figure A-1 shows the context diagram of nodes, links, communication frequencies 

and levels of importance of the communications between PMA and IPT, between PMA 

and PT, and also between PMA and the DT/OT unit during the 24 months development 

phase. 

IPT PMA

Project 
Team 
(PT)

DT/OT 
Unit

Critical design review (1:3)

Senior management review (8:3)

Developmental test status (1:2)

Operational test status (1:2)

CDP submissions (1:5)

Program operations status (48:2)

CDP decisions and priorities (1:5)

Program funding status (24:3)

CDP funding documents (8:5)

Program priorities (24:3)

Hardware/software selection (1:3)

DT/OT report (1:4)

 
Figure A-1. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between PMA and IPT, between PMA and PT, and between PMA 

and the DT/OT unit 
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Figures A-2, A-3, and A-4 show the context diagrams of the rest of the nodes, links, 

communication frequencies, and importance levels of the communications between the 

organizations of the B4 Project. 

Project 
Team 
(PT)

IPT

BFM

Contracting 
Unit (CU)

Project status (48:1)

Project metrics (24:2)

Personnel work status (48:2)

Contracts status (24:1)

Lab operations decisions (24:2)

Project personnel status (48:3)

Contracts status (24:1)

Request for proposal status (24:1)

Statement of work status (48:1)

Project funding status (24:1)

Funding document status (48:1)

Labor expenditures (48:3)

Materials expenditures (48:3)

Program funding status (24:3)

Contracts approval (1:5)

 
Figure A-2. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between IPT and PT, between IPT and CU, and between IPT and 

BFM 
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T/F Unit

Project 
Team (PT)

BFM

Contractor 
Unit

Software anomaly reports (24:4)

Fleet requirements priority report (2:3)

EDT schedule (2:2)

Software submission schedule (24:2)

Software distribution status (8:1)

Work performed status (48:2)

Bill hours reports (48:2)

Labor hour expenditure status (48:3)

Materials expenditure status (48:3)

SDU

 
Figure A-3. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between PT and the T/F unit, between PT and SDU, between PT 

and BFM, and between PT and the contractor unit 

T/F Unit

SDU

Software distribution status (24:1)

Software distribution status (24:1)
DT/OT 

Unit

BFM

Contractor 
Unit

Contract funding status (24:1)

Contractin
g Unit 
(CU)

Contract fulfillment status (1:1)

 
Figure A-4. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between SDU and the T/F unit, between SDU and DT/OT unit, 

between the contractor unit and BFM, and between the contractor 
unit and CU 

Tables A-8 and A-9 show the frequencies and levels of importance of the 

communications in the B4 Project during the 24 months of the development phase. These 
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data are extracted from project status reports, test reports, senior management reviews, and 

the project plan. 

Table A-8. Frequencies of the communications during the entire 24 months of 
the development phase 

 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

1. IPT 1. Program operations 
status 

 48      

2. Program funding status  24      
3. CDP submission  1      
1. Contracts status   24     
2. Lab operations status   24     
3. Project personnel 
status 

  48     

1. Labor expenditures    48    
2. Materials expenditures    48    
3. Program funding status    24    
1. Contracts approval 
decisions 

    1   

Subtotal  73 96 120 1   
2. PMA 1. CDP decisions 1       

2. CDP funding 
document 

8       

3. Program priorities 
status 

24       

4. B4 hardware/software 
selection 

1       

5. B4 DT/OT report 1       
Subtotal 35       

3. Project 
Team (PT) 

1. Project status 48       
2. Project metrics 24       
3. Personnel work status 48       
1. Critical design review 
status 

 1      

2. Senior management 
review 

 8      

Subtotal 120 9      
4. BFM 1. Project funding status 24       

2. Funding document 
status 

48       

1. Labor hour 
expenditure status 

  48     
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2. Materials expenditure 
status 

  48     

Subtotal 72  96     
5. 
Contracting 
Unit (CU) 

1. Contracts status 24       
2. RFP status 24       
3. Statement of work 
status 

48       

Subtotal 96       
6. 
Contractor 
Unit 

1. Work performed status   48     
2. Bill hours report   48     
1. Contract funding status    24    
1. Contract fulfillment 
status 

    1   

Subtotal   96 24 1   
7. T/F Unit 1. EDT schedule   2     

2. Software anomaly 
report 

  24     

3. Fleet requirements 
priority report 

  2     

Subtotal   28     
8. DT/OT 
Unit 

1. DT status  1      
2. OT status  1      
Subtotal  2      

9. SDU 1. Software submission 
schedule 

  24     

2. Software distribution 
status 

  8     

1. Software release status      24 24 
Subtotal   32   24 24 

 Total 322 84 34
8 

144 2 24 24 
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Table A-9. Levels of importance of the communications during the entire 24 
months in the B4 Project 

 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

1. IPT 1. Program operations 
status 

 2      

2. Program funding status  3      
3. CDP submission  5      
1. Contracts status   1     
2. Lab operations status   2     
3. Project personnel 
status 

  3     

1. Labor expenditures    3    
2. Materials expenditures    3    
3. Program funding status    3    
1. Contracts approval 
decisions 

    5   

2. PMA 1. CDP decisions 5       
2. CDP funding 
documents 

5       

3. Program priorities 
status 

3       

4. Hardware/software 
decisions 

3       

5. DT/OT report 4       
3. Project 
Team 

1. Project status 1       
2. Project metrics 2       
3. Personnel work status 2       
1. Critical design review 
status 

 3      

2. Senior management 
review 

 3      

4. BFM 1. Project funding status 1       
2. Funding document 
status 

1       

1. Labor hour 
expenditure status 

  3     

2. Materials expenditure 
status 

  3     

5. 
Contracting 
Unit (CU) 

1. Contracts status 1       
2. RFP status 1       
3. Statement of work 
status 

1       

1. Work performed status   2     
2. Bill hours report   2     
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 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

6. 
Contractor 
Unit 

1. Contract funding status    1    
1. Contract fulfillment 
status 

    1   

7. T/F Unit 1. EDT schedule   2     
2. Software anomaly 
reporting 

  4     

3. Fleet requirements 
priority report 

  3     

8. DT/OT 
Unit 

1. DT status  2      
2. OT status  2      

9. SDU 1. Software submission 
schedule 

  2     

2. Software distribution 
status 

  1   1 1 

  

Table A-10 shows the organizational complexity of each organizational unit. We 

sum up the contribution of organizational complexity from each of the nine organizational 

units during the period of 24 months and obtain the total organizational complexity of 7.66. 

Table A-10. Organizational complexity of each organizational unit in 
the B4 Project 

Organizational Unit IF Total 

1. IPT interacts 
with PMA, PT, 
BFM, and CU. 

PMA: 
[(2)(48)+3(24)+(
5)(1)]/[(5)(73)]= 
0.474 

PT: 
[(1)(24)+(2)(
24)+(3)(48)]/
[(5)(96)] = 
0.45 

BFM: 
[(3)(48)+(3)(48
)+(3)(24)]/[(5)(
120)] = 0.6 

CU: 
(1)(5)/[
(5)(1)] 
= 1 

2.52 

2. PMA interacts 
with IPT. 

IPT: [(5)(1)+(5)(8)+(3)(24)+(3)(1)+(4)(1)]/[(5)(35)] = 0.708 0.708 

3. PT interacts with 
IPT and PMA. 

IPT: 
[(1)(48)+(2)(24)+(2)(48)]/[(5)(12
0)] = 0.32 

PMA: 
[(3)(1)+(3)(8)]/[(5)(9)] = 
0.6 

0.92 

4. BFM interacts 
with IPT and PT. 

IPT: 134516 
[(1)(24)+(1)(48)]/[(5)(72)] = 0.2 

PT: 
[(2)(48)+(2)(48)]/[(5)(96)
] = 0.4 

0.6 

5. CU interacts 
with IPT. 

IPT: [(1)(24)+(1)(24)+(1)(48)]/[(5)(96)] = 0.2 0.2 
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Organizational Unit IF Total 

6. Contractor Unit 
interacts with PT, 
BFM, and CU. 

PT: 
[(2)(48)+(2)(48)]/
[(5)(96)] = 0.4 

BFM: 
[(1)(24)]/[(5)
(24)] = 0.2 

CU: [(1)(1)]/[(5)(1)] = 0.2 0.8 

7. T/F Unit 
interacts with PT. 

PT: [(2)(2)+(4)(24)+(3)(2)]/[(5)(28)] = 0.757 0.757 

8. DT/OT Unit 
interacts with 
PMA. 

PMA: [(2)(1)+(2)(1)]/[(5)(2)] = 0.4 0.4 

9. SDU interacts 
with PT, T/F Unit, 
and DT/OT Unit. 

PT: 
[(2)(24)+(1)(8)]/[
(5)(32)] = 0.35 

T/F Unit: 
[(1)(24)]/[(5)
(24)] = 0.2 

DT/OT Unit: 
[(1)(24)]/[(5)(24) ] = 0.2 

0.75 

Total Contributions    7.66 

 

4. Geographical Distribution of Teams Measure 

Table A-11 shows the geographical distribution of teams from the nine 

organizational units in the B4 Project. We sum up the number of sites, locations, and time 

zones. We obtain the value of 19 for the measure of geographical distribution of teams. 

Table A-11. Geographical distribution of teams in the B4 Project 

 Number of Sites Location  Time Zone 

1. PMA 1 East-coast city 
 

Eastern time  
 

2. IPT 1 Southwest-1city Pacific time 
3. PT 3 Southwest-1 city Pacific time 

4. BFM 1 Southwest-1 city Pacific time 

5. CU 1 Southwest-1 city Pacific time 

6. Contractor Unit 2 Southwest-1 city Pacific time 

7. T/F Unit 1 Northwest city Pacific time 

8. DT/OT Unit 2 East-coast city and 
Southwest-2 city 

Eastern time and Pacific 
time 

9. SDU 1 Southwest-1 city Pacific time 

Total 13 4 2 
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5. Requirements Volatility Measure 

Table A-12 show the requirements metrics during the 24 months of the 

development phase. As presented in Table 58, the project starts with a baseline of 2,067 

requirements. During a 24-month period, the B4 Project has 803 change requests (356 new 

+ 18 modifications + 429 deletions) and 1,994 requirements. 

Table A-12. B4 Project requirements metrics during the 24 months of 
the development phase 

 Requirement (CRi) BR = 2,067 requirements 
Baseline New Modification Deletion Total # of 

requirements 
Requirements 

volatility = 
(CRi)/(BR) 

0    2,067 0 
1 50   2,117 0.024 
2 5   2,122 0.002 
3 10   2,132 0.004 
4 150   2,282 0.072 
5 17 1 7 2,292 0.012 
6 6   2,298 0.003 
7 12 11 2 2,308 0.012 
8 4 1 7 2,305 0.005 
9   5 2,300 0.002 
10 23  311 2,012 0.161 
11 7  30 1,989 0.018 
12 7  14 1,982 0.010 
13 19  8 1,993 0.013 
14 20 2 5 2,008 0.013 
15 5 2  2,013 0.003 
16 5  27 1,991 0.015 
17 1   1,992 0 
18   1 1,991 0 
19 4   1,995 0.002 
20 4   1,999 0.002 
21 1   2,000 0 
22 1   2,001 0 
23 4  1 2,004 0.002 
24 1 1 11 1,994 0.006 

Total 356 18 429   
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6. Number of Different Job Position Types 

Table A-13 shows 44 types of job position in the B4 Project. Thus, the measure of 

different job position types (JPT) is 44. 

Table A-13. Job position types in the B4 Project 

Organization 
Unit 

Job Position Type 

1. PMA a. Program manager 
b. Executive officer 
c. Logistics lead 
d. Business operations manager 

2. IPT a. IPT site lead 
b. Military lead 
c. Office manager 
d. Chief systems engineer 
e. Program-related 
engineering lead 

f. Lead technologist 
g. International 
programs lead 
h. Process 
improvement lead 
i. Fleet help desk 
specialist 
j. Training manager 

3. PT a. Product lead 
b. Project manager 
c. Systems engineer 
d. Design lead 
e. Requirements lead 
f. Programmer 

g. Software installer 
h. Test lead 
i. Configuration 
manager 
j. Product 
documentation lead 
k. Standards 
compliance lead 
l. Tester 

4. BFM a. BFM lead 
b. Financial analyst 
c. Financial technician 

5. CU a. Contracting officer 
b. Contracting analyst 
c. Contract specialist 
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Organization 
Unit 

Job Position Type 

6. 
Contractor 
Unit 

a. Contract representative 
b. Site manager 
c. Technical team lead 

7. T/F Unit a. Fleet liaison 
b. Trainer 
c. Fleet representative 

8. DT/OT 
Unit 

a. Lead software engineer 
b. Information assurance specialist 
c. Technical analyst 

9. SDU a. Program analyst 
b. Product integrity lead  
c. Systems engineer lead 

 

Table A-14 shows the responsibilities for the 44 job position types in the B4 Project. 

Table A-14. Responsibilities for job position types in the B4 Project 

Job Position Type Responsibility 

1. Project sponsor Define future operational requirements for 
the fleet. Set program’s priorities and 
allocate funding. 

2. Executive officer Coordinate and decide program’s funding 
and priorities. 

3. Logistics lead Coordinate and distribute hardware to 
various programs at the PMA level. 

4. Business operations 
manager 

Perform supervisory responsibilities 
associated with the strategic planning, risk 
management, and administrative and 
management activities for various 
programs. 

5. IPT site lead Direct, plan, budget, and manage the 
execution of programs at the IPT level. 
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Job Position Type Responsibility 

6. Military lead Serve as IPT site lead from the military 
chain of command.  

7. Office manager Provide credit card buys. Maintain training 
records and create reports for various data 
calls. 

8. Chief systems 
engineer 

Review, evaluate, coordinate, and monitor 
programs at the IPT level. 

9. Program-related 
engineering lead 

Coordinate and allocate funding for 
program-related engineering and program-
related logistics. 

10. Lead technologist Coordinate and execute capability 
development across multiple product lines 
and on solution development with other 
competencies. 

11. International 
programs lead 

Collaborate and coordinate with defense 
science and technology (DST) group and 
foreign partners to develop new capabilities. 
Provide support to FMS customers. 

12. Process 
improvement lead 

Plan, review, and execute standards 
compliance and process improvement 
policies established by the IPT. 

13. Fleet help desk 
specialist 

Provide help desk support to fleet users by 
answering phone calls and responding to 
emails from the fleet. 

14. Training manager Plan, schedule, coordinate, and conduct 
process improvement training. 

15. Product lead Direct and lead development of project 
plans, including project schedule, technical 
performance, and budget. Approve or 
disapprove milestone reviews. 

16. Project manager Coordinate, assess, and monitor software 
development schedules, contracts, budgets, 
and personnel of the B4 Project. 

17. Systems engineer Perform requirements, functional interfaces, 
and functional architectures of the B4 
software project. 
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Job Position Type Responsibility 

18. Design lead Lead the software development process, 
implementation of code, testing strategies, 
and software deployment methods. 

19. Requirements lead Develop, review, analyze, and maintain 
software requirements for the B4 Project. 

20. Programmer Develop code and perform software 
integration activities. 

21. Software installer Develop software installation packages for 
deployment. 

22. Test lead Plan and manage all test related functions 
including test strategy, test plan 
development, test execution and reporting, 
development of personnel skills, and 
improvement of processes. 

23. Configuration 
manager 

Perform configuration management duties 
in support of software releases. Develop and 
maintain software version description 
documents, operational procedures, and 
internal documentation. 

24. Product 
documentation lead 

Develop software user’s guide and technical 
manuals. 

25. Standards 
compliance lead 

Assess, review, and monitor process 
compliance in each program. 

26. Tester Test software and record software defects. 

27. BFM lead Monitor programs for project management 
requirements. Perform financial analysis 
and reporting. 

28. Financial analyst Provide guidance on policies and 
requirements of financial programs. 

29. Financial technician Prepare, process, and reconcile funding 
documents and related issues. Respond to 
data calls and cost estimating. 

30. Contracting officer Coordinate, implement, and monitor the 
contract compliance program. Provide 
technical advice and assistance in all areas 
of contracted support services. 
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Job Position Type Responsibility 

31. Contracting analyst Provide advice and assistance to the 
contracting officer and program managers 
in cost and schedule contractual 
management, ensuring proper 
interpretations of reporting requirements. 

32. Contract specialist Negotiate sole source contracts and 
modifications. Provide guidance to 
technical personnel involved in the 
development of contract packages. 

33. Contract 
representative 

Maintain records of performance schedules 
and work progress reports. Monitor 
contractor performance and/or negotiate 
settlements. 

34. Site manager Lead, plan, execute, and conduct analyses 
concerning all aspects of services performed 
by contract. 

35. Technical team lead Serve as a supervisor of technical teams for 
contracting work. 

36. Fleet liaison Plan, coordinate, report, and execute fleet 
requirements. Analyze and resolve fleet-
related issues. 

37. Trainer Conduct operational software training to 
fleet users. Test released software and 
report any software anomaly to product 
lead. 

38. Fleet representative Work closely with project managers and 
trainers in reviewing fleet requirements for 
the program. 

39. Lead software 
engineer 

Evaluate the effectiveness of DT/OT 
software function in addressing operational 
and information security requirements. 
Determine if a system is ready or not for 
fleet release. 

40. Information 
assurance specialist 

Evaluate, assess, analyze, and test software 
systems to ensure compliance with 
Information Assurance policies, 
instructions, and directives. 
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Job Position Type Responsibility 

41. Technical analyst Assist lead software engineer to evaluate, 
assess, analyze, and test of DT/OT software. 

42. Program analyst Interface with customers from multiple 
technical teams and provide services 
required by customers. 

43. Product integrity 
lead 

Coordinate and distribute software to 
customers from multiple technical teams 
according to SDU release schedule and 
distribution list. 

44. Systems engineer 
lead 

Coordinate, assess, and monitor software 
release schedule for a specific program 
within the SDU. 

 

7. B4 Project Complexity 

Tables A-15, A-16, A-17, A-18, A-19, and A-20 show the scores and associated 

levels of complexity of six complexity metrics in the PCMM. We use a Likert scale [32] 

of 1 to 5 to map the scores of the PCMM metrics to the associated levels of complexity as 

shown in Tables A-15, A-16, A-17, A-18, A-19, and A-20. 

Table A-15. The score and associated level of complexity of the 
measure of the number of personnel required for the B4 Project 

Metric PCMM 

value 

Number of people 

per year can be 

funded (PMI) 

Score Complexity Level 

1. Number of 

personnel required 

for the development 

effort (people) 

 1 to 7 1 Simple 

8 to 15 2 Complicated 

17.09 16 to 27 3 Low complexity 

 28 to 34 4 Moderate complexity 

> 34 or unknown 5 High complexity 
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Table A-16. The score and associated level of complexity of the 
measure of defect density in the B4 Project 

Metric PCMM 

value 

Defects / KLOC 

(software industry 

standard) 

Score Complexity Level 

2. Defect density 

(defects / KLOC) 

0.299 0 to 0.5 1 Simple 

 0.51 to 1.1 2 Complicated 

1.2 to 2 3 Low complexity 

2.1 to 3 4 Moderate complexity 

> 3 or unknown 5 High complexity 

 

Table A-17. The score and associated level of complexity of the 
measure of organizational complexity in the B4 Project 

Metric PCMM 

value 

IF (Schwandt’s study 

[158]) 

Score Complexity Level 

3. Organizational 

complexity 

 0 to 1.8 1 Simple 

1.9 to 3.7 2 Complicated 

3.8 to 5.5 3 Low complexity 

7.66 5.6 to 8.1 4 Moderate 

complexity 

 More than 8.1 or unknown 5 High complexity 
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Table A-18. The score and associated level of complexity of the 
measure of geographical distribution of teams in the B4 Project 

Metric PCMM 

value 

GD (guide from the Allen 

curve [119] and the IPT 

roles [197]) 

Score Complexity 

Level 

4. Geographical 

distribution of 

teams 

 1 to 3 1 Simple 

4 to 10  2 Complicated 

19 11 to 19 3 Low complexity 

 20 to 40 4 Moderate 

complexity 

More than 40 or unknown 5 High complexity 

 

Table A-19. The score and associated level of complexity of the 
measure of requirements volatility for the B4 Project 

Metric PCMM 

value 

RVM (best practice in the 

software industry [162]) 

Score Complexity Level 

5. Requirements 

volatility 

 0 to 0.2 1 Simple 

0.388 0.21 to 0.42 2 Complicated 

 0.43 to 0.66 3 Low complexity 

0.67 to 1 4 Moderate complexity 

More than 1 or unknown 5 High complexity 
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Table A-20. The score and associated level of complexity of the 
measure of the number of different job position types in the B4 Project 

Metric PCMM value JPT (guide from the IPT 

roles [197]) 

Score Complexity Level 

6. Number of 

different job 

position types 

 1 to 15 1 Simple 

16 to 30  2 Complicated 

44 31 to 45 3 Low complexity 

 46 to 65 4 Moderate 

complexity 

More than 65 or unknown 5 High complexity 

 

In regard to project complexity, we have six metrics. The overall complexity level 

of the B4 Project is computed as the average of the six complexity scores of the six 

measures in the PCMM, which is 2.67 as shown in Table A-21. Hence, the complexity 

level of the B4 Project is low. 

Table A-21. The complexity level of the B4 Project 

Metric PCMM value Complexity 
Score 

Complexity 
Level 

1. Number of personnel required for the 

development effort (people) 

17.05 3 Low  

2. Defect density (defects / KLOC) 0.299 1 Simple 

3. Organizational complexity 7.66 4 Moderate 

4. Geographical distribution of teams 19 3 Low 

5. Requirements volatility 0.388 2 Complicated 

6. Number of different job position types 44 3 Low 

Overall complexity level of the B4 Project  2.67 Low 
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In regard to project risk, we use a Likert scale [32] of 1 to 3 to map the total score 

from the six metrics of the PCMM to the associated risk level. Table A-22 shows the 

mapping between project complexity and risk level. 

Table A-22. Mapping between project complexity and risk level 

Project Complexity Risk Level 

1 – Simple 1 - Low 

2 – Complicated 

3 – Low complexity 

4 – Moderate complexity 2 - Medium 

5 – High complexity 3 - High 

 

We rate the risk level of the project based on degree of impact in terms of cost, 

schedule, and performance on the project, as shown in Table A-23. 

Table A-23. Rating of project risk level 

Risk 
Level 

Project Cost Project 
Schedule 

Project 
Performance 

Low A cost 
increase of 
less than 10% 

A schedule slip 
of less than 2 
weeks 

Requirements 
can be met. 

Medi
um 

A cost 
increase 
between 10% 
to 20% 

A schedule slip 
of between 2 to 
4 weeks 

Requirements 
can be met. 

High A cost 
increase of 
greater than 
20% 

A schedule slip 
of greater than 
4 weeks 

Requirements 
cannot be met. 
Major system 
redesign is 
required. 
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We use Table A-22 to score the six metrics in Tables A-15, A-16, A-17, A-18, A-

19, and A-20. The overall risk level of the B4 Project is calculated as the average of the six 

risk scores of the six measures in the PCMM as shown in Table A-24, which is 1.167. Thus, 

the overall risk level of the B4 Project is low. 

Table A-24. Risk level of each metric in the B4 Project 

Metric Risk Score Risk Level 

1. Number of personnel required for the development 

effort (people) 

1 Low 

2. Defect density (defects / KLOC) 1 Low 

3. Organizational complexity 2 Medium 

4. Geographical distribution of teams 1 Low 

5. Requirements volatility 1 Low 

6. Number of different job position types 1 Low 

Overall risk level of the B4 Project 1.167 Low 
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APPENDIX B. COMPLEXITY MEASURES OF THE B6 PROJECT 

In this appendix, we show the complexity measurements of the B6 Project, which 

include six measurements:  (1) number of personnel required for the development effort, 

(2) defect density, (3) organizational complexity, (4) geographical distribution of teams, 

(5) requirements volatility, and (6) number of different job position types. Based on the 

PMA’s project definitions (project cost and duration, capability development, and 

performance), the program manager’s opinions regarding the statement of requirement, the 

number of personnel required in program development, project deliverables and schedules, 

and the empirical data of both projects B4 and B6, the B6 Project is deemed more complex 

than the B4 Project. The project plan shows the nine organizational units involved in 

milestone reviews and status reviews during the 28 months development phase, as shown 

in Table B-1. 

Table B-1. Planned reviews listed in the B6 Project plan 

Organizational 
Unit 

Review Frequency 

PMA CDP review 
 

One time during 
the planning phase 

IPT Senior management review Quarterly 

Project management review Once every two 
weeks during the 
planning and 
development phase 

PT • System and software 
requirement review 

• Preliminary design 
review 

• Critical design review 

Two times during 
the development 
phase 

Technical interchange 
meeting 

Monthly 

Software engineering group 
review 

Once every two 
weeks 
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Organizational 
Unit 

Review Frequency 

Project milestone review Three times during 
the development 
phase 

CCB meeting Once every two 
weeks 

1. Measure of the Number of Personnel Required for the Development 
Effort 

Table B-2 shows the calculation of software size for the B6 Project. 

Table B-2. Calculation of software size for the B6 Project 

Software size’s driver [24] B6 Project software size 

Requirements (282 difficult requirements)(5) = 1,410 
(282 nominal requirements)(1) = 282 
(2,258 easy requirements)(0.5) = 1,129 
Total is 2,821 (1,410 + 282 + 1,129) 

Interfaces (7 easy interfaces)(1.7) = 11.9 
(6 nominal interfaces)(4.3) = 25.8 
(4 difficult interfaces)(9.8) = 39.2 
Total is 76.9 (10.2 + 12.9 + 19.6) 

Algorithms (3 easy algorithms)(3.4) = 10.2 
(2 nominal algorithms)(6.5) = 13 
(2 difficult algorithms)(18.2) = 36.4 
Total is 59.6 (10.2 + 13 + 36.4) 

Operational Scenarios (use 
cases) 

(29 easy use cases)(9.8) = 284.2 
(6 nominal use cases)(22.8) = 136.8 
(4 difficult use cases)(47.4) = 189.6 
Total is 610.6 (284.2 + 136.8 + 189.6) 

Total software size [24] = 
requirements + interfaces + 
algorithms + user cases 

2,821 + 76.9 + 59.6 + 610.6 = 3,568.1 
person-month 
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Table B-3 shows the calculation of the B6 Project’s effort weight factor. 

Table B-3. The B6 Project’s effort weight factor 

Effort weight factors Value 

Requirements understanding is high 
[24]. 

0.77 

Technical risk is nominal [24]. 1 

Process capability is nominal [24]. 1 

The B6 Project’s effort weight factor is 
calculated. 

(0.77)(1)(1) = 
0.77 

 

Table B-4 shows the calculation of PM (person-month) [24] and the number of 

people required for the development effort. Note that the calibration constant is 0.325, and 

the effort weight factor is 0.77 in a typical software development project [24]. The B6 

Project requires 31.89 people to develop the system in 28 months. 

Table B-4. The B6 Project development effort 

B6 Project development effort Value  

Effort required to build the system = PM 
= (calibration factors)(effort 
factor)(software size) 

(0.325)(0.77)(3,568.1) = 
892.92 person-month 

B6 Project development effort = (effort 
required to build the system) / (project 
duration) 

892.92 / 28 = 31.89 
people 

 

2. Defect Density Measure 

Table B-5 shows the B6 Project defect density during the entire 28 months of the 

development phase. The defect density of the B6 Project is 1.78 in the first 28 months 
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(February 2017 to June 2019). The total test hours for that period of 28 months is 6,384.85 

hours. 1,408 defects are reported in the 28-month period. 

 
Table B-5. B6 Project’s defect density during the first 28 months of the 

development phase. 

Release (i) Month Cumulative 
defects open (NDi) 

KLOC Defect density 
(NDi/KLOC) 

Test Hours 

0 Feb-17 53 495.289 0.107 41 
1 Mar-17 60 526.648 0.113 53 
2 Apr-17 86 151.192 0.568 69 
3 May-17 123 355.636 0.345 55.5 
4 Jun-17 174 482.089 0.360 124 
5 Jul-17 230 251.791 0.913 114 
6 Aug-17 259 244.945 1.057 73 
7 Sep-17 283 268.905 3.339 84.75 
8 Oct-17 299 312.894 0.955 99 
9 Nov-17 348 336.775 1.033 118.75 
10 Dec-17 429 329.711 1.301 103.5 
11 Jan-18 498 365.653 1.361 132.25 
12 Feb-18 515 393.651 1.308 14.75 
13 Mar-18 592 457.078 1.295 301.75 
14 Apr-18 633 524.784 1.206 142.5 
15 May-18 738 526.934 1.400 335 
16 Jun-18 794 532.500 1.491 276 
17 Jul-18 856 544.476 1.572 370.2 
18 Aug-18 901 556.425 1.619 282.5 
19 Sep-18 982 532.407 1.844 286.6 
20 Oct-18 1062 492.262 2.157 474 
21 Nov-18 1100 481.926 2.282 235.5 
22 Dec-18 1137 475.657 2.390 212.8 
23 Jan-19 1222 676.197 1.807 523.95 
24 Feb-19 1273 675.668 1.884 446.55 
25 Mar-19 1304 676.831 1.926 275 
26 Apr-19 1340 677.286 1.978 460.5 
27 May-19 1388 789.210 1.758 382 
28 Jun-19 1408 790.487 1.781 297.5 
Total  6,384.85 

3. Organizational Complexity Measure 

Figure B-1 shows the context diagram of nodes, links, communication frequencies, 

and levels of importance of the communications between PMA and IPT, between PMA 
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and PT, and between PMA and the DT/OT unit during the 28 months development phase. 

For example, as shown in Figure B-1, IPT submits CDPs to the PMA one time with the 

communication level of importance of 5. PMA provides the program priorities to the IPT 

28 times with the communication level of importance of 3 each time. 

IPT PMA

Project 
Team 
(PT)

DT/OT 
Unit

Critical design review (1:3)

Senior management review (9:3)

Developmental test status (1:2)

Operational test status (1:2)

CDP submissions (1:5)

Program operations status (56:2)

CDP decisions and priorities (1:5)

Program funding status (28:3)

CDP funding documents (9:5)

Program priorities (28:3)

Hardware/software selection (1:3)

DT/OT report (1:4)

 
Figure B-1. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between PMA and IPT, between PMA and PT, and also between 

PMA and the DT/OT unit 

Figures B-2, B-3, and B-4 show the context diagrams of the rest of the nodes, links, 

the communication frequencies, and levels of importance of the communications between 

the organizations of the B6 Project. 
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Project 
Team 
(PT)

IPT

BFM

Contracting 
Unit (CU)

Project status (56:1)

Project metrics (28:2)

Personnel work status (56:2)

Contracts status (28:1)

Lab operations decisions (28:2)

Project personnel status (56:3)

Contracts status (28:1)

Request for proposal status (28:1)

Statement of work status (56:1)

Project funding status (28:1)

Funding document status (56:1)

Labor expenditures (56:3)

Materials expenditures (56:3)

Program funding status (28:3)

Contracts approval (1:5)

 
Figure B-2. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between IPT and PT, between IPT and CU, and between IPT and 

BFM 

T/F Unit

Project 
Team (PT)

BFM

Contractor 
Unit

Software anomaly reports (28:4)

Fleet requirements priority report (2:3)

EDT schedules (3:2)

Software submission schedules (28:2)

Software distribution status (10:1)

Work performed status (56:2)

Bill hours reports (56:2)

Labor hour expenditure status (56:3)

Materials expenditure status (56:3)
SDU

 
Figure B-3. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between PT and the T/F unit, between PT and SDU, between PT 

and BFM, and between PT and the contractor unit 
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T/F Unit

SDU

Software distribution status (28:1)

Software distribution status (28:1)
DT/OT 

Unit

BFM

Contractor 
Unit

Contract funding status (28:1)

Contracting 
Unit (CU)

Contract fulfillment status (1:1)

 
Figure B-4. A context diagram of nodes, links, communication 

frequencies, and levels of importance of the communications 
between SDU and the T/F unit, between SDU and DT/OT unit, 

between the contractor unit and BFM, and between the contractor 
unit and CU 

 

Tables B-5 and B-6 show the frequencies and levels of importance of the 

communications in the B6 Project during the 28 months of the development phase. These 

data are extracted from project status reports, test reports, senior management reviews, and 

the project plan. 

Table B-5. Frequencies of the communications during the first 28 months of 
the development phase 

 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

1. IPT 1. Program 
operations status 

 56      

2. Program funding 
status 

 28      

3. CDP submission  1      
1. Contracts status   28     
2. Lab operations 
status 

  28     
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 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

3. Project personnel 
status 

  56     

1. Labor 
expenditures 

   56    

2. Materials 
expenditures 

   56    

3. Program funding 
status 

   28    

1. Contracts 
approval decisions 

    1   

Subtotal  85 112 140 1   
2. PMA 1. CDP decisions 1       

2. CDP funding 
documents 

9       

3. Program priorities 
status 

28       

4. B6 
hardware/software 
selection 

1       

5. B6 DT/OT report 1       
Subtotal 40       

3. Project 
Team (PT) 

1. Project status 56       
2. Project metrics 28       
3. Personnel work 
status 

56       

1. Critical design 
review status 

 1      

2. Senior 
management review 

 9      

Subtotal 140 10      
4. BFM 1. Project funding 

status 
28       

2. Funding 
document status 

56       

1. Labor hour 
expenditure status 

  56     

2. Materials 
expenditure status 

  56     

Subtotal 84  112     
1. Contracts status 28       
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 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

5. 
Contracting 
Unit (CU) 

2. RFP status 28       
3. Statement of work 
status 

56       

Subtotal 112       
6. 
Contractor 
Unit 

1. Work performed 
status 

  56     

2. Bill hours report   56     
1. Contract funding 
status 

   28    

1. Contract 
fulfillment status 

    1   

Subtotal   112 28 1   
7. T/F Unit 1. EDT schedule   3     

2. Software anomaly 
report 

  28     

3. Fleet requirements 
priority report 

  2     

Subtotal   33     
8. DT/OT 
Unit 

1. DT status  1      
2. OT status  1      
Subtotal  2      

9. SDU 1. Software 
submission schedule 

  28     

2. Software 
distribution status 

  10     

1. Software release 
status 

     28 28 

Subtotal   38   28 28 
 Total 376 97 407 168 2 28 28 

Table B-6. Levels of importance of the communications during the first 28 
months of the development phase 

 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/OT 
Unit 

1. IPT 1. Program 
operations status 

 2      

2. Program funding 
status 

 3      
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 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/OT 
Unit 

3. CDP submission  5      
1. Contracts status   1     
2. Lab operations 
status 

  2     

3. Project personnel 
status 

  3     

1. Labor expenditures    3    
2. Materials 
expenditures 

   3    

3. Program funding 
status 

   3    

1. Contracts approval 
decisions 

    5   

2. PMA 1. CDP decisions 5       
2. CDP funding 
documents 

5       

3. Program priorities 
status 

3       

4. Hardware/software 
decisions 

3       

5. DT/OT report 4       
3. Project 
Team 

1. Project status 1       
2. Project metrics 2       
3. Personnel work 
status 

2       

1. Critical design 
review status 

 3      

2. Senior 
management review 

 3      

4. BFM 1. Project funding 
status 

1       

2. Funding document 
status 

1       

1. Labor hour 
expenditure status 

  3     

2. Materials 
expenditure status 

  3     

5. 
Contractin
g Unit 
(CU) 

1. Contracts status 1       
2. RFP status 1       
3. Statement of work 
status 

1       
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 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/OT 
Unit 

6. 
Contractor 
Unit 

1. Work performed 
status 

  2     

2. Bill hours report   2     
1. Contract funding 
status 

   1    

1. Contract 
fulfillment status 

    1   

7. T/F 
Unit 

1. EDT schedule   2     
2. Software anomaly 
reporting 

  4     

3. Fleet requirements 
priority report 

  3     

8. DT/OT 
Unit 

1. DT status  2      
2. OT status  2      

9. SDU 1. Software 
submission schedule 

  2     

2. Software 
distribution status 

  1   1 1 

 

Table B-7 shows the calculations of organizational complexity of each 

organizational unit. We sum up the contribution of organizational complexity from each of 

the nine organizational units during the period of 28 months and obtain the total 

organizational complexity of 7.64. 

Table B-7. Organizational complexity of each organizational unit in the B6 
Project 

Organizational 
Unit 

IF Total 

1. IPT interacts 
with PMA, PT, 
BFM, and CU. 

PMA: 
[(2)(56)+(3)(28)+
(5)(1)]/[(5)(85)]=
0.473 

PT: 
[(1)(28)+(2)(
28)+(3)(56)]/
[(5)(112)]=0.
45 

BFM: 
[(3)(56)+(3)(5
6)+(3)(28)]/[(
5)(140)]=0.6 

CU: 
[(1)(5)]
/[(5)(1)
] =1 

2.52 

2. PMA 
interacts with 
IPT. 

IPT: [(5)(1)+(5)(9)+(3)(28)+(3)(1)+(4)(1)]/[(5)(40)]=0.705 0.705 
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Organizational 
Unit 

IF Total 

3. PT interacts 
with IPT and 
PMA. 

IPT: 
[(1)(56)+(2)(28)+(2)(56)]/[(5)(140)]=
0.32 

PMA: 
[(3)(1)+(3)(9)]/[(5)(
10)]=0.6 

0.92 

4. BFM 
interacts with 
IPT and PT. 

IPT: [(1)(28)+(1)(56)]/[(5)(81)]=0.2 PT: 
[(2)(56)+(2)(56)]/[(5
)(112)]=0.4 

0.6 

5. CU interacts 
with IPT. 

IPT: [(1)(28)+(1)(28)+(1)(56)]/[(5)(112)]=0.2 0.2 

6. Contractor 
Unit interacts 
with PT, BFM, 
and CU. 

PT: 
[(2)(56)+(2)(56)]/[(5)
(112)]=0.4 

BFM: 
[(1)(28)]/
[(5)(28)]
=0.2 

CU: [(1)(1)]/[(5)(1)]=0.2 0.8 

7. T/F Unit 
interacts with 
PT. 

PT: [(2)(3)+(4)(28)+(3)(2)]/[(5)(33)]=0.751 0.751 

8. DT/OT Unit 
interacts with 
PMA. 

PMA: [(2)(1)+(2)(1)]/[(5)(2)]=0.4 0.4 

9. SDU 
interacts with 
PT, T/F Unit, 
and DT/OT 
Unit. 

PT: 
[(2)(28)+(1)(10)]/
[(5)(38)]=0.347 

T/F Unit: 
[(1)(28)]/[(5)
(28)]=0.2 

DT/OT Unit: 
[(1)(28)]/[(5)(28)]=0.2 

0.747 

Total 
Contribution 

   7.64 

4. Geographical Distribution of Teams Measure 

Table B-8 shows the geographical distribution of teams from the nine 

organizational units in the B6 Project. We sum up the number of sites, locations, and time 

zones. We obtain the value of 20 for the measure of geographical distribution of teams. 

Table B-8. Geographical distributions of teams in the B6 Project 

 Number 
of Sites 

Location  Time Zone 

1. PMA 1 East-coast city Eastern time  

2. IPT 1 Southwest-1city Pacific time 
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 Number 
of Sites 

Location  Time Zone 

3. PT 4 Southwest-1 city Pacific time 

4. BFM 1 Southwest-1 city Pacific time 

5. CU 1 Southwest-1 city Pacific time 

6. Contractor 
Unit 

2 Southwest-1 city Pacific time 

7. T/F Unit 1 Northwest city Pacific time 

8. DT/OT 
Unit 

2 East-coast city 
and 
Southwest-2 city 

Eastern time and 
Pacific time 

9. SDU 1 Southwest-1 city Pacific time 

Total 14 4 2 

5. Requirements Volatility Measure 

Table B-9 show the requirements metrics during the 28 months of the development 

phase. As presented in Table B-9, the project starts with a baseline of 2,089 requirements. 

During a 28-month period, the B6 Project has 2,725 change requests (1,586 new + 286 

modifications + 853 deletions) and 2,822 requirements. 
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Table B-9. B6 Project requirements metrics during first 28 months of the 
development phase 

 Requirement (CRi) BR = 2,089 requirements 
Baseline 

(i) 
New Modification Deletion Total # of 

requirements 
Requirements volatility 

(CRi)/(BR) 
0    2,089 0 
1 10  30 2,069 0.019 
2 6  14 2,061 0.009 
3 19  8 2,072 0.013 
4 260 4 45 2,287 0.148 
5 5   2,292 0.002 
6 46 1 9 2,329 0.027 
7 169 4 37 2,461 0.1 
8 26  4 2,483 0.014 
9 3 53 3 2,483 0.028 

10 21  18 2,486 0.018 
11 226 42 15 2,697 0.135 
12 268 29 100 2,865 0.19 
13 34 27 64 2,835 0.059 
14 23  53 2,805 0.036 
15 107  138 2,774 0.117 
16 23 5 40 2,757 0.032 
17 31  4 2,784 0.016 
18 24  59 2,749 0.039 
19 37 4 27 2,759 0.032 
20 17 14 8 2,768 0.018 
21 34 8 85 2,717 0.061 
22 37 7 21 2,733 0.031 
23 1 1 1 2,733 0.001 
24 20 1 17 2,736 0.018 
25 137 86 39 2,834 0.125 
26 2  14 2,822 0.007 

Total 1,586 286 853   

6. Number of Different Job Position Types 

The B6 Project plan shows 44 types of job positions that are identical to those in 

the B4 Project, as shown in Table A-14, Appendix A. Thus, the measure of different job 

position types (JPT) is 44. 

7. B6 Project Complexity 

Tables B-10, B-11, B-12, B-13, B-14, and B-15 show the scores and associated 

levels of complexity of six complexity metrics in the PCMM. Similar to the B4 Project, we 
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use a Likert scale [32] of 1 to 5 to map the scores of the PCMM metrics to the associated 

levels of complexity as shown in Tables B-10, B-11, B-12, B-13, B-14, and B-15. 

Table B-10. The score and associated level of complexity of the 
measure of the number of personnel required for the B6 Project 

Metric PCMM 

value 

Number of people 

per year can be 

funded (PMI) 

Score Complexity Level 

1. Number of 

personnel required 

for the development 

effort (people) 

 1 to 7 1 Simple 

8 to 15 2 Complicated 

16 to 27 3 Low complexity 

28 to 34 4 Moderate complexity 

35.08 > 34 or unknown 5 High complexity 

 

Table B-11. The score and associated level of complexity of the 
measure of defect density in the B6 Project 

Metric PCMM 

value 

Defects / KLOC (software 

industry standard) 

Score Complexity Level 

2. Defect 

density (defects 

/ KLOC) 

 0 to 0.5 1 Simple 

0.51 to 1.1 2 Complicated 

1.78 1.2 to 2 3 Low complexity 

 2.1 to 3 4 Moderate 

complexity 

> 3 or unknown 5 High complexity 
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Table B-12. The score and associated level of complexity of the 
measure of organizational complexity in the B6 Project 

Metric PCMM 

value 

IF (Schwandt’s study 

[158]) 

Score Complexity Level 

3. Organizational 

complexity 

 0 to 1.8 1 Simple 

1.9 to 3.7 2 Complicated 

3.8 to 5.5 3 Low complexity 

7.64 5.6 to 8.1 4 Moderate complexity 

 More than 8.1 or 

unknown 

5 High complexity 

 

Table B-13. The score and associated level of complexity of the 
measure of geographical distribution of teams in the B6 Project 

Metric PCMM 

value 

GD (guide from the Allen curve 

[119] and the IPT roles [197]) 

Score Complexity 

Level 

4. 

Geographical 

distribution of 

teams 

 1 to 3 1 Simple 

4 to 10  2 Complicated 

11 to 19 3 Low 

complexity 

20 20 to 40 4 Moderate 

complexity 

 More than 40 or unknown 5 High 

complexity 
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Table B-14. The score and associated level of complexity of the 
measure of requirements volatility in the B6 Project 

Metric PCMM 

value 

RVM (best practice in the 

software industry [162]) 

Score Complexity Level 

5. 

Requirements 

volatility 

 0 to 0.2 1 Simple 

0.21 to 0.42 2 Complicated 

0.43 to 0.66 3 Low complexity 

0.67 to 1 4 Moderate 

complexity 

1.3 More than 1 or unknown 5 High complexity 

 

Table B-15. The score and associated level of complexity of the 
measure of the number of different job position types in the B6 Project 

Metric PCMM value JPT (guide from the IPT 

roles [197]) 

Score Complexity Level 

6. Number of 

different job 

position types 

 1 to 15 1 Simple 

16 to 30  2 Complicated 

44 31 to 45 3 Low complexity 

 46 to 65 4 Moderate 

complexity 

More than 65 or unknown 5 High complexity 

 
The overall complexity level of the B6 Project is computed as the average 

complexity scores of the six measures in the PCMM as shown in Tables B-16. With the 

average complexity scores of 4, the overall complexity level of the B6 Project is moderate, 

as shown in Table B-16. 
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Table B-16. The complexity level of the B6 Project 

Metric PCMM value Complexity 
Score 

Complexity 
Level 

1. Number of personnel required for the 
development effort (people) 

35.08 5 High 

2. Defect density (defects / KLOC) 1.78 3 Low 

3. Organizational complexity 7.64 4 Moderate 

4. Geographical distribution of teams 20 4 Moderate 

5. Requirements volatility 1.3 5 High 

6. Number of different job position types 44 3 Low 

Overall complexity level of the B6 Project  4 Moderate 

 
We use Table A-22 to score the six metrics in Tables B-10, B-11, B-12, B-13, B-

14, and B-15. The overall risk level of the B6 Project is calculated as the average of the six 

risk scores of the six measures in the PCMM, which is 2 as shown in Table B-17. Thus, 

the overall risk level of the B6 Project is medium as shown in Table B-17. 

Table B-17. The risk level of each metric in the B6 Project 

Metric Score Risk Level 

1. Number of personnel required for the development 
effort (people) 

3 High 

2. Defect density (defects / KLOC) 1 Low 

3. Organizational complexity 2 Medium 

4. Geographical distribution of teams 2 Medium 

5. Requirements volatility 3 High 

6. Number of different job position types 1 Low 

Overall risk level of the B6 Project 2 Medium 
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APPENDIX C. COMPLEXITY MEASURES OF THE B8 PROJECT 

In this appendix, we present the complexity measurements of the B8 Project. These 

measurements include the number of personnel required for the development effort, defect 

density, organizational complexity, geographical distribution of project teams, 

requirements volatility, and the number of different job position types. Based on the PMA’s 

project definitions, the program manager’s opinion, and the empirical data from the project 

profiles B4, B6, and B8, the B8 Project is less complex than the B6 Project but more 

complex than the B4 Project. The B8 Project plan listed stakeholders’ roles and functions, 

as shown in Table C-1. 

Table C-1. Stakeholders’ roles and functions listed in the B8 Project plan 

Stakeholder 
Role 

Function 

Program 
sponsor 

• Define future operational requirements for the 
fleet. 

• Set program’s priorities and allocate funding. 

Program 
manager 

• Develop the project schedule, budget, and evaluate 
the technical performance of the SoI. 

• Approve or disapprove milestone reviews. 
• Oversee procurements. 

Product lead • Oversee system definition, development, 
integration, and testing. 

• Establish and maintain the project management 
plan (PMP). 

• Create program increment plan (PIP) and conduct 
program increment planning meetings. 

• Interface with IPT and external organizations for 
project status. 

• Participate in milestone reviews and IPT 
management reviews. 
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Stakeholder 
Role 

Function 

Senior 
management 

• Provide personnel and lab resources to each 
project. 

• Provide resources for personnel development and 
training. 

• Commit to IPT policies, process improvement, and 
industrial engineering development standards. 

BFM office • Allocate funding within the IPT. 
• Provide contractor oversight. 
• Oversee IPT procurements. 
• Advise senior management on any anomalies. 

Fleet 
representation 

• Provide operational insight and end user direction 
during the development life cycle for new 
capabilities and modifications.  

Naval aviation 
depot 

• Generate hardware change packages for the 
specified aircraft. 

Developmental 
testing 

• Verify and validate that all new system 
requirements are met. 

• Perform a regression test to verify and validate that 
previously existing requirements still perform 
correctly by the system. 

Operational 
testing 

• Test new or modified systems as they would be 
used in the fleet. 

• Determine whether a system is ready for fleet 
release. 

 

The project plan also shows the nine organizational units involved in milestone 

reviews and status reviews during the 20 months development phase, as shown in Table C-

2. 
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Table C-2. Planned reviews from the B8 Project plan 

Organizational 
Unit 

Review Frequency 

PMA • CDP review 
 

One time during the 
planning phase 

IPT • Senior management 
review 

Quarterly 

• Project management 
review 

Once every two 
weeks during the 
planning and 
development phase 

PT • System and software 
requirement review 

• Preliminary design 
review 

• Critical design 
review 

Two times during 
the development 
phase 

• Technical 
interchange meeting 

Monthly 

• Software 
engineering group 
review 

Once every two 
weeks 

• Project milestone 
review 

Three times during 
the development 
phase 

• CCB meeting Once every two 
weeks 

 

1. Measure of the Number of Personnel Required for the Development 
Effort 

Table C-3 shows the calculation of software size for the B8 Project. 
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Table C-3. Calculation of software size for the B8 Project 

Software size’s driver [24] B8 Project software size 

Requirements (578 nominal requirements)(1) = 578 
(2,313 easy requirements)(0.5) = 1,156.5 
Total is 1,734.5 (578 + 1,156.5). 

Interfaces (2 easy interfaces)(1.7) = 3.4 
Total is 3.4. 

Algorithms (1 easy algorithms)(3.4) = 3.4 
Total is 3.4. 

Operational Scenario (use 
cases) 

(38 easy use cases)(9.8) = 372.4 
(5 nominal use cases)(22.8) = 114 
Total is 486.4 (372.4 + 114). 

Total software size [24] = 
requirements + interfaces 
+ algorithms + user cases 

1,734.5 + 3.4 + 3.4 + 486.4 = 2,227.7 

 

Table C-4 shows the computation of the B8 Project’s effort weight factor. 

Table C-4. The B8 Project’s effort weight factor 

Effort weight factors Value 
Requirements understanding is high 
[24]. 

0.77 

Technical risk is nominal [24]. 1 
Process capability is nominal [24]. 1 
The B6 Project’s effort weight factor is 
calculated 

(0.77)(1)(1) = 0.77 

 

Table C-5 shows the calculation of PM (person-month) [24] and the number of 

people required for the development effort. Note that the calibration constant is 0.325, and 

the effort weight factor is 0.77 in a typical software development project [24]. The B8 

Project requires 27.87 people to develop the system in 20 months. 
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Table C-5. The B8 Project development effort 

B8 Project development effort Value  

Effort required to build the system = PM = 
(calibration factors)(effort factor)(software 
size) 

(0.325)(0.77)(2,227.7) = 
557.48 person-month 

B6 Project development effort = (effort 
required to build the system) / (project 
duration) 

557.48 / 20 = 27.87 
people 

2. Defect Density Measure 

Table C-6 shows the B8 Project’s defect density during the first 20 months of the 

development phase. After the first 20 months in the development phase (Jun-21), the 

project averaged 0.109 defects per KLOC, which is well within the industry standard limit 

of 3. The total test hours for the 20-month period is 838.5 hours. There are 49 defects 

reported in the 20-month period. 

In Table C-6, the defect density trend is upward toward the end of the first 20 

months development cycle (October 2019 through June 2021), indicating that test hours 

have increased dramatically before the release of the software to stakeholders. This means 

that either the testers spent fewer hours testing and closing the open defects, or they spent 

more hours testing the software and found more defects. 
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Table C-6. B8 Project’s defect density during the first 20 months of the 
development phase 

Release Month Cumulative 
defects open (NDi) 

KLOC Defect density 
(NDi/KLOC) 

Test Hours 

0 Oct-19 1 787.303 0.001 50 
1 Nov-19 1 784.546 0.001 9 
2 Dec-19 1 786.059 0.001 17 
3 Jan-20 1 786.059 0.001 0 
4 Feb-20 1 786.059 0.001 0 
5 Mar-20 1 355.542 0.003 16 
6 Apr-20 6 323.950 0.019 35 
7 May-20 10 442.604 0.022 42 
8 Jun-20 10 442.604 0.022 10 
9 Jul-20 16 446.237 0.035 48 
10 Aug-20 16 440.028 0.036 0 
11 Sep-20 21 443.354 0.047 66 
12 Oct-20 35 449.464 0.078 175 
13 Nov-20 40 449.789 0.089 104 
14 Dec-20 41 448.745 0.091 47 
15 Jan-21 44 448.741 0.098 24 
16 Feb-21 44 448.818 0.098 27.5 
17 Mar-21 44 449.836 0.098 0 
18 Apr-21 44 449.836 0.098 7 
19 May-21 46 449.836 0.102 64 
20 Jun-21 49 449.836 0.109 97 
Total  838.5 

 

3. Organizational Complexity Measure 

Figure C-1 shows the context diagram of nodes, links, communication frequencies 

and levels of importance of communications between PMA and IPT, between PMA and 

PT, and between PMA and the DT/OT unit during the first 20-month development phase. 

For example, as shown in Figure C-1, IPT submits CDPs to the PMA one time with the 

communication level of importance of 5. PMA provides the program priorities to the IPT 

20 times with the communication level of importance of 3 each time. 
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IPT PMA

Project 
Team 
(PT)

DT/OT 
Unit

Critical design review (1:3)

Senior management review (6:3)

Developmental test status (1:2)

Operational test status (1:2)

CDP submissions (1:5)

Program operations status (40:2)

CDP decisions and priorities (1:5)

Program funding status (20:3)

CDP funding documents (6:5)

Program priorities (20:3)

Hardware/software selection (1:3)

DT/OT reports (1:4)

 
Figure C-1. A context diagram of nodes, links, communication 

frequencies, and importance levels of the communications between 
PMA and IPT, between PMA and PT, and between PMA and the 

DT/OT unit 

Figures C-2, C-3, and C-4 show the context diagrams of the rest of the nodes, links, 

communication frequencies, and importance levels of the communications between the 

organizations of the B6 Project. 

Project 
Team 
(PT)

IPT

BFM

Contracting 
Unit (CU)

Project status (40:1)

Project metrics (20:2)

Personnel work status (40:2)

Contracts status (20:1)

Lab operations status (20:2)

Project personnel status (40:3)

Contracts status (20:1)

Request for proposal status (20:1)

Statement of work status (40:1)

Project funding status (20:1)

Funding document status (40:1)

Labor expenditures (40:3)

Materials expenditures (40:3)

Program funding status (20:3)

Contracts approval (1:5)

 
Figure C-2. A context diagram of nodes, links, communication 

frequencies, and importance levels of the communications between 
IPT and PT, between IPT and CU, and between IPT and BFM 
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T/F Unit

Project 
Team (PT)

BFM

Contractor 
Unit

Software anomaly reports (20:4)

Fleet requirements priority reports (2:3)

EDT schedules (2:2)

Software submission schedules (20:2)

Software distribution status (6:1)

Work performed status (40:2)

Bill hours reports (40:2)

Labor hour expenditure status (40:3)

Materials expenditure status (40:3)
SDU

 
Figure C-3. A context diagram of nodes, links, communication 

frequencies, and importance levels of the communications between 
PT and the T/F unit, between PT and SDU, between PT and BFM, 

and between PT and the contractor unit 

T/F Unit

SDU

Software distribution status (20:1)

Software distribution status (20:1)
DT/OT 

Unit

BFM

Contractor 
Unit

Contract funding status (20:1)

Contracting 
Unit (CU)

Contract fulfillment status (1:1)

 
Figure C-4. A context diagram of nodes, links, communication 

frequencies, and importance levels of the communications between 
SDU and the T/F unit, between SDU and DT/OT unit, between the 
contractor unit and BFM, and between the contractor unit and CU 

Tables C-7 and C-8 show the frequencies and levels of importance of the 

communications in the B8 Project during the 20 months of the development phase. These 
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data are extracted from project status reports, test reports, senior management reviews, and 

the project plan. 

Table C-7. Frequencies of the communications during the first 20 months of 
the development phase 

 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

1. IPT 1. Program operations 
status 

 40      

2. Program funding 
status 

 20      

3. CDP submission  1      
1. Contracts status   20     
2. Lab operations status   20     
3. Project personnel 
status 

  40     

1. Labor expenditures    40    
2. Materials 
expenditures 

   40    

3. Program funding 
status 

   20    

1. Contracts approval 
decisions 

    1   

Subtotal  61 80 100 1   
2. PMA 1. CDP decisions 1       

2. CDP funding 
documents 

6       

3. Program priorities 
status 

20       

4. hardware/software 
selection 

1       

5. DT/OT reports 1       
Subtotal 29       

3. Project 
Team (PT) 

1. Project status 40       
2. Project metrics 20       
3. Personnel work 
status 

40       

1. Critical design 
review status 

 1      



282 

 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

2. Senior management 
reviews 

 5      

Subtotal 100 6      
4. BFM 1. Project funding 

status 
20       

2. Funding document 
status 

40       

1. Labor hour 
expenditure status 

  40     

2. Materials 
expenditure status 

  40     

Subtotal 60  80     
5. 
Contracting 
Unit (CU) 

1. Contracts status 20       
2. RFP status 20       
3. Statement of work 
status 

40       

Subtotal 80       
6. 
Contractor 
Unit 

1. Work performed 
status 

  40     

2. Bill hours reports   40     
1. Contract funding 
status 

   20    

1. Contract fulfillment 
status 

    1   

Subtotal   80 20 1   
7. T/F Unit 1. EDT schedules   2     

2. Software anomaly 
reports 

  20     

3. Fleet requirements 
priority reports 

  2     

Subtotal   24     
8. DT/OT 
Unit 

1. DT status  1      
2. OT status  1      
Subtotal  2      

9. SDU 1. Software submission 
schedules 

  20     

2. Software distribution 
status 

  6     

1. Software release 
status 

     20 20 
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 Communication of 
information 

Frequency 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

Subtotal   26   20 20 
 Total 269 69 29

0 
120 2 20 20 

 

Table C-8. Levels of importance of the communications during the first 20 
months of the development phase 

 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

1. IPT 1. Program operations 
status 

 2      

2. Program funding 
status 

 3      

3. CDP submission  5      
1. Contracts status   1     
2. Lab operations 
status 

  2     

3. Project personnel 
status 

  3     

1. Labor expenditures    3    
2. Materials 
expenditures 

   3    

3. Program funding 
status 

   3    

1. Contracts approval 
decisions 

    5   

2. PMA 1. CDP decisions 5       
2. CDP funding 
documents 

5       

3. Program priorities 
status 

3       

4. Hardware/software 
decisions 

3       

5. DT/OT report 4       
3. Project 
Team 

1. Project status 1       
2. Project metrics 2       
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 Communication of 
information 

Level of importance 
IPT PMA PT BFM CU T/F 

Unit 
DT/
OT 
Unit 

3. Personnel work 
status 

2       

1. Critical design 
review status 

 3      

2. Senior management 
review 

 3      

4. BFM 1. Project funding 
status 

1       

2. Funding document 
status 

1       

1. Labor hour 
expenditure status 

  3     

2. Materials 
expenditure status 

  3     

5. 
Contracting 
Unit (CU) 

1. Contracts status 1       
2. RFP status 1       
3. Statement of work 
status 

1       

6. 
Contractor 
Unit 

1. Work performed 
status 

  2     

2. Bill hours report   2     
1. Contract funding 
status 

   1    

1. Contract fulfillment 
status 

    1   

7. T/F Unit 1. EDT schedule   2     
2. Software anomaly 
reporting 

  4     

3. Fleet requirements 
priority report 

  3     

8. DT/OT 
Unit 

1. DT status  2      
2. OT status  2      

9. SDU 1. Software 
submission schedule 

  2     

2. Software 
distribution status 

  1   1 1 
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Table C-9 shows the calculations of organizational complexity of each 

organizational unit. We sum up the contribution of organizational complexity from each of 

the nine organizational units during the period of 20 months and obtain the total 

organizational complexity of 7.65. 

Table C-9. Organizational complexity of each organizational unit in the B8 
Project 

Organizational 
Unit 

IF Total 

1. IPT interacts 
with PMA, PT, 
BFM, and CU. 

PMA: 
[(2)(40)+(3)(20)
+(5)(1)]/[(5)(61
)]=0.475 

PT: 
[(1)(20)+(2)(2
0)+(3)(40)]/[(
5)(80)]=0.45 

BFM: 
[(3)(40)+(3)(4
0)+(3)(20)]/[(
5)(100)]=0.6 

CU: 
(1)(5)
/(5)(1
) =1 

2.52 

2. PMA interacts 
with IPT. 

IPT: 
[(5)(1)+(5)(6)+(3)(20)+(3)(1)+(4)(1)]/[(5)(29)]=0.703 

0.703 

3. PT interacts 
with IPT and 
PMA. 

IPT: 
[(1)(40)+(2)(20)+(2)(40)]/[(5)(10
0)]=0.32 

PMA: 
[(3)(1)+(3)(6)]/[(5)(7)
]=0.6 

0.92 

4. BFM interacts 
with IPT and PT. 

IPT: 
[(1)(20)+(1)(40)]/[(5)(60)]=0.2 

PT: 
[(2)(20]+(2)(40)]/[(5)
(60)]=0.4 

0.6 

5. CU interacts 
with IPT. 

IPT: [(1)(20)+(1)(20)+(1)(40)]/[(5)(80)]=0.2 0.2 

6. Contractor 
Unit interacts 
with PT, BFM, 
and CU. 

PT: 
[(2)(40)+(2)(40)]/
[(5)(80)]=0.4 

BFM: 
[(1)(20)]/[(5
)(20)]=0.2 

CU: 
[(1)(1)]/[(5)(1)]=0.2 

0.8 

7. T/F Unit 
interacts with PT. 

PT: [(2)(2)+(4)(20)+(3)(2)]/[(5)(24)]=0.75 0.75 

8. DT/OT Unit 
interacts with 
PMA. 

PMA: [(2)(1)+(2)(1)]/[(5)(2)]=0.4 0.4 

9. SDU interacts 
with PT, T/F 
Unit, and DT/OT 
Unit. 

PT: 
[(2)(20)+(1)(6)]
/[(5)(26)]=0.354 

T/F Unit: 
[(1)(20)]/[(5)(
20)]=0.2 

DT/OT Unit: 
[(1)(20)]/[(5)(20)]=0.2 

0.754 

Total 
Contribution 

   7.65 
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4. Geographical Distribution of Teams Measure 

Table C-10 shows the geographical distribution of teams from the nine 

organizational units in the B8 Project. We sum up the number of sites, locations, and time 

zones. We obtain the value of 20 for the measure of geographical distribution of teams. 

Table C-10. Geographical distributions of teams in the B8 Project 

 Number 
of Sites 

Location  Time 
Zone 

1. PMA 1 East-coast city Eastern 
time  
 

2. IPT 1 Southwest-1city Pacific 
time 

3. PT 4 Southwest-1 city Pacific 
time 

4. BFM 1 Southwest-1 city Pacific 
time 

5. CU 1 Southwest-1 city Pacific 
time 

6. 
Contractor 
Unit 

2 Southwest-1 city Pacific 
time 

7. T/F 
Unit 

1 Northwest city Pacific 
time 

8. DT/OT 
Unit 

2 East-coast city and 
Southwest-2 city 

Eastern 
time and 
Pacific 
time 

9. SDU 1 Southwest-1 city Pacific 
time 

Total 14 4 2 
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5. Requirements Volatility Measure 

Table C-11 show the requirements metrics during the 20 months of the 

development phase. As presented in Table C-10, the project starts with a baseline of 2,822 

requirements. During a 20-month period, the B8 Project has 1,029 change requests (533 

new + 32 modifications + 464 deletions) and 2,822 requirements. The overall requirements 

volatility measure is computed as 0.36 (RVM = 1,029 / 2,822). 

Table C-11. B8 Project requirement metrics during the first 20 months 
of the development phase 

 Requirement (CRi) BR = 2,822 requirements 
Baseline New Modification Deletion Total # of 

requirements 
Requirements 

volatility 
(CRi/BR) 

0    2,822 0 
1 26   2,848 0.009 
2 5   2,853 0.001 
3 5  4 2,854 0.003 
4 62  22 2,894 0.029 
5 20  2 2,912 0.008 
6 21  18 2,915 0.013 
7 24 24 6 2,933 0.019 
8 53 1 2 2,984 0.019 
9 11  53 2,942 0.022 
10 23  43 2,922 0.023 
11 107  138 2,891 0.087 
12 23 5 40 2,874 0.024 
13 2  4 2,872 0.002 
14 24  59 2,837 0.029 
15 2  1 2,838 0.001 
16 25  22 2,841 0.017 
17 21  8 2,854 0.01 
18 19 1 17 2,856 0.013 
19 58 1 11 2,903 0.024 
20 2  14 2,891 0.006 

Total 533 32 464   
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 6. Number of Different Job Position Types 

The B8 Project plan shows 44 types of job positions that are identical to those in 

the B4 Project, as shown in Table A-14, Appendix A. Thus, the measure of different job 

position types (JPT) is 44. 

7. B8 Project Complexity 

Tables C-12, C-13, C-14, C-15, C-16, and C-17 show the scores and associated 

levels of complexity of six complexity metrics in the PCMM. Similar to the B6 Project, we 

use a Likert scale [32] of 1 to 5 to map the scores of the PCMM metrics to the associated 

levels of complexity as shown in Tables C-12, C-13, C-14, C-15, C-16, and C-17. 

Table C-12. The score and associated level of complexity of the 
measure of the number of personnel required for the B8 Project 

Metric PCMM value Number of 

people per year 

can be funded 

(PMI) 

Score Complexity Level 

1. Number of 

personnel required 

for the development 

effort (people) 

 1 to 7 1 Simple 

8 to 15 2 Complicated 

16 to 27 3 Low complexity 

30.66 28 to 34 4 Moderate complexity 

 > 34 or unknown 5 High complexity 
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Table C-13. The score and associated level of complexity of the 
measure of defect density in the B8 Project 

Metric PCMM Value Defects / KLOC 

(software industry 

standard) 

Score Complexity Level 

2. Defect 

density 

(defects / 

KLOC) 

0.109 0 to 0.5 1 Simple 

 0.51 to 1.1 2 Complicated 

1.2 to 2 3 Low complexity 

2.1 to 3 4 Moderate 

complexity 

> 3 or unknown 5 High complexity 

 

Table C-14. The score and associated level of complexity of the 
measure of organizational complexity in the B8 Project 

Metric PCMM 

value 

IF (Schwandt’s study 

[158]) 

Score Complexity Level 

3. Organizational 

complexity 

 0 to 1.8 1 Simple 

1.9 to 3.7 2 Complicated 

3.8 to 5.5 3 Low complexity 

7.65 5.6 to 8.1 4 Moderate complexity 

 More than 8.1 or 

unknown 

5 High complexity 
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Table C-15. The score and associated level of complexity of the 
measure of geographical distribution of teams in the B8 Project 

Metric PCMM 

value 

GD (guide from the Allen curve 

[119] and the IPT roles [197]) 

Score Complexity 

Level 

4. 

Geographical 

distribution of 

teams 

 1 to 3 1 Simple 

4 to 10  2 Complicated 

11 to 19 3 Low 

complexity 

20 20 to 40 4 Moderate 

complexity 

 More than 40 or unknown 5 High 

complexity 

 

Table C-16. The score and associated level of complexity of the 
measure of requirements volatility in the B8 Project 

Metric PCMM Value RVM (best practice 

in the software 

industry [162]) 

Score Complexity 

Level 

5. 

Requirements 

volatility 

 0 to 0.2 1 Simple 

0.36 0.21 to 0.42 2 Complicated 

 0.43 to 0.66 3 Low complexity 

0.67 to 1 4 Moderate 

complexity 

More than 1 or 

unknown 

5 High complexity 
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Table C-17. The score and associated level of complexity of the 
measure of number of different job position types in the B8 Project 

Metric PCMM 

value 

JPT (guide from the IPT 

roles [197]) 

Score Complexity 

Level 

6. Number of 

different job 

position types 

 1 to 15 1 Simple 

16 to 30  2 Complicated 

44 31 to 45 3 Low complexity 

 46 to 65 4 Moderate 

complexity 

More than 65 or unknown 5 High complexity 

 
The overall project complexity of the B8 Project is computed as the average 

complexity scores of the six measures in the PCMM as shown in Tables C-18. With the 

average complexity scores of 3, the overall complexity level of the B8 Project is low as 

shown in Table C-18. 
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Table C-18. The complexity level of the B8 Project 

Metric PCMM 

value 

Complexity 

Score 

Complexity 

Level 

1. Number of personnel required for the 

development effort (people) 

30.66 4 Moderate 

2. Defect density (defects / KLOC) 0.109 1 Simple 

3. Organizational complexity 7.65 4 Moderate 

4. Geographical distribution of teams 20 4 Moderate 

5. Requirements volatility 0.36 2 Complicated 

6. Number of different job position types 44 3 Low 

Overall complexity level of the B8 Project  3 Low 

 

We use Table A-22 to score the six metrics in Tables C-12, C-13, C-14, C-15, C-

16, and C-17. The overall risk level of the B8 Project is computed as the average of the six 

risk scores of the six measures in the PCMM, which is 1.5 as shown in Table C-19. With 

the overall project risk score of 1.5 as shown in Table C-19, the overall risk level of the B8 

Project is low. 

  



293 

Table C-19. The risk level of each metric in the B8 Project 

Metric Score Risk Level 

1. Number of personnel required for the development 

effort (people) 

2 Medium 

2. Defect density (defects / KLOC) 1 Low 

3. Organizational complexity 2 Medium 

4. Geographical distribution of teams 2 Medium 

5. Requirements volatility 1 Low 

6. Number of different job position types 1 Low 

Overall risk level of the B8 Project 1.5 Low 
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APPENDIX D. CSE QUESTIONS 

In this dissertation, we have provided answers to certain questions about measures 

of complexity in engineered complex systems. 

1. Under what conditions does complexity arise? 

Complexity can occur in time, space, and interactions. From this dissertation, we 

know that complexity arises when all of the seven features (nonlinearity, non-equilibrium, 

numerosity, diversity, interdependence, connectedness, and adaptivity) are present in the 

system. We also know that complexity arises because of intermediate values of these 

features. In the three software projects presented, we have shown that structural 

complexity, organizational complexity, temporal complexity, and technological 

complexity are four major sources that contribute to complexity in the Navy software 

projects. We can draw parallels from these four factors of complexity to 4 of the 7 building 

blocks of complexity―numerosity, connectedness, interdependence, and diversity. 

2. What are the practical measures of complexity? 

In this dissertation, we covered dozens of proposed measures of complexity from 

relevant literature. We discussed a few that have proven useful in any application, and none 

have been useful in every application. However, from the three software projects presented, 

the PCMM and associated methods to measure complexity demonstrated a practical 

approach to develop a complexity profile of an engineering project that consists of multiple 

complexity measures for project risk assessment. This could lead to a potential 

standardized complexity measurement for engineered systems. 

3. What are the causes of emergence in a complex system? 

Emergence is closely tied to complexity, nonlinearity, and constrained generating 

procedures (i.e., use of agents that interact with one another according to specific rules). 

We expect complex systems to exhibit emergence, and there are many paths leading to 

emergence. Thus, there are many types and “degrees” of emergence. As noted in the 

Chapter II literature review, potential emergent system elements include the following: 
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swarms, trails, task allocation and reallocation, mosaic images, crystallization, melting, 

film formation, connection generation, bridges, herding, driving, sorting, networks, 

synchronization, and distributed clustering [23]. Although we can use analogy to predict 

the results of similar systems, emergence is likely to pose many challenges to complex 

systems engineers. 

4. What are the techniques to control complex systems? 

To maintain control, complex systems require simplification or limits to their 

operational range. Some forms of prediction can also help to control complex systems. 

Fuzzy control, based on fuzzy logic, is another way to control complex systems. We may 

be able to impose control in many cases using these techniques, but such techniques will 

likely fail for some types of complex systems. We need additional research in complex 

systems control.   
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APPENDIX E. HEURISTIC APPROACHES TO REDUCING 
COMPLEXITY 

In this dissertation, we sought to measure project complexity and suggest ways to 

reduce complexity. In this section, we list some heuristic approaches to reduce system 

complexity. Reducing complexity is not easy, nor is the process it requires. The following 

are heuristic approaches to reduce system and project complexity: 

• Design modular hierarchical systems. 

• Create many small assemblies with a reduced number of interfaces. 

• Use distributed controls and processes when possible. 

• Reduce the number of requirements and redundancies in the system. 

• Simplify the design by reducing interdependence of components and use fewer 

types and kinds of parts. 

• Use standard tools, procedures, and techniques. 

• Enlist management and project sponsor support for project methodology. 

• Involve users early in the project design cycle to minimize system requirement 

changes. 

• Reduce the frequency of change in requirements, design environment, and 

system configuration. 

• Improve clarity of communication. 

• Use extensive modeling and simulation of SoI. 

• Create prototypes and adapt proven designs. 

• Learn from other industries. 

• Train engineers so they become familiar with the system in development. 

• Use social science principles to control the socio-political complexity. 

• Implement Gaussian and power law analysis on a project problem. 

• Reduce the geographical distances and time-zone discrepancies among team 

members. 

• Change the problem definition or approach in such possible ways that reduces 

complexity of project activities. 
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• Combine and eliminate some reporting tasks and review activities. 

• Clarify organizational roles and decision-making processes to best serve the 

project teams while also streamline on business processes and information 

systems.  
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