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Abstract. To improve disaster relief and crisis communication, public 

institutions (PIs) such as administrations rely on automation and technology. As 

one example, the use of conversational agents (CAs) has increased. To ensure 

that information and advisories are taken up seriously, it is important for PIs to 

be perceived as a trusted source and a trustworthy point of contact. In this study, 

we therefore examine how CAs can be applied by PIs to, on the one hand, 

automate their crisis communication and, on the other hand, maintain or even 

increase their perceived trustworthiness. We developed two CAs – one equipped 

with ethical cues in order to be perceived more trustworthy and one without such 

cues – and started to conduct an online experiment to evaluate the effects. Our 

first results indicate that applying ethical principles such as fairness, 

transparency, security and accountability have a positive effect on the perceived 

trustworthiness of the CA. 

Keywords: Public institutions, Conversational agents, Corona crisis, Trust, AI.  

1 Motivation 

Crises, such as the Covid-19 pandemic or the flood disaster in West Germany in 2021, 

pose major challenges for public institutions (PIs) such as municipal administrations or 

public facilities [1]. They are required to both react quickly to recent developments and 

publish accurate information. In such challenging and unforeseen situations, efficient 

crisis communication is necessary to mitigate damage and protect human lives [2–4]. 

PIs play an important role in these crisis situations as they usually coordinate and 

manage the communication regarding the crisis [5]. However, PIs often lack resources 

which slows down their response time and results in people's sudden information needs 

being not met [6]. To improve disaster relief and the response time in their crisis 

communication, the use of automation and communication technologies is increasingly 

being considered [2, 7, 8]. One group of technologies that is increasingly being applied 

in this context are conversational agents (CAs). CAs include systems that provide an 
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enjoyable user experience [9] by interacting with people in natural language via text or 

voice [10]. CAs can include self-learning capabilities via artificial intelligence (AI)-

based machine learning algorithms [11]. One example in the context of Covid-19 was 

the CA "COVINFO" [8] that was tested to provide current information on the 

pandemic. However, it is often not visible to the user where the information provided 

by the CA originates from and who is responsible for the system, which in turn can 

result in a decrease of trust in the PIs, which have a certain obligation to follow ethical 

principles such as transparency, accountability, explainability, fairness and security 

[12]. We therefore address this issue by examining how the perceived trustworthiness 

of PIs can be improved by using CAs that follow certain ethical principles in crisis 

communication. This led us to the following research question: 

RQ: How can ethical principles be applied to conversational agents in order to increase 

trustworthiness of public institutions during crisis events?  

We developed two CAs – one containing the ethical principles fairness, 

transparency, accountability, security & data privacy and autonomy derived from 

relevant literature and one without these cues – and started to conduct an online 

experiment. We implemented the study as a 2x1 between-subjects-design, in which the 

participants have either interacted with an "ethical" or a "neutral" CA that provided 

information about the status of the Covid-19 pandemic. We derived hypotheses to test 

how different ethical cues are connected to trustworthiness and to provide knowledge 

on how ethical principles can increase the trust in CAs and in PIs during a crisis.  

2 Background and Hypotheses  

CAs can be defined as any dialogue system that uses natural language processing and 

automatically responds in human language [9, 13, 14]. In addition, they can use 

machine intelligence (MI) in order to respond to all possible actions of the user. MI 

“was defined as the ability of a trained computer system to provide rational, unbiased 

guidance in such a way that achieves optimal outcomes in a range of environments and 

circumstances” [15]. In our study, CAs are implemented as text-based systems which 

are used as stimulus material for an online experiment. For this, we used DialogFlow 

from Google1. It can therefore be described as a conversational AI that is able to 

understand and learn from received messages through training phrases [16]. As a leader 

in conversational AI algorithms, Google addresses machine learning fairness in their 

products in order to prevent biases. These training phrases have been prepared by 

training the CA with certain “trigger words” that prompt different responses. 

Furthermore, our CA uses natural language processing (NLP) through sensitive input 

processing, pre-defined potential meanings and different responses [17]. CAs can be 

equipped with different social cues to be perceived more human-like [18, 19]. Although 

CAs have the technical abilities to support the crisis communication of PIs, they also 

need to be perceived as a trustworthy tool and a trusted source of information to ensure 

that they are used and helpful. Trust is a well-known concept and has been strongly 
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discussed in past research. It is described as the “willingness to be vulnerable to another 

party based on the belief that the latter party is 1) competent, 2) open, 3) concerned, 

and 4) reliable” [20]. A differentiation is made between trust in people and trust in 

technology [21]. Furthermore, trustworthiness represents one of the three main goals 

when trying to achieve human-centered AI (HCAI) [22]. In this context, the European 

Independent High-Level Expert Group on AI classified three components of a 

trustworthy AI: Applicable laws and regulations, compliance of ethical principles and 

technical robustness [23]. Trustworthiness is seen as an overarching ethical principle 

[16, 22]. In the present study, we focus on trust in PIs and to this end developed a 

prototype of a trustworthy CA that can provide crisis related information. In accordance 

with the social cues for CAs developed by Feine et al. [19] and considering a context 

of European PIs, we equipped the “ethical” CA with certain ethical cues regarding the 

elaboration of the ethical principles of trustworthy AI [23] Considering current 

research, the ethical principles of fairness, transparency, security & data privacy, 

accountability, and respect for human autonomy were attributed a very high relevance 

especially in the European context [16, 23, 24]. In order to examine how these ethical 

cues can increase the trust in a CA, we derived the following hypotheses: [H1-5] The 

perceived {fairness, transparency, accountability, security & data privacy, respect for 

human autonomy} of a CA has a positive influence on the perceived trustworthiness. 

3 Study Design and Preliminary Results 

To answer the research question and test our hypotheses, we developed two CAs that 

differ in the fact that one of them (named “German Health Assistant”) offers a variety 

of ethical cues and social cues such as those proposed by Feine et al. [19] with regard 

to  ethical principles from previous research [16, 23, 24], while the second CA (named 

“Covid Assistant”) is not equipped with these cues and therefore labeled as the 

“neutral” CA. However, both CAs use the same source for information and follow a 

largely similar conversational pattern. The only difference between the two CAs were 

the present/absent ethical cues. The source for all information is offered by the German 

national ministry of health on the website zusammengegencorona.de [25]. Ethical cues 

of the German Health Assistant include but are not limited to the features in Table 1.  

To improve the users’ understanding of the agent’s competences, we added a series of 

Covid-19 related topics (for example “basic knowledge about the coronavirus”) to 

choose from at the beginning of the chat. This guidance is supposed to narrow down 

the possible triggers and their respective responses. The CAs have furthermore been 

integrated into two websites that were designed slightly different: The website for the 

ethical CA has been styled to mimic an official website of the German Robert-Koch-

Institute. The agent itself has also been styled accordingly. 

Table 1. Implementation of the social cues for the German Health Assistant 

Ethical principles  Ethical cues 

Fairness using gender-neutral language wherever 

possible 



Security & data privacy GDPR-conformity disclaimers 

Transparency and accountability Providing links with additional 

information about the content and the 

CA 

Respect for human autonomy Asking to start the dialogue, and waiting 

for user input 

 

The website for the neutral CA has been designed to look more informal and unofficial. 

To test the effect of the ethical cues of the German Health Agent CA on the perceived 

trustworthiness, we conducted a quantitative 2x1 between-subjects-design online study 

consisting of an interaction task with a CA platform (for example gathering information 

on the virus mutations) and some online questionnaires focusing on the perception of 

the ethical cues, the PI and trustworthiness of the CA. To determine whether there were 

any technical difficulties with the interface or interaction with the CA, we conducted a 

pretest with N = 10 participants. We also used the pretest to validate self-developed 

question scales on the ethical cues and excluded two items to improve reliability. 

Furthermore, we used the pretest to briefly evaluate the sufficiency of the ethical cues. 

Overall, fairness was measured with six items. One example item was " The chatbot is 

free of bias". Transparency was measured by eight items. An example item was: "The 

chatbot makes it clear where it retrieves its information from." Security and data 

privacy was measured with nine items. An example item was: "The chatbot prevents 

unauthorized access to data." Accountability was measured with four items. An 

example item was "The chatbot provides the ability to report problems with the 

chatbot." Respect for human autonomy was measured with seven items. An example 

item was "The chatbot does not take decision-making away from users." 

Participants for the main study have been recruited from different online 

communities via email and social media. They randomly interacted with either the 

ethical or the neutral CA. Irrespective of which CA the participants have seen, both 

groups received the same set of three tasks, which all were spread across different topics 

within the pandemic and all required interaction with the agent. After completing the 

interaction, participants were asked to name the organization that offered the CA and 

whether they think they can trust this organization. As a next step, participants were 

asked to judge the perceived trustworthiness of the CA they interacted with. To evaluate 

the CA in regard to the ethical principles, the items that had been validated in the pretest 

and developed from the findings of [18, 23, 24] were inquired using a 7-point Likert 

scale. Afterwards, the human-computer trust scale [26] was used to measure the 

perceived trustworthiness of the CA in more detail. We further added the item “I can 

trust the chatbot” to this scale, which was also measured using a 7-point Likert scale. 

For additional evaluation of the CAs, the perceived usefulness and intention to use were 

measured and finally, participants were asked to enter their demographics.  

We have already gathered preliminary data from 157 participants and started to 

analyze 101 datasets. To measure the influence of the individual ethical principles on 

perceived trustworthiness, we conducted a first linear regression analysis with the 

independent variable being the ethical principles and the dependent variable being 

overall trustworthiness). The model proved to be significant (F (5,95) = 42.96, p < .001) 



with a reasonably high regression accuracy of R = .83 and R2 = .68. The standard mean 

error of this analysis had a value of SE = .58.  

Table 2. Results of the linear regression analysis 

Variable B  T (99)  p  

(Constant)  -2.31  -6.28  .000  
Fairness  .15  2.06  .000  
Transparency  .26  2.63  .042  
Security & Data Privacy  .48  4.41  .010  
Accountability  .20  2.56  .012  
Respect for Human Autonomy  -.02  -.32  .748  

 

As shown in Table 2, all ethical principles except respect for human autonomy 

showed a significance of p < .05. This indicates that the hypotheses H1 to H4 can be 

supported while hypothesis H5 should be rejected. 

4 First Conclusions and Next Steps 

Our preliminary results on the effect of the ethical cues on trustworthiness support 

previous literature [18, 23, 24]. However, the ethical cue respect for human autonomy 

seems to have no significant effect on the trust in the CA and the PI. We therefore 

conclude that a CA that uses a more dominant language is more likely to be trusted 

[27]. This might be explained by the fact that in crisis situations, citizens rely on clear 

guidance from PIs. Furthermore, a catalogue of ethical cues especially focusing on 

fairness, transparency, security and accountability and their practical implementations 

could offer best practices for developing trustworthy CAs. Regarding next steps, we 

will collect more data to achieve a broader sample size. We will further re-evaluate the 

existing data and test our hypotheses, as well as evaluate the influence of the perceived 

trustworthiness on the perceived usefulness and intention to use such a system.  

We expect that the use of ethical cues will successfully increase the ethical principles 

conveyed by the agent, which in turn will increase the perceived trustworthiness of the 

CA. Furthermore, we expect to be able to validate the ethical cues we derived from 

existing literature and aim to identify and analyze more ethical cues in the context of 

PIs. Beyond that, an analysis regarding which principles generate more or less trust and 

whether the design of ethical cues themselves has any meaningful impact could be 

beneficial to both PIs and the scientific community. For this, it is also important to 

examine the ethical cues’ effect without the presented websites in order to exclude the 

effect of biases.  

Our research offers guidance for PIs on how they can use CAs to communicate 

information regarding crises both quickly and accurately, as well as in line with ethical 

standards and norms to maintain or possibly increase their trustworthiness. This 

research will help extend the knowledge on the perception of ethical CAs as well as 

how ethical principles are intertwined and how they can be tested.  
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