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ABSTRACT 

With the rapid development of artificial intelligence, people have moved from manual customer service to handling affairs, and 

now they are more inclined to use intelligent customer service systems. The intelligent customer service system is generally a 

chat robot based on natural language processing, and it is a dialogue system. Therefore, it plays a vital role in many fields, 

especially in the field of e-commerce. In this article, to help researchers further study the customer service system for e-commerce, 

we survey the learning-based methods in dialogue understanding, dialogue management and dialogue response generation in the 

customer service system. In particular, we compare the advantages and disadvantages of these methods and pointed out further 

research directions. 

 

Keywords:  E-commerce, customer service system, learning, dialogue understanding, dialogue management, dialogue response 

generation. 

 

INTRODUCTION 

With the rapid development of artificial intelligence and e-commerce, customer service is essential in real life. Customer service 

refers to manually or non-manually providing customers with pre-sales and after-sales support to help them get a relaxing and 

pleasant experience. Nowadays, customer service is performed through the phone and e-mail, the Internet, Short Message Service 

(SMS), social media, and even artificial intelligence technology. If customer service is represented by a computer system or 

realized by Natural Language Processing (NLP) technology, we call it a customer service system. In the past ten years, many 

companies have developed self-service intelligent customer service systems, such as AliMe from Alibaba (Li et al., 2017), 

Google Now from Google (Ehrenbrink, Osman & Möller, 2017), and CarPlay from Apple (Holstein et al., 2015), etc. Customers 

can talk to them at any time to find the answers they want. 

 

In the field of e-commerce, traditional customer service is primarily manual. In a period of the rapid increase in traffic, such as 

Taobao’s Double Eleven shopping carnival, it will overload the call centre, and manual customer service cannot handle customers 

quickly and online 24 hours a day. It is also impossible to fully understand the customer’s information due to the concurrent 

needs of the customer, which will reduce the efficiency of customer service to solve the problem, resulting in a long waiting time 

for customers. Finally, customers are disappointed and dissatisfied with the interactive experience. Research shows that nearly 

75% of customers have experienced poor customer service (Siddiqui & Sharma, 2010). Therefore, driven by big data and 

artificial intelligence technology, merchants are increasingly inclined to use intelligent customer service systems instead of 

manual customer service to improve their competitiveness in the e-commerce market. The essence of customer service systems 

is a dialogue system. 

 

A dialogue system mainly consists of three comments: dialogue understanding, dialogue management, and dialogue response 

generation (Fan, Luo & Lin, 2020a; Fan, Luo & Lin, 2020b; Fan & Luo, 2020). Dialogue understanding aims to convert textual 

information into a semantic representation that a computer can process. For computers, it is not essential to understand the exact 

meaning of each word in a sentence. Instead, it is necessary to understand the importance of the sentence. Dialogue management 

is the core part of the dialogue system. Its primary function is to maintain and update the dialogue's state and give the next 

dialogue strategy based on the current dialogue state and the knowledge of the knowledge base. Dialogue response management 

is an integral part of interaction with users. It uses a generative model to generate responses based on the dialogue strategy given 

by dialogue management to facilitate user interaction. A good generative model can generate sentences suitable for new scenarios 

by using a small amount of training corpus to provide users with accurate information (Mi et al., 2019). 

 

The existing surveys on the customer service system (Nuruzzaman & Hussain, 2018; Arora, Batra & Singh, 2013; Wang & Yuan, 

2016; Chen et al., 2017) are not comprehensive enough, do not involve the latest work in recent years, or are outdated. Therefore, 

to facilitate people to further study the customer service system, in this paper, we focus on its three essential components: 

dialogue understanding, dialogue management, and dialogue response generation. Specifically, we will survey the most advanced 

learning-based methods concentrate on these three aspects. As shown in Figure 1, these methods are Convolutional Neural 

Network (CNN) (LeCun et al., 1989), Bi- Gate Recurrent Unit (Bi- GRU) (Cho et al., 2014) + CNN, Recurrent Neural Network 

(Mikolov et al., 2010), Topic Model (Papadimitriou et al., 2000), Reinforcement Learning (RL) (Kaelbling, Littman & Moore, 

1996), BERT (Devlin et al., 2018), CNN + Transfer Learning (TL) (Weiss, Khoshgoftaar & Wang) and GPT-2 (Radford et al., 
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2019). In particular, we compare their pros and cons and point out possible future jobs. We hope that the survey in this paper 

can provide some clues for customer service developers to choose the proper method for their specific task. 

 
Source: This study 

Figure 1: A taxonomy of learning methods used for the customer service system 

 

We organise the rest of this paper as follows. The second section briefs some learning-based methods for dialogue understanding. 

The third section recaps some learning-based methods for dialogue management. The fourth section reviews some learning-

based methods for dialogue response generation. The fifth section discusses this paper. Finally, the sixth section summarises this 

paper. 

 

DIALOGUE UNDERSTANDING 

Intent recogisation and slot filling 

CNN-based method 

To reduce the working load of manual customer service, Li et al. (2017) develops an intelligent customer service system, named 

AliMe, based on CNN for Alibaba the e-commerce platform. It can answer customers' simple, repetitive, and common questions, 

thus it saves labour costs of an online shopping platform and improves the customers' online shopping experience. So, AliMe is 

a Question Answering (Q & A) system. To answer the customer's question well, it must recognise the customer's intents through 

context.  AliMe uses CNN for intent recognition of a piece of customer's dialogue (Kim, 2014), and uses fastText (Bojanowski 

et al., 2017) in the embedding layer of CNN to pre-train the data, and then further fine-tune the training results in the CNN model.  

 

The overall accuracy of AliMe has reached 89.91%, outperforming an SVM based model and an ME based model. It is 7.21% 

higher than the combination of the SVM model and the ME model. 

 

In the future, it is worth using RL to guide shopping, improve people's online shopping experience, or give AliME the ability to 

recognize images, and improve the multi-round interaction ability of AliMe to improve human-computer dialogue. 

 

Bi-GRU + CNN-based method 

An essential task of customer service is to perform semantic analysis, including two subtasks: intention recognition and slot 

filling. To reduce the accumulation of errors caused by the independent modelling of the two subtasks, Wu, Mao, and Feng 

(2021) propose a model, which integrates deep learning with cloud computing and jointly model CNN, Bi-GRU and CRF to 

improve the performance of semantic analysis and deploy it in the intelligent dialogue system. First, using two Bi-GRU models 

to obtain intent classification and slot filling's features, respectively. Then their work uses a CNN model for intent classification, 

and finally, a CRF model is used to model the slot filling's sequence information. 

 

The experiment uses the ATIS dataset and the PCSF dataset. The first experiment set a different structure for the model on the 

ATIS data set. After performing ablation experiments, the experimental results show that the accuracy of the proposed model is 

the best, reaching 89.6%. Then, they carry out the second experiment on the PCSF data set, and other conditions remain 

unchanged. Again, the experimental results show that the accuracy of the proposed model is the best, reaching 85.6%. Finally, 

they compare the proposed model with other advanced baseline models on two data sets, and the experimental results show that 

the proposed model is very effective. 
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In the future, they will improve the proposed network to process complex sentences to obtain a better user experience. They will 

also develop a lighter version for the low resource platform so that the model can better serve the common resource platform. 

 

Sentiment detection 

RNN-based method 

To track the speaker's status throughout the dialogue process and use this information for sentiment detection, Majumder et al.  

(2019) propose a novel RNN-based model called DialogueRNN. Their model assumes three main aspects related to emotion in 

the dialogue: the speaker, the context of the previous sentence, and the feeling of the last few sentences. For these three states, 

DialogueRNN first uses Global GRU to capture the context of a given utterance through dialogue and speaker status, and the 

speaker's status depends on this context. Then, since the dialogue process is mutual and dynamic, DialogueRNN uses Speaker 

GRU to update the speaker's emotional state and uses Party GRU to ensure that the model knows the state of the speaker of each 

utterance. Finally, the updated speaker state is input into the emotion GRU, and the word's emotion representation is decoded, 

thereby completing sentiment detection. 

 

During the experiment, they use two sentiment detection data sets: IEMOCAP (Busso et al., 2008) and AVEC (Schuller et al., 

2012), and divide them into a training set and test set according to the ratio of 8:2. The experiment also compares DialogueRNN 

with the latest baseline model, using accuracy, F1 score and mean absolute error as evaluation indicators to evaluate the model's 

performance. Experimental results show that the proposed model is superior to the current state-of-the-art baseline model on 

both data sets. In addition, the proposed model achieves the best average accuracy values, F1 score and mean absolute error, 

reaching 63.4%, 62.75%, and 2.102, respectively.  

 

Although their work has achieved the best performance, the proposed model can only perform sentiment detection for a single 

speaker. In future work, we can extend the current work to perform sentiment detection for multiple speakers. 

 

TM-based method 

The main challenge of sentiment detection in a dialogue system is to classify sentiment types. To obtain comprehensive 

information from certain types of conversations to improve the performance of sentiment classification, Wang et al. (2020) 

propose a novel Topic-aware Multi-task Learning (TML) based on TM. TML uses three topic models to capture the whole, 

customer, and agent's topic information to learn the rich discourse representations in customer service conversations. After 

combining with the context-aware utterance representation obtained after BERT pre-training and context iterative modelling, the 

sentiment label is finally obtained after gated fusion. 

 

The conversation data set used in the experiment comes from an online customer service system of a top e-commerce company 

in China, and the experiment uses the Macro-F1 score to evaluate the model's overall performance. The experiment also 

compared the proposed model with other state-of-the-art baselines. The experimental results show that the proposed TML method 

is significantly better than the baseline model in terms of performance, with a Macro-F1 score of 75.9%. 

 

It is worth studying to deal with the imbalance problem of emotion classification in customer service dialogue in future work. 

There are much fewer negative samples in the dialogue dataset than other samples in their work, but in reality, it is sometimes 

more important to identify negative samples. 

 

DIALOGUE MANAGEMENT 

Dialogue strategy 

RL-based method 

To support negotiation between a seller and a buyer, Bagga et al. (2020) develop such a system, called ANEGMA, based on 

deep reinforcement learning. This model can enable agents to conduct bilateral negotiations in an unknown and dynamic 

electronic market and use multi-thread synchronization to reduce time costs and increase the speed of model operation by using 

reinforcement learning further to express the strategy of the deep neural network and pre-training the strategy to reduce the 

learning time in the negotiation process.  

 

Their experiments show that ANEGMA outperforms those with two well-known negotiation strategies in one-to-many 

contemporaneous bilateral negotiations in different market environments. For example, for the overall performance of the model, 

in the first experiment of training and testing on conceder time-dependent seller strategy, ANEGMA integrates RL with 

Supervised Learning (SL) achieves the best performance on Uavg and S%, reaching 0.29 and 87.12, respectively, but on Tavg, the 

performance of ANEGMA+RL+SL is not so good as that of ANEGMA+RL (67.75s/0.77s). In the second experiment of training 

and testing on relative tit for tat behaviour dependent seller strategy, ANEGMA+RL+SL achieves the best performance on Uavg 

and S%, reaching 0.29 and 85.15, respectively, but on Tavg, the performance of ANEGMA+RL+SL is not so good as that of 

ANEGMA+RL (36.33s/0.76s). For the adaptive performance of the model, in the first experiment of training on relative tit for 

tat behaviour dependent seller strategy and testing on conceder time-dependent seller strategy, ANEGMA+RL+SL achieves the 

best performance on Uavg and S%, reaching 0.26 and 86.13, respectively. Still, on Tavg, The performance of ANEGMA+RL+SL 

is not so good as that of ANEGMA+RL (38.40s/0.74s). In the second experiment of training on conceder time-dependent seller 

strategy and testing on relative tit for tat behaviour dependent seller strategy, ANEGMA+RL+SL achieves the best performance 
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on Uavg and S%, reaching 0.28 and 84.16, respectively, but on Tavg, the performance of ANEGMA+RL+SL is not so good as that 

of ANEGMA+RL (19.30s/0.81s). 

 

In the future, it is worth improving ANEGMA in some aspects because the actual market environment is even more complicated 

than those where ANEGMA works well. So, sellers and buyers are more inclined to do multi-issue negotiation using dynamic 

strategy in a real market. 

 

BERT-based method 

Due to the limitations of the shallow connection of the pre-trained language model, for example, it cannot adapt to dynamic 

speaking scenarios, weakens the relationship between contexts, and cannot handle sequences composed of a large number of 

tags. So, to apply BERT to the task of multi-round response selection in e-commerce, Gu et al. (2020) propose a novel model 

called Speaker-Aware BERT (SA-BERT): 

1) They add speaker embeddings to specific tags to enhance the model so that Speaker-Aware BERT knows the speaker 

changes during the conversation. 

2) Since BERT is not good at processing sequences composed of tokens exceeding the limit, they propose a heuristic 

speaker-perceived disentanglement strategy to solve complex entangled conversations, which helps select a few but the 

most critical utterances based on speaker information. 

3) They design domain adaptations to integrate specific domain knowledge into pre-trained language models. 

 

The experiment thoroughly tested the performance of SA-BERT on Ubuntu Dialogue Corpus V1 (Lowe et al., 2015), Ubuntu 

Dialogue Corpus V2 (Lowe et al., 2017), Douban Conversation Corpus (Wu et al., 2017), E-commerce Dialogue Corpus (Zhang 

et al., 2018) and DSTC 8-Track 2-Subtask 2 Corpus (Kim et al., 2019), and used recall, mean average precision, mean reciprocal 

rank, and precision as evaluation indicators. The experiment compares the performance of SA-BERT and the baseline model on 

the first four data sets. The experimental results show that SA-BERT has the best performance on the four data sets, with average 

recall reaching 93.28%, 92.43%, 54.70%, and 85.60%, respectively. Furthermore, SA-BERT has the best mean average precision, 

mean reciprocal rank and precision in Douban Conversation Corpus, reaching 61.90%, 0.659 and 49.60%, respectively. Finally, 

SA-BERT is used to evaluate the performance of the proposed strategy in DSTC 8-Track 2-Subtask 2 Corpus. The experimental 

results show that SA-BERT has the best mean reciprocal rank and recall, reaching 0.594 and 47.70%, respectively. 

 

Although their work has achieved the best results on the five data sets, in a horizontal comparison, the proposed model results 

on Douban Conversation Corpus are much worse than that of Ubuntu Corpus V1 and Ubuntu Corpus V2. Therefore, we can 

continue to adjust the pre-training language model to adapt to multiple rounds of response selection and design new strategies to 

achieve better results in future work. 

 

Dialogue behavior recognition 

CNN + TL-based method 

To match the best answer in the question-answering knowledge base in the Q & A system, and solve the lack of training data 

and achieve high Queries Per Second (QPS), Yu et al. (2018) propose a CNN + TL model. Researchers roughly divide the CNN-

based models that solve Paraphrase Identification (PI) and Natural Language Inference (NLI) problems into two categories, 

sentence-encoding-based method and sentence interaction-based method. In Yu et al. work, they combine the two approaches to 

capture sentence representation and interaction structure. Make the model reach high QPS to meet industrial needs. At the same 

time, the TL model is used to obtain labelled data from a resource-rich source domain to a resource-poor target domain and 

reveals the inter-domain and intra-domain relations. Furthermore, to improve the anti-noise ability of the proposed TL framework, 

they introduce the positive semi-defined covariance matrix and the adaptive loss function to model the information weight 

between and within domains.  

 

Their experiments show that compared with other baseline models, the CNN model achieves the best performance in terms of 

both area under curve and accuracy (i.e., 82.2% and 81.2%, respectively). Moreover, the DRSS model proposed based on the 

TL method achieves the best performance in both the PI and NLI tasks. So, the performance of the overall model is more efficient 

than several baseline models, and its performance on six source-target pairs is also better than all existing frameworks.  

In addition, the framework has been deployed to the online chat system of AliExpress, a cross-border e-commerce platform, 

significantly improving its performance. 

 

In the future, it is worth improving the model's performance and the transferring ability or learning cross-language chatbots to 

achieve multilingual services. 

 

DIALOGUE RESPONSE GENERATION 

GPT-2-based method 

The pre-trained model can generate smooth dialogue responses, but there is still the problem of generating blanks. Existing 

models (Lian et al., 2019; Kim, Ahn, and Kim, 2020; Roller et al., 2021; Chen et al., 2020; Zhao et al., 2020) generate richer 

responses by retrieving relevant knowledge from a large corpus and adding dialogue history, but these two methods are time-

consuming and labour-intensive. To reduce the retrieval steps and only rely on the generative model to generate dialogue 

responses, Xu et al. (2021) propose a new end-to-end retrieval-free framework based on GPT-2, called KnowExpert. Their work 
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is to integrate the prior knowledge obtained from unstructured data into the pre-training model with lightweight adapters (Bapna 

& Firat, 2019) for the first time to get a dialogue response generation model. This method can avoid retrieving the knowledge 

base, speed up the reasoning time, improve the memory utilization efficiency and significantly improve the generation efficiency 

of the model. 

 

The experiment uses Wizzard of Wikipedia (WoW) (Dinan et al., 2018) and CMU Document Grounded Conversations 

(CMU_DoG) (Zhou, Prabhumoye & Black, 2018) as data sets, compares the proposed model with the baseline model and uses 

perplexity and F1 score as evaluation indicators to reflect the performance of the model. Experimental results show that on the 

visible WoW data set, the proposed model has the best perplexity and F1 score, reaching 15.3 and 18.8%. On the other hand, on 

the invisible WoW data set, the performance of the proposed model is worse than that of the visible WoW data set, reaching 21 

and 16.6% in PPL and F1 score. Finally, on CMU_DoG, the model achieved 17.9 and 12.0% in perplexity and F1 score. In 

general, the performance of KnowExpert is comparable to the retrieval-based model, indicating that the non-retrieval dialogue 

generation model has a promising future. 

 

It can be seen from the experimental results that the performance of the proposed model in the visible and invisible domains is 

quite different. Therefore, studying topic modelling to narrow the performance gap between the visible and invisible domains is 

worthwhile in future work. 

 

RNN-based method 

Nowadays, many researchers have widely used neural network methods in dialogue response generation, among which the more 

advanced model is Hierarchical Recurrent Encoder-Decoder (HRED) based on RNN. However, existing work rarely generates 

informative dialogue responses, so to solve this limitation, Wang et al. (2020) extend RNN-based HRED to capture more 

information content so that the model develops more informative dialogue responses. Their work has followed the three RNNs 

of HRED. Encoder RNN is mainly used to encode input sentences, and context RNN is used to encode information at the dialogue 

level, such as the state and intention of the entire dialogue. Finally, the decoder RNN is used for decoding. Moreover, they also 

expanded the scope of their attention to capturing more information content. 

 

The experiment used two data sets, a preprocessed version of Ubuntu Dialogue Corpus (Serban et al., 2017) and a multi-round 

dialogue data set collected from Sina Weibo, which from http://tcci.ccf.org.cn/conference/2018/dldoc/taskgline05.pdf. The 

experiment uses BLEU and embedding average as indicators to measure the dialogue response generated by the model and 

compares the proposed model with three baseline models. The experimental results show that the performance of the proposed 

model is the best on both datasets. The proposed model achieves the best BLEU and embedding average on the Ubuntu dataset, 

reaching 1.0276 and 0.5716, also in the Weibo dataset, reaching 1.2198 and 0.8260, indicating that the proposed model is 

effective.  

 

Future work is worth exploring how to better incorporate external knowledge into technical-domain dialogue generation, such 

as the Ubuntu Troubleshoot scenario. 

 

DISCCUSION 

Table 1: Various methods based on customer service system. 

Reference citation Method Issue addressed Advantage Disadvantage 

(Li et al., 

2017) 

69 CNN Intent recogisation 

and slot filling 

Efficient No explanation 

(Wu, Mao &  

Feng, 2021) 

0 Bi-GRU + 

CNN 

Intent recogisation 

and slot filling 

Reduce the accumulation of errors Complicated and 

large amount of 

calculation 

(Majumder 

et al., 2019) 

193 RNN Sentiment detection Provide better context Single speaker 

(Wang et al., 

2020) 

6 TM Sentiment detection Get overall information to improve 

classification performance 

Class imbalance 

(Bagga et al., 

2020) 

6 RL Dialogue strategy Efficient Long exploration 

time 

(Gu et al., 

2020) 

36 BERT Dialogue strategy Domain adaptation, resolve 

entangled dialogue, adapt to 

dynamic environment 

Few strategies to 

resolve 

entanglement 

dialogue 

(Yu et al., 

2018) 

72 CNN + TL Dialogue behavior 

recognition 

Focus on inter-domain and intra-

domain relation 

Not easy to 

converge 

(Xu et al., 

2021) 

3 GPT-2 Dialogue response 

generation 

Bypass the retrieval  
process 

The performance 

gap between the 

domains is large 
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(Wang et al., 

2020) 

0 RNN Dialogue response 

generation 

Selectively focus on the more 

semantically important parts of the 

conversation 

Not making better 

use of external 

knowledge 

Source:This study. 

 

Table 1 shows several commonly used methods for customer service systems. CNN is often used for text classification to help 

dialogue systems better perform intent recognition. The advantage of CNN is that it does not need to extract features, which 

saves feature extraction manually. However, the interpretability of CNN in text classification is poor, so it is not easy to adjust 

the elements according to the training results. The joint modelling of Bi-GRU and CNN can prevent the accumulation of errors 

caused by the two subtasks of independent modelling semantic understanding. However, joint modelling will also cause the 

model to be more complex and generate many calculations. Using RNN for sentiment detection can process each speaker's 

utterance and consider the speaker's characteristics, which can provide better context to improve the performance of the sentiment 

detection model. However, this model is currently only for one speaker and cannot be used in the dialogue of multiple speakers. 

Using TM for sentiment detection can get comprehensive information to improve sentiment classification performance, but this 

method can still not deal with the class imbalance in sentiment classification. RL is also efficient enough for dialogue systems 

because it does not require labelling samples, which reduces the costs for manual labelling. However, because RL takes too long 

to explore the best strategy, it is necessary to use deep learning to accelerate the RL model's convergence speed. The BERT-

based method can understand the change information of the speaker, select a small amount of the actual utterances as the filtered 

context, and perform domain adaptation. However, the model's multi-turn response selection and entanglement strategy are too 

simple to handle more complex conversations. CNN + TL enables the model to focus on the relationship between source and 

target domains, rather than just learning the shared feature space between fields. However, the model parameters of TL are not 

easy to converge. The GPT-2 can bypass the retrieval step in the knowledge base and only rely on the generation model to 

generate the response, which significantly improves the model's efficiency. However, this method has a significant performance 

gap between the visible domain and the invisible domain. Finally, the RNN-based dialogue response generation can selectively 

focus on the more semantically essential parts of the dialogue to generate more reasonable responses. However, this method has 

not used external knowledge well into dialogue generation. 

 

SUMMARY 

More and more researchers are interested in customer service systems. One of the important reasons is that people's demand for 

customer service systems in e-commerce and daily life is increasing, and intelligent customer service systems also bring people's 

lives. Great convenience. In this paper, we survey the learning-based dialogue understanding, dialogue management and dialogue 

response generation methods. They are the convolutional neural network, Bi-gate recurrent unit + convolutional neural network, 

recurrent neural network, topic model, reinforcement learning, BERT, convolutional neural network + transfer learning and 

GPT-2. 

 

In particular, many problems need to be solved in the future. For example, how to use RL to guide shopping, improve people's 

online shopping experience, give the model the ability to recognise images, and improve the multi-round interaction ability of 

the model to enhance human-computer dialogue and process complex sentences to obtain a better user experience. Or extend the 

current work to perform sentiment detection for multiple speakers, adapt to various rounds of response selection, design new 

strategies to achieve better results, etc. 
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