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Explainable AI for Constraint-Based Expert Systems
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jan.bode @student.kit.edu, max.schemmer @kit.edu
2 Future Labs, CAS Software, Karlsruhe, Germany
tomas.balyo@cas.de

Abstract. The need to derive explanations from machine learning (ML)-based
Al systems has been addressed in recent research due to the opaqueness of their
processing. However, a significant amount of productive Al systems are not based
on ML but are expert systems including strong opaqueness. A resulting lack of
understanding causes massive inefficiencies in business processes that involve
opaque expert systems. This work uses recent research interest in explainable Al
(XAl) to generate knowledge for the design of explanations in constraint-based
expert systems. Following the Design Science Research paradigm, we develop
design requirements and design principles. Subsequently, we design an artifact
and evaluate the artifact in two experiments. We observe the following phenomena.
First, global explanations in a textual format were well-received. Second, abstract
local explanations improved comprehensibility. Third, contrastive explanations
successfully assisted in the resolution of contradictions. Finally, a local tree-based
explanation was perceived as challenging to understand.

Keywords: Explainable Artificial Intelligence, Expert Systems, Constraints, Con-
figuration

1 Introduction

Expert systems are one of the most successful and widespread applications of AI [1-3].
They are designed to emulate the decision-making process of human experts [4] and
find applications in various industries, including engineering, telecommunication, smart
manufacturing, and construction [3,5, 6].

While traditional expert systems rely on rule-based knowledge representation in
form of if-then rules [7], more modern systems dependent on complex and opaque
models [8,9]. A particularly important type of model-based expert systems are constraint-
based approaches because they offer great functionality in terms of knowledge repre-
sentation and inferential competence due to a separation of knowledge representation
and reasoning [10, 11]. Instead of if-then rules, they depend on constraints to formulate
relationships between variables and constraint solvers to compute a valid solution. Never-
theless, constraint-based expert systems do not come without their challenges. While the
reasoning of constraint-based expert systems is more efficient compared to rule-based
systems [9], it relies on black box constraint solvers that compute an output based on an
input in form of constraints [12]. These advanced reasoning capabilities confront users
with the problem that certain decisions are increasingly hard to understand [13].
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Experience in business has shown that a lack of understanding leads to huge ineffi-
ciencies in the knowledge base debugging process. As a result, businesses rely on highly
skilled developers to resolve the errors and comprehensibility issues. However, this is
resource and time-consuming for all involved stakeholders. Therefore, constraint-based
expert systems, should provide explanations on their reasoning.

Explainable AI (XAI) is a subfield of Al with the goal to make Al more understand-
able given a specific desideratum [14]. While XAl is not new, it has seen a renewed
public and academic interest due to the rise of increasingly opaque machine learning
(ML)-based systems that rely on black-box algorithms [15]. Most of the recent publi-
cations in XAI express an algorithm-centric view and rely on the researcher’s intuition
of a good explanation [16]. This is problematic because explanations for Al systems
are usually requested by stakeholders with low technical understanding [17]. Therefore,
an interdisciplinary collaboration between the fields of Al, social sciences, and human-
computer-interaction is needed [16]. Furthermore, current approaches lack commonly
agreed-on design principles for developing user-centric XAl systems [17].

In this work, we use a user-centric approach that combines knowledge from recent
publications in XAI and social sciences to derive design knowledge for explainable
constraint-based expert systems and thereby answer the following research question:

RQ: How to design explanations in constraint-based expert systems?

This paper aims to answer the research question by performing a full Design Science
Research (DSR) cycle consisting of the following phases: Awareness of the problem,
Suggestions, Development, Evaluation and Conclusion [18]. We derive, implement,
and evaluate design requirements and design principles for user-centric explanations in
constraint-based expert systems. We identify design issues users currently face in two
steps. First, we identify issues in a review of recent publications. Second, we conduct
expert interviews with multiple stakeholders of a constraint-based product configurator.
Product configurators serve as a great example because they have a high level of human-
computer interaction. We use the identified issues to derive design requirements and
design principles. In the next step, we use the derived design principles to develop
an artifact. The artifact consists of an explanation subsystem, which we integrate into
an existing software product. For the evaluation of the DSR project, we conduct two
think-aloud experiments and a follow-up interview with two participants to test the utility
of the explanation subsystem. The result of this work is design knowledge in the form of
design principles and design requirements. Additionally, we point out implications for
future research in XAI

2 Foundations & Related Work

In this Section we describe the theoretical foundations for the design of explanation
subsystems in constraint-based expert systems and introduce related work in this field.

2.1 Expert Systems

Expert systems are a subfield of AI [19] and are computer programs that use or repre-
sent the knowledge of human experts to provide high-quality performance in a specific



domain [3]. Expert systems are used to automate and guide decision-making and problem-
solving processes [3]. The most widespread types of expert systems are rule-based and
model-based systems. Rule-based systems rely on if-then rules to represent knowledge.
For example, if temperature below 0°C, then water freezes. Model-based systems rely
on a model to represent complex relationships between variables. The main advantage
in comparison with rule-based systems is the separation of knowledge representation
and reasoning [11]. Constraint-based systems are a specific type of model-based expert
systems. They rely on constraints to model relationships between variables [20]. Con-
straints restrict the number of possible solutions. For a valid solution, all constraints must
be satisfied. This approach has two main strengths. First, it allows users to reach new
innovative solutions. Second, it can prove that problems have no solution. The drawback
is the work associated with the correct modeling of the domain knowledge. For example,
a car manufacturer reserves specific colors for the premium model. This sets a constraint
on the available color options for the base model.

2.2 Explainable Artificial Intelligence (XAI)

XAl is concerned with the design of explanations that make Al systems understandable
for human stakeholders [16]. Explanations are required if Al systems are too complex or
too opaque to allow for human oversight [21]. However, while many researchers agree
on the goal of making Al systems understandable, different stakeholders have different
desiderata. The term desiderata refers to stakeholder’s “interests, goals, expectations,
needs, and demands regarding Al systems” [14, 2]. We differentiate between three
categories of explanations: global, local, and counterfactual.

Global explanations. Global explanations aim to support the general understanding
of the Al system. They do not provide information on a certain output or decision.
Global methods aim to answer how-questions [17]. For example, how does the system
work?. They provide general information. Common global explanation methods are:
global feature importance, decision tree approximation, and rule extraction [17]. Global
feature importance describes the influence of specific features for the whole model.
Decision trees approximate and visualize possible decision paths, while rule-extraction
approximates the model with a set of rules.

Local explanations. Local explanations aim to support the understanding of a spe-
cific output or decision the system reached. They refer to why-questions [17]. Local
explanations provide insights, why a system reached a specific conclusion. Common
methods are local rules, and local trees. Local rules describe the rules used to reach a
certain conclusion. Local trees visualize the decision tree path.

Counterfactual explanations. Counterfactual explanations inspect how changes in the
input may influence the output. They allow users to assess how they can reach a different
(desired) decision. They refer to what if, why, why not, and how to be that-questions [17].
For example, how can I reach a more favorable insurance class? Contrastive features is
a common method that describes which feature needs to be changed for the system to
reach a different (desired) conclusion or output.



2.3 Related Work

Recent publications include the proposal of a framework for explanation subsystems in
rule-based systems and step-wise explanations of constraint satisfaction problems [13,22].
The framework proposes a combination of global- and local explanations in natural
language [22]. However, the focus on rule-based expert systems limits the transferability
to this work. The step-wise approach calculates and visualizes each reasoning step in
a matrix to make the reasoning more transparent and understandable [13]. As a result,
the approach is promising for explanations with a high need for detail. However, the
explanation steps drastically increase with more complex problems. This makes the
step-wise approach unfeasible for complex problems.

3 Methodology

In this paper we utilize the methodology of DSR. DSR ”is a research paradigm in which
a designer answers questions relevant to human problems via the creation of innovative
artifacts, thereby contributing new knowledge to the body of scientific evidence” [23, 5].
The goal of DSR is to generate design knowledge and theoretical insights [24]. This can
be achieved by building a theory-based artifact, or by implementing empirically derived
design principles [24]. This work focuses on the latter.

Following Vaishnavi and Kuechler (2015), a DSR cycle is an iterative process
consisting of five phases, namely: Awareness of the problem, Suggestions, Development,
Evaluation and Conclusion [18]. This work completes one iteration of the DSR cycle.

As a part of the DSR cycle we design, develop, and evaluate an explanation subsystem
for the constraint-based product configurator Merlin'. Configuration is a design activity
of an artifact, based on a set of predefined components [25]. Configuration plays a
leading role in the paradigm shift from mass production to mass customization [26].

4 Designing an Explanation Subsystem

This Section describes the design process of an explanation subsystem for the constraint-
based product configurator Merlin. It is structured according to the DSR phases presented
in Section 3.

4.1 Awareness of Problem

In the awareness of problem phase, we conduct semi-structured expert interviews to
define the domain problem and analyze stakeholder desiderata. Additionally, we supple-
ment the user desiderata with a review of recent publications in XAI.

! Merlin is a commercial product configurator developed by CAS Software https: //www.
cas-merlin.de/. It consists of three main components: M.Sales, M.Core, and M.Model.
M.Sales facilitates the configuration activity. M.Core is responsible for the reasoning and
M.Model allows users to access and edit the knowledge base.


https://www.cas-merlin.de/
https://www.cas-merlin.de/

We select semi-structured expert interviews because they provide in-depth insights
and allow for open-ended and follow-up questions [27]. The goal of the expert interviews
is to precisely identify the problem and understand users. We conducted the interviews
with ten CAS employees from different divisions. In Table 1, we provide demographic
data for all interviewees. We analyze the interviews using template analysis in MAXQDA
[28]. We paraphrase all paragraphs and subsequently assign them to codes. We repeat this
process for a second and third iteration to refine the code system. The interviews helped
to identify the domain problem. During the interactive configuration task users can run
into contradictions. Contradictions occur if a desired configuration is not available due
to a set of constraints in the model. End-users face the problem that the configurator does
not provide helpful feedback in case of a contradiction. As a result, users have a low
understanding of the problem. This frequently leads to faulty or imprecise error reports
that cause an inefficient and costly support workflow.

We derive the following user issue during the interviews: users are unable to compre-
hend the contradiction (Alpha, Iota). This results in several sub-issues. First, a lack of
transparency (Epsilon, Eta). Second, users are unable to verify the correct reasoning
(Kappa). Third, users are unable to directly report an error (Delta, lota, Kappa) and last,
users do not receive recommendations on how to resolve the contradiction (Alpha).

In addition we derive the following desiderata from recent publications: trust, usabil-
ity, usefulness, verification [14].

Table 1. Interviewee demographics

Interviewee a B v 6 € ¢ n 0 o kK @
Age 22 19 25 26 26 26 35 49 30 25283

Sex M MM F MM MMMM /
Duration (min.) | 23 25 25 29 31 25 24 45 46 51324

4.2 Suggestions

In this phase, we develop design requirements based on issues and literature desiderata
identified in the previous phase. Afterward, we derive design principles based on the
design requirements and recent publications.

Design Requirements (DR). The most frequently stated issue is that users do not
comprehend the contradiction (Alpha, Iota). They do not understand why the contra-
diction occurs, neither do they understand iow the contradiction occurs. Both question
types refer to different types of explanation. The following requirement addresses the
how-question.

DR 1: The system should provide insights on how the general reasoning process
works.

“It would be most helpful to know why, why does a contradiction occur?” (Gamma).
We address the why-question with the provision of selected information. The term
selected is very important for this requirement. It addresses the issue that presenting the



cause attribution not necessarily qualifies as an explanation [16]. This is because people
do not expect the complete cause, but rather a selected subset of causes [16].

DR 2: The system should provide selected information on why it made a certain
decision.

“First of all, you need to able to trust the system, you need to be able to verify a
decision” (Eta). Another derived issue is the lack of transparency. A related literature
desideratum is trust, since improved transparency fosters trust in Al systems [29]. Based
on this, we derive the following requirement for explanation subsystems.

DR 3: The system should be transparent regarding its capabilities and limitations.

It would be great to get some kind of recommendation on how to resolve the contra-
diction (Alpha). During the interviews, we identified the issue that users cannot verify
the reasoning process and are unable to assist in the resolution of a contradiction.

DR 4: The system should assist users in the verification of the reasoning process and
the resolution of the contradiction.

Finally, we address the desideratum of usability. A more usable system can help
users to reach a decision more quickly, and improve the decision quality [30].

DR 5: The system should be easy and intuitive to use.

Design Principles (DP). This work uses the conceptual schema proposed in [31] to
formulate design principles based on the identified user-requirements. The following
applies to all design principles. Implementers are designers and developers. Recipient
users are end-users of the product configurator. The aim and context of the design
principles correspond with the aim of this paper: The design of user-centric explanations
in constraint-based expert systems.

The first design principle aims to satisfy requirements 1 and 3. Requirement 1 states
that the system should provide information on how it works. Therefore, we propose to
provide global explanations [17]. Furthermore, we address the issue of transparency
formulated in Requirement 3.

DP 1: Systems should provide a global explanation to increase transparency, trust,
and global comprehensibility.

The provision of a global explanation does not conflict with the provision of a
local explanation. In contrast, local and global approaches can serve to reinforce one
another [32]. The following design principle addresses Requirement 2 and 3. The why-
question requires a local explanation [17], while information in constraint-based expert
systems refers to features, characteristics, and variables and their relationships. This
measure also increases transparency by ensuring inspectability [29].

DP 2: Systems should provide a local explanation containing selected information
on features, characteristics, and variables and their relationships to improve comprehen-
sibility and transparency.

The third design principle addresses Requirement 4. Requirement 4 states that the
systems should assist users in the resolution of the contradiction. In our case, this
refers to the how to be that question type. This question type requires a contrastive
explanation [16, 17].

DP 3: Systems should provide a contrastive explanation to assist in the resolution of
the contradiction.



The following design principle address Requirement 5 - the system should be easy
and intuitive to use. In recent publications, many approaches, guidelines, and frameworks
exist on how to design user-centric explanations, i.a. [33]. However, we address the
requirement with a reduction of complexity - a usability issue stated during the interviews.
We achieve this with the provision of information at different levels of abstraction. We
derive the design principle as follows.

DP 4: Systems should provide information at different levels of abstraction and detail
to reduce complexity and improve comprehensibility and usability.

We provide an overview of the design principles and addressed design requirements
in Table 2.

Table 2. Design principles and addressed design requirements

Design Description Addressed
Principle Requirements
DP1 Systems should provide a global explanation to increase trans- 1,3

parency, trust, and global comprehensibility.

Dp2 Systems should provide a local explanation containing selcted 2, 3
information on features, characteristics, and variables and their
relationships to improve comprehensibility and transparency.

DP 3 Systems should provide a contrastive explanation to assist in the 4
resolution of the contradiction.

DP 4 Systems should provide information at different levels of abstrac- 5
tion and detail to reduce complexity and improve comprehensibil-
ity and usability.

4.3 Development

The explanation subsystem itself is embedded in the product configurator Merlin. Since
the subsystem is directed towards end-users, we embedded it in the configuration in-
terface of Merlin — M.Sales. In our case, the explanation subsystem aims to improve
the understanding of contradictions that occur during the interactive configuration pro-
cess. Therefore, the subsystem provides an explanation if a configuration step caused a
contradiction. Based on the design principles, we derive the following design features.

Two-step Explanation. To address DP 4, we provide the explanation in two steps.
At the first step the user receives a notification that a contradiction occurred. The
notification provides basic information about the contradiction and allows the user to
request a Detailed report. Figure 1 and 2 visualize both steps for a specific contradiction.
The detailed report provides the following types of explanations.

Global Explanation. We provide an abstract global explanation to address DP I, and
DP 4. A predefined text explains the user how the system reasons.

Local Explanation. Furthermore, we divide the local explanation into two parts to
address DP 2, and DP 4. We provide abstract information about the involved components
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Figure 1. Developed explanation subsystem: Notification

of the contradiction and a an interactive tree-based explanation. The Implication Tree
provides further information about involved components and their relationships.

Recommendation. Finally, we provide a recommendation on how to resolve the
contradiction to address DP 3, and DP 4.

Detailed Report -

Why does this error occur?

A contradiction oceurs if user-selections and rules in the model implicate a feature to be selected and not selected at
the same time. Variables can cause contradictions, if they are assigned prohibited or multiple values,
The reason for a contradiction is either an error in the model or an illegal user selection.

What caused the contradiction?

o The selection of Consultant C ion - iture caused a itional Costs - None
« None is implicated by: Expenditure

« (Not) None is implicated by: Expenditure

* Expenditure cannot be implicated, and (Not) implicated at the same time — A contradiction occurs

Check out the implication tree below to get a detailed overview of all involved elements and their relationships

How to fix it?

« Chose a selection of Additional Costs first, to see available options for Consultant Compensation
« Report an error with last valid quote and user selection

© Export quote *

o User selection: Expenditure

Implication Tree

The implication tree displays all elements involved in the contradiction and their relationships. Expand the first tree to to
understand why None is implicated. Expand the second tree to understand why (Not) Nene is implicated.
Select a node to display further information of the specific element.

> (Not) Additional Costs - None (Characteristic)

> Additional Costs - None (Characteristic)

© 2008 - 2021 CAS Software AG  Clientv10.1.0  Serverv10.1.0  Tenant "Sandbox:
admin”

Download log file

Figure 2. Developed explanation subsystem: Detailed report

4.4 Evaluation

To test the utility of the artifact, we conduct two separate interviews via video call with
screen sharing. The goal of the evaluation is to test whether the explanation subsystem



provides additional utility for the system. The evaluation consists of two parts. In the
first part, we conduct an experiment. To assess the utility, we confront the evaluands with
a configuration task and a set of instructions on how to respond to contradictions. In the
second part, we ask the participants to provide additional feedback. We did not use the
problem instances for the development or testing of the artifact. They present real-world
problems users of the product configurator currently face. However, they are modified
for privacy reasons and to fit the scope of this work. We conduct the experiment with
two employees from CAS. Both participants have experience in the use of the end-user
interface. For better comparability only participant Mu had access to the explanation
subsystem for the first part of the evaluation. Participants Mu, and Lambda had access to
the explanation subsystem for the second part of the evaluation.

For the first experiment, the participants have to configure a product according to a
predefined set of attributes. The configuration task is designed to trigger a contradiction.
Among others, the participants have to assign the value 4 to the variable Lead Time.
However, the Type of Product - Single Contract implies values of five or higher for
Lead Time. The characteristic Type of Product is a default value and cannot be changed.
Therefore, users get a contradiction if they try to assign the value 4 to Lead Time.
Figure 3 visualizes the rule responsible for the contradiction. In case of a contradiction,
the participants have to report an error and modify the configuration to resolve the
contradiction. The error report examines whether the participants understand the problem
at hand. The resolution of the contradiction assesses the ability of the participants to
resolve the contradiction based on the available information. Since users are unable to
modify the rules, they have to modify the configuration. However, their goal is to reduce
the deviations from the predefined configuration task to a minimum.

Lead Time X
implies Lead Time 5
[Integer] [Integer]

Single Contract @
Type of Contract

I

Figure 3. Rule responsible for contradiction

In the second part of the evaluation, we ask the participants to provide additional
feedback on different components of the explanation subsystem. For this purpose, we
present the explanation subsystem to both participants.

Results. In the experiment, we assess how well the participants understand the prob-
lem. During the configuration task, the participants triggered a contradiction. The first
observation we made is the formulation of the problem description. Both participants
used the same template for the error report. They had to fill in the name of the prod-
uct, the configuration step that caused the contradiction, the expected behavior, and
the last valid configuration. The error report the participants provided only differed in
expected behavior. Mu expected a specific variable value, while Lambda expected no
error. This indicates a better understanding of the problem for Mu. In the second task,
the participants had to generate a similar but valid offer. The part of the experiment



disclosed the problem discussed in awareness of problem. End-users do not receive
feedback on why a contradiction occurs. Lambda tried several options to create an offer
but failed. In our experiment, this led to dissatisfaction and consumed a lot of time. Mu,
however, had a different approach and used information from the explanation subsystem
to identify the problem and create an offer. While this approach was more successful,
it was also relatively time-consuming. Mu stated that parts of the explanation, to be
precise the implication tree, was not intuitive neither easy to understand. This was due
to the complex structure of the implication tree. Feedback from the second part of the
evaluation further indicates a comprehensibility problem with the tree-based explanation.

We infer that the implementation of the design principles indicates an improved
end-user problem-understanding. However, the weaknesses in the implication tree point
out a need for improvement of the implication of design principle 4 - the presentation of
information at different levels of abstraction and detail to reduce complexity and improve
comprehensibility.

5 Discussion

In this Section we discuss the results of this paper. Furthermore, we highlight the
limitations and contributions and present implications for future work.

The goal of this paper is to derive design knowledge for user-centric explanations
in constraint-based expert systems. To answer the research question, we analyze user
desiderata and issues to derive design principles. We derive desiderata from recent
publications and formulate issues based on a series of expert interviews. This work
shows that users tend to distrust artificial systems due to low transparency and low
comprehensibility of the overall system. We propose a global explanation to address the
described issues. The global explanation allows the users to understand how the system
work and therefore builds trust and (global) transparency. The global explanation was
also well received in the evaluation of the artifact.

Furthermore, we found that users have difficulties comprehending the system’s rea-
soning in case of a contradiction. They do not understand why a contradiction occurs. To
address this issue, we provide a local explanation that provides the user with selected in-
formation on the contradiction. Thereby, we improve transparency and comprehensibility
of specific reasoning steps.

Moreover, we identify the issue that users need some form of guidance or recom-
mendation to resolve upcoming contradictions. Therefore, we propose that systems
should assist the user in the resolution with the provision of a contrastive explanation.
This principle was well-received during the evaluation and helped the user to resolve a
contradiction.

Additionally, we identify the problem that users have difficulties comprehending
complex contradictions. However, at the same time, they require detailed information.
We propose the general provision of information relevant for the explanation subsystem
at different levels of abstraction and detail. This allows the explanation subsystem to
provide detailed information while maintaining comprehensibility.



5.1 Contributions

In addition to the explanation subsystem itself, we derived design principles that serve
as guidelines for future design and development processes of explanation subsystems.
The evaluation indicates that the implementation of the design principles improves the
end-user’s understanding of contradictions. We acknowledge that none of the design
principles propose any new explainability approaches. However, to our knowledge, the
proposal of the combination of global, local, and contrastive explanations at various
levels of abstraction and detail is a new and promising design approach.

5.2 Limitations

In this Section, we describe the limitations of this work and discuss the generality of
the results. We structure the order of the limitations according to the DSR phases. In
awareness of the problem we conducted ten expert interviews which is rather small.
Furthermore, none of the interviewees were real end-users of the Configurator Merlin.
To assure that all problems are identified correctly, we want to conduct further interviews
that include real end-users in the next DSR iteration. However, we argue that we can
approximate user needs based on the diverse domain knowledge of all experts. Further-
more, we noticed that few problems were repeatedly stated. Therefore, we cannot say
with certainty how much additional knowledge will be gained in future interviews.

During the development phase, we used different problem instances that can trigger a
contradiction. However, each new problem instance posed new challenges and sometimes
bugs. Therefore, we need to test the developed explanation subsystem with more real
problem instances to guarantee a bug-free system.

Another problem is that we conducted the evaluation with two participants. This
sample size is too small to give statistically valid statements. Therefore, the results of
the evaluation can only function as an indicator for the next DSR iteration. Furthermore,
we conducted the evaluation via an online video call using screen sharing. This has
the limitations that we could not guarantee the same environment for the experiment,
e.g., different internet speeds or a second monitor. Additionally, the evaluands were
employees from CAS. Both had to solve an end-user problem instance. But none of the
evaluands is an end-user, e.g., salesperson. However, both evaluands have experience
in the use of the product configurator. Therefore, we argue that they are still a viable
choice. However, for future work, we want to thoroughly evaluate the artifact with real
end-users.

Another limitation we identified during the evaluation is that the evaluands perceived
the implication tree as unintuitive and hard to understand. Therefore, future work should
assess the implementation of design principles 2 and 4 - the provision of an interactive
local explanation - and the design principles themselves.

5.3 Future Work

The evaluation showed that participants had difficulties understanding the interactive
local explanation. Therefore, future work should focus on the design of detailed in-



teractive local explanations. Our work showed that it is especially hard to design a
detailed explanation that is still comprehensible. Research suggest that explanations
should be selected out of a number of causes [16]. However, it is very hard to select
the right amount of causes due to different levels of expertise. We suggest that future
work should assess new approaches on how to present detailed causal information in a
comprehensible way. An interesting approach could be to use step-wise explanations as
proposed by [13]. The process could be further enhanced by assessing how users use
step-wise explanations to select or focus on specific explanation steps.

Another issue we faced is that the expert system cannot verify the reasoning steps.
Future work should therefore assess different verification options. One way would be
to collect data during each configuration process. This could guide end-users in case of
an incorrect configuration step and give specific recommendations based on previous
configuration tasks. A different approach would be to train a machine learning model
based on labeled data. Data could be generated using interactive labeling during the
configuration process.

6 Conclusion

The lack of understanding for reasoning processes in constraint-based expert systems
causes huge inefficiencies in business processes. However, current research focuses on
ML-based systems and neglect the importance of the social sciences and user-centricity.
Furthermore, there is a lack of commonly agreed-on design principles.

To address this issue, we derived design knowledge for user-centric explanations
in constraint-based expert systems. We address the research problem with a full iter-
ation of the DSR paradigm. In the first phase, we derived desiderata and issues for
expert interviews and a literature review. The most significant issue for users is the
lack of comprehensibility. Based on design requirements we derived from the issues
and desiderata, we derived four design principles. Design principles 1-3 state that ex-
planation subsystems should provide a global, local, and contrastive explanation. The
explanations themselves should provide selected information on different levels of detail
and abstraction (design principle 4).

We developed an artifact to implement and evaluate the design principles and re-
quirements. We evaluated the artifact and, therefore, the design principles in two steps.
First, we conducted an experiment to test the utility of the artifact for end-users. Second,
we asked the participants to provide additional feedback for the artifact. The evaluation
indicates that the artifact increases the overall utility of the system. However, the partici-
pants perceived the interactive tree-based explanation as too complex and unintuitive. As
a result, we need to reassess the related design principles and explore different methods
for local explanations in the next DSR iteration. Furthermore, future work could assess
the suitability of tree-based explanations in the field of XAI.
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