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Abstract. Due to a continuously growing repertoire of available methods and 
applications, Artificial Intelligence (AI) is becoming an innovation driver for 
most industries. In the auditing domain, initial approaches of AI have already 
been discussed in scientific discourse, but practical application is still lagging 
behind. Caused by a highly regulated environment, the explainability of AI is of 
particular relevance. Using semi-structured expert interviews, we identified 
stakeholder specific requirements regarding explainable AI (XAI) in auditing. To 
address the needs of all involved stakeholders a theoretical role model for AI 
systems has been designed based on a systematic literature review. The role 
model has been instantiated and evaluated in the domain of financial statement 
auditing using focus groups of domain experts. The resulting model offers a foun-
dation for the development of AI systems with personalized explanations and an 
optimized usage of existing XAI methods. 

Keywords: Explainable AI, Auditing, Role Model, Personalization 

1 Introduction 

The use of Artificial Intelligence (AI) in the context of financial statement auditing, in 
the following shortened as auditing, has been discussed for many years in the scientific 
community and experienced its first peak in the 80s and 90s of the last century [1–3]. 
During that period authors such as Hansen and Messier [1], Bailey et. al. [2] or O’Leary 
et. al. [3] dealt mainly with expert systems for audit support systems. Using the term 
decision support systems (DSS) many systems have been accelerated in auditing and in 
different other domains [4] with the aim to close the gap between a business problem 
and an information delivery system [5]. Through the development of more and more 
powerful hardware as well as new procedures and AI methods, the use of AI in auditing 
has become increasingly important in recent years and is currently experiencing a 
strong renaissance [6]. AI-based auditing software promises great potential both in 
terms of performance [7–9] and in terms of potential savings of personnel resources in 



the context of annual audits [10]. However, although many characteristics of the audi-
tor’s tasks seem to be well suited to the use of AI, auditing is still lagging behind in the 
practical application of AI compared to other industries [9, 11, 12]. 

Moreover, software systems in the field of auditing are subject to strict regulations 
and laws, which do not explicitly regulate the use of AI yet [13]. Although these regu-
lations and laws are basically country-specific, they are becoming increasingly stand-
ardized in compliance with the International Standards of Auditing (ISA) [14]. This 
area of conflict between technological possibilities and domain specific regulations 
combined with ethical implications that affect all stakeholders in the auditing environ-
ment [11] indicate special requirements for the development of AI systems in auditing. 
Even if, for example, artificial neural networks enable completely new audit activities, 
these must be able to be justified in a court of law in case of doubt. According to 
Munoko et. al. [11] this conflict is mainly based on three aspects, (1) a lack of trans-
parency regarding AI-based decision making, (2) different implications for all actors 
involved in the audit process and (3) a lack of legal clarity. But in spite of its high 
relevance from both, a practical and academic research perspective, a consideration of 
these challenges in the literature is currently lacking. 

To contribute to the solution of this problem we identify the requirements and im-
plications regarding XAI in auditing. Due to the complexity of these requirements, we 
have encountered the need to differentiate explanations depending on the involved 
stakeholders of the considered AI systems. Tackling this problem, we developed an 
initial role model, which is instantiated and evaluated in the domain of auditing. The 
role model lays the foundation for the development of AI systems with personalized 
explanations for users, examiners and other stakeholders. Therefore, this paper ad-
dresses the following research question: 

RQ: How can a role model for Explainable AI in financial statement audit be de-
signed? 

To answer this research question, we initially conducted seven expert interviews 
with experienced auditors. Using these interviews, we identified requirements, which 
can hardly be addressed solely using one explanation approach. Our solution for this 
problem is a role model which can support the introduction of individual explanations 
for the different stakeholders involved. To identify the most relevant stakeholders for 
AI systems we have conducted a systematic literature review to collect and aggregate 
all relevant roles as foundation for a stakeholder-specific personalization of explana-
tions in AI systems. In a next step the identified roles have been structured and instan-
tiated for the auditing domain based on the roles identified in the expert interviews. 
This domain specific model has been evaluated and stepwise improved by using the 
method of focus groups consisting of experienced auditors and IT experts from leading 
audit firms. In the following two sections the theoretical background and the methodical 
foundation is provided. In Section 4 the results of the expert interviews, the literature 
review, and focus groups are presented, laying the foundation for the development of 
personalized explanations in AI systems as discussed in Section 5. Finally, the paper is 
concluded in Section 6 and an outlook for further research is provided. 



2 AI and its Transparency in Financial Auditing  

External audits are focusing on the increase of reliability in the audited company’s fi-
nancial statements in accordance to the legal regulations [15]. As in many industries, 
AI is relevant topic to support domain experts in their decision process. Starting already 
in the 1980s, expert systems, initial data analytics approaches and AI-based going-con-
cern decision support systems have emerged [1, 16–19]. But as stated by Issa [9], the 
application of AI is still lagging behind other industries. One major reason for this are 
the regulatory and ethical implications of the use of AI in the auditing domain, as for 
example the need of transparency for the supported decisions [4, 11]. But due to the 
characteristic of some of the most present AI algorithms like artificial neural networks, 
decisions made by these systems are not always transparent. This forced developers and 
researchers to build models that are transparent and led to much research in the area of 
XAI. Similar to the ambiguity of AI definitions [20, 21], the research community tried 
to define relevant terms like explainability, interpretability, transparency, intelligibility 
or understandability in many different ways [22–27]. This research follows the differ-
entiation of inherently interpretable and (post-hoc) explainable models using a second 
model trying to explain the first prediction model as proposed by Rudin [24]. Even 
though some authors define explainability as also dependent on the capabilities of the 
user to understand the reasoning of the system [28], in this paper these two terms are 
used mainly algorithm specific and independent of the user. The second main differen-
tiation used in this paper is based on the focus of the explanation approach, either ex-
plaining a single decision of an algorithm (local) or trying to explain the whole model 
(global) [29]. Additionally to this, Guidotti et al. [29] mentioned in their categorization 
of existing explainable and interpretable methods the required consideration regarding 
the nature of users and existing time constraints if matching algorithms should be se-
lected. To take care of these user and problem specifications the concept of under-
standability is used in this paper. The understandability of an algorithm should value 
the ability of an algorithm to explicate its reasoning process towards involved users. 
This has already been tackled by several studies. The overwhelming proportion of stud-
ies highlighted a fundamental added value of explanations over proposals without ex-
planations [30–32]. In addition, several studies have compared different explanatory 
approaches, e.g., based on effectiveness, satisfaction, or ease of use [33–35]. For a more 
detailed view on studies regarding the evaluation of explanations Nunes and Jannach 
[36] offer an extensive review. Some of the presented studies already address the per-
sonalization of explanations for individual users, focusing on the adjustments of the 
specific items presented in explanations [33, 35]. But as shown by Tintarev et. al. [35], 
this type of personalization does not necessarily offer added value for users. Due to this, 
we focus on the more general stakeholder-specific personalization of complete expla-
nations approaches for different stakeholders like end users or regulators. While end 
users might prefer local and time efficient explanations like SHAP-values [37], regula-
tors might prefer global explanation approaches, for example by using surrogate mod-
els. In the following section the methodical foundation for the development of this type 
of personalization is described in more detail.  



3 Research Approach 

The research approach used for this paper is based on the Design Science Research 
(DSR) paradigm of Hevner et. al. [38], which is targeting at the development and eval-
uation of artifacts such as “constructs (vocabulary and symbols), models (abstractions 
and representations), methods (algorithms and practices), and instantiations (imple-
mented and prototype systems)” [38]. According to the guidelines they postulated, and 
the methodological approach suggested by Peffers et. al. [39] in total six steps have 
been performed to design a role model for XAI systems: (1) Identify Problem & Moti-
vate, (2) Define Objectives of a Solution, (3) Design & Development, (4) Demonstra-
tion, (5) Evaluation and (6) Communication. Initially, we used expert interviews to 
identify the problem (1) and to describe the solution (2) based on the elicitation of re-
quirements and a systematic literature review. In order to ascertain the requirements for 
XAI and to identify the stakeholders that are affected by it, a total of seven semi-struc-
tured interviews [40] were conducted with experienced experts from the field of finan-
cial auditing (auditors, audit managers, IT auditors and register accountants). The ex-
pert interviews were evaluated using inductive categorization within the framework of 
a qualitative content analysis according to Mayring [41].The interviews were first tran-
scribed and then analyzed independently from each other by two researchers. Deviating 
results were discussed and defined by the research team. Setting up on the identified 
requirements, the foundation for the role model has been laid out by systematically 
analyzing current literature and deriving different roles, which have to be considered 
when designing XAI systems. To identify and collect all relevant research standardized 
steps of a systematic literature review were conducted [42]. The review scope was de-
fined [43], central articles were identified and the topics were conceptualized to specify 
the key terms for the search string [44]. On the one hand, the search term is composed 
of the terms “Roles” and “Stakeholder” to ensure that research pointing to different 
roles in the AI development and application is identified. On the other hand, the terms 
“Explainable Artificial Intelligence”, “Artificial Intelligence” and “XAI” are included 
in the search phrase since the technological scope of the review should only deal with 
AI. This results in the following search string (Roles OR Stakeholder) AND (“Explain-
able Artificial Intelligence” OR (“Artificial Intelligence” AND “XAI”)). In total the 
following nine scientific databases were browsed: ACM Digital Library, AISeL, EB-
SCO host, Emerad Insight, IEEE Explore, Science Direct, Springer Link, Web of Sci-
ence and Wiley Online Library. The initial search on the selected databases led to a 
number of 1086 search results. These results were scanned based on their titles and 
abstracts resulting in 113 possibly relevant results. Finally, duplicates were eliminated, 
and the articles were intensively analyzed towards our inclusion and exclusion criteria 
resulting in 63 relevant publications. A backward and a forward search yielded no fur-
ther relevant articles [45]. Therefore, this set of research items was analyzed towards 
actors and roles involved in the development and usage of AI systems via a concept 
matrix approach [45, 46]. The identified roles have been used as foundation for the 
design and development (3) of the core artifact, the role model for XAI. The developed 
role model has been demonstrated (4) to a group of experienced auditors and IT experts 
in leading audit firms. The demonstration has been used to evaluate (5) the model and 



further improved in three iterations of interactive focus groups based on Morgan [47] 
and Sutton [48] to unfold the creative improvement in cooperative settings. Finally, the 
results have been used as foundation of this article, to communicate (6) the findings. 

4 Designing a Role Model for Personalized Explanations 

4.1 Elicitation of Requirements and Definition of Objectives 

Munoko et. al. [11] and Fukas et. al. [49] have already identified explainability as 
critical success factor for the establishment of AI applications in the auditing domain. 
Due to this, the requirements elicitation in this paper does not target the general collec-
tion of requirements regarding the development of AI systems. It rather focuses on the 
identification of facets directly contributing to the need of explainability or interpreta-
bility mechanisms in AI systems for auditing. These requirements have been elicited as 
described in Section 3 and resulted in 18 requirements related to the explainability of 
AI systems in the auditing domain. Due to the explicit differentiation of several stake-
holders, who are relevant for the development of AI systems, the section has been split 
in two parts. First, all requirements related to XAI in auditing are presented as shown 
in Figure 1 because of the relevance of the requirements itself for the design of XAI-
Systems and therefore implicitly for all artefacts supporting these design processes. The 
requirements have been clustered and illustrated according to the percentage of the fre-
quency of mentions. Subsequently, the involved roles are listed in more details as ex-
plicit foundation for the following steps in the research process. 
 

 
Figure 1. Explainability Related Requirements 
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Stakeholder specific requirements: The first cluster contains all the requirements 
that arise specifically from the needs of the stakeholders involved in an audit. The first 
two requirements, "Applicability for auditors" (R1) and "Understandability for expert 
third parties" (R2), stand out in particular as they were named independently of each 
other by all the experts surveyed. The first requirement targets the support of the AI 
systems for the specific use case of the auditor followed by (R2), which can also be 
derived from the basic requirements for the auditor's documentation duties (ISA 230 
[14]). R3 and R5 demand the understandability of the proposed decisions once from the 
auditor's perspective (R3) and once from the client's perspective (R5). The last require-
ment missing from this category, R4, is the global explainability of AI systems. It de-
mands the explanation of the whole model instead of single decisions for a founded 
validation of the system.  

Prediction related requirements: This requirement cluster deals with the design 
and quality criteria of the XAI components in AI-based audit systems. Requirements 
R6, R7, and R8 were each mentioned by three of the seven respondents and relate to 
the availability of accurate information (R6), the making of unambiguous decisions by 
the system (R7) and the requirement for the visualization of variable interactions (R8). 
R10 relates to the disclosure of the algorithms used in the forecasting process. The last 
requirement in this cluster mentioned less frequently by the experts surveyed, is the 
requirement for a simplified presentation of results (R9). This means in particular that 
complex results may cause the auditors more work than they can save in terms of re-
sources and is therefore an efficiency criterion.  

Technical requirements: The two mainly technically oriented requirements derived 
from the expert interviews are R11 (Certifiability) and R12 (Execution of software 
tests). They are primarily focused on compliance with predefined quality standards. 
Although there are also technical components in other derived requirements, R11 and 
R12 are the only ones that have the technical aspects in the foreground of the consider-
ation. Certifiability (R11) makes it easier for auditors to assess the quality of AI soft-
ware even without technical background knowledge. The performance of software tests 
prior to the deployment of newly developed AI software is in line with known process 
models of classic software development and is a prerequisite for ensuring smooth and 
efficient productive use.  

Regulatory requirements: The last group of requirements identified for the use of 
XAI in auditing primarily includes regulatory aspects. As expected, these are very pre-
sent in the highly regulated environment of auditing although the average relative fre-
quency of mentions seems to be very heterogeneously distributed. The experts agree on 
the fulfillment of existing documentation requirements (R13). Conformity with the re-
quirements of the professional supervisory authority was also mentioned quite fre-
quently (R14). Conformity with auditing standards plays an important role as well 
(R15). This is plausible, as international auditing standards (ISA) represent guidelines 
for the performance of an audit [14]. Furthermore, in the area of regulatory require-
ments the court security of XAI components as well as internal company requirements 
for quality assurance standards (R17) and compliance standards (R18) were named by 
the respondents. 



In summary, there is a very differentiated picture of a total of 18 requirements in 
four categories, some of which differed widely in their format and frequency of men-
tion. It is striking that all of the requirements mentioned do not include any explicit 
professional or legal regulations on the use of AI or even on the use of XAI. The experts 
surveyed often cited generic regulations that did not arise against the background of the 
use of AI but must be applied due to a lack of concrete specifications. Setting up on the 
identified requirements, the second part of the elicitation focused explicitly on the ex-
ploration and extraction of possible roles in the auditing ecosystem that are affected by 
the use of XAI and therefore need to be included in the role model, developed in the 
following section. In total 11 different stakeholders have been mentioned at least once. 
The roles most frequently identified in connection with XAI applications in auditing 
are those of the auditor (5 mentions), the client (5 mentions), the professional supervi-
sory authority (5 mentions), the certifier (5 mentions) and, in particular, the professional 
association (7 mentions). This seems plausible, as these players have a direct influence 
on the audit process and the technology used in audit processes. The profession associ-
ation as the setter of auditing standards, shapes the framework for the audit. The auditor 
carries out the audit using the software provided to him, which may be certified. This 
process is supervised by the professional supervisory authority. In the end the client is 
always the actor who has to deal with the result of the audit. It is therefore logical that 
he has an interest in the explainability of the decision-making process with regard to 
the audit report, too. The roles less frequently mentioned by the experts are also signif-
icantly involved in the performance of an audit but tend to exert an indirect influence 
on the audit as such. First of all, the IT departments (2 mentions) and policy depart-
ments (4 mentions) within audit firms should be mentioned here as well as the audit 
firms themselves (3 mentions). In addition, the legislator (4 mentions), who is respon-
sible for the entire legal framework and for final decisions in cases of dispute, also plays 
a role, as does the software manufacturer (3 mentions), who must of course meet the 
requirements for the explainability of auditing software. One expert even suggested an 
Ethical Commission (1 mention) to derive new guidelines regarding XAI. 

Using the results of the expert interviews presented in this section requirements re-
garding XAI in auditing have been identified and the need of a stakeholder specific 
differentiation has been elaborated as problem motivating the need of further research. 
Furthermore, the addressability of the identified XAI-related requirements and based 
on that the possibility to include all relevant stakeholder with their individual into the 
development and the evaluation of AI-System in the domain of auditing can be defined 
as objective for the role model. 

4.2 Designing a Role Model for XAI-Systems 

As already mentioned by Spraque [50], people with different backgrounds have differ-
ent perspectives on the design and usage of DSS and especially AI-based Systems. The 
system itself and the problem it intends to solve can lead to an ambiguity of under-
standability, if the knowledge level of the involved stakeholders is neglected. Next to 
the identified need of differentiated explanations in the domain of auditing, Weller [51] 
stated that the requirements regarding explainable systems differ due to stakeholder 



specific goals and experiences independent of the domain under consideration. There-
fore, explanations can vary in their degree of complexity regarding the needed domain 
or machine learning knowledge [52]. Based on this general need of personalized expla-
nations, we derived our artifact by (a) developing a general role model based on the 
current state in the scientific literature and (b) instantiating it for the auditing domain. 
As presented in Section 3, we conducted a systematical literature review, collecting all 
roles and stakeholder interacting with XAI systems mentioned in the literature. Due to 
the varying naming of the same roles and stakeholders we have aggregated the single 
names resulting in a total of 12 roles. In Table 1, these roles are shown including a short 
description, the total number of appearances and a selection of appearances in the liter-
ature. The complete concept matrix can be found in Rebstadt et al. [53]. 

Table 1. Overview of Roles and Their Characteristics 

Role Short Description Hits Reference Pub-
lications 

End User End Users directly use and interact with the AI sys-
tems on a regular basis but are not necessarily highly 
specialized domain experts. 

53 [54–60] 

AI Researcher AI Researchers develop AI algorithms and drive the 
understanding of AI systems from a scientific point 
of view. 

21 [54, 55, 57, 61–
63] 

Investor Investors enable the development and use of AI sys-
tems by providing the necessary financial resources. 

12 [55, 59–61, 64–
66] 

Data Provider Data Providers make the data available, which is 
necessary for AI systems to operate. 

4 [54, 55, 67, 68] 

Data Subject Data Subjects are the individuals, which are repre-
sented by the actual data underlying AI systems. 

12 [54, 63, 65, 67–
69] 

Decision  
Subject 

Decision Subjects are the individuals, AI systems 
are making decisions about. 

9 [54, 62, 64, 65, 
68, 70, 71] 

Developer Developers implement AI systems and integrate 
them into the corresponding IT infrastructure. 

43 [54, 56, 57, 61, 
62, 71, 72] 

Ethicist Ethicists explore ethical, social and philosophical 
implications of AI systems. 

2 [54, 67] 

Legislator Legislators design legislation as well as standards 
and are responsible for the legal regulation of AI 
systems. 

15 [54, 58, 61, 62, 
69, 72] 

Manager Managers are domain experts and manage the over-
all application domain, in which AI systems oper-
ate. They do not necessarily directly interact with AI 
systems. 

40 [54–57, 61, 62, 
71] 

Public The Public is indirectly concerned with the use of 
AI systems in application domains. 

3 [54, 59, 73] 

Regulator Regulators enforce the legal regulation of AI sys-
tems. 

25 [56–60, 65, 69] 

  



The first identified role is the End User, who directly interacts with the AI system 
on a regular basis. End Users are neither necessarily a technical nor a domain expert. If 
the usage of the AI system happens in the context of a company, they will have Man-
agers, who coordinate the overall application domain and are responsible for decisions 
in the domain, in which the system operates. Managers do not necessarily directly in-
teract with AI systems. They themselves may be directly or indirectly under the control 
of Investors, who enable the development and use of AI systems by providing the nec-
essary financial resources. The development itself is done by Developers, who imple-
ment AI systems and integrate them into the corresponding IT infrastructure. The foun-
dation for this is laid by AI Researchers, who develop algorithms and drive the under-
standing of AI systems from a scientific point of view. The core of all machine learning-
based systems is the data it is trained on. Data Providers make this data available by 
extracting and integrating it from the Data Subjects. They represent the concrete data 
source, which is used by the systems. The data is the foundation for predictions about 
the Decision Subject, that is represented in the use cases of the application domain. 
Legislators design these policies and are responsible for the legal regulation of AI sys-
tems. These rules are enforced by the Regulator, who tries to ensure the interests of the 
Public, which itself is indirectly concerned with the use of AI systems in application 
domains. Finally, Ethicists explore ethical, social, and philosophical implications of AI 
systems. Even though these condensed roles are often mentioned without revealing 
their direct relations, they interact in the real world. All of them can have requirements 
for the system in general as well as for the explainability of AI-based systems in detail. 
Due to this, a differentiation in the design of explanations may be useful to achieve the 
required level of understandability for each person involved. While, in the case of au-
diting, for example the conformity with auditing standards as mentioned in Figure 1 is 
relevant for all roles, the existence of efficiency increasing visualizations is only rele-
vant for roles like End User (Auditors), directly interacting with the results of the AI-
System. They need to interact efficiently with the system and for that they need to grasp 
the results and the preceding decision process under time pressure. On the other hand, 
Data Provider (IT-Division) do not need to understand the decision process in detail, 
but it is necessary to reveal the (most) important characteristics of the data for the AI-
System to optimally address the data acquisition and the necessary preprocessing steps.  

One central aspect for the design of explanations is the obligation and interaction 
between different roles and the AI system. In Figure 2 the obligation of an explanation 
between the roles and the AI system is visualized using arrows. Additionally, direct 
interactions with the AI system are marked using dashed circles. Finally, dashed lines 
describe indirect relations, which are not necessarily characterized by direct and di-
rected communication. If the presented roles are instantiated for an existing AI system 
or an AI system that should be developed, a single person can occupy several roles 
especially if the user, who has to make a decision, interacts directly with the system. 
This general role assignment as shown in part (a) of Figure 2 has no claim to complete-
ness but offers a foundation of roles relevant in the development of AI-based systems. 

To address the specific constellations and requirements in the auditing domain the 
general model has been instantiated. The foundation for this artifact are the already 
identified roles in the expert interviews. This is shown in part (b) of Figure 2.  



 

 
Figure 2. Roles of AI-based Systems in General (a) and in the Auditing Domain (b) 

4.3 Demonstration and Evaluation the Developed Role Model 

As described in Section 3 the general and the instantiated model have been demon-
strated in three focus group meetings towards a selection of experienced auditors. Dur-
ing the first two of these digitally held meetings the relevance and the relation of the 
existing and potential new roles have been discussed. After each of these two sessions, 
a proposal of an adapted role model has been designed and presented in the next meet-
ing, finishing with a successful assessment. In the third focus group, the possibly dif-
ferentiation of the requirements described in Section 3 and possible stakeholder per-
sonalized explanation approaches have been successfully elaborated to evaluate the 
added value of the designed model.  

There are five major differences between the general role model and the audit spe-
cific one that emerged during the focus groups. The first major subject is the aggrega-
tion of the Data Subject role and the Decision Subject role into the Client role. Due to 
the strict regulations specified in most contracts regarding the usage of client data for 
other decisions, Data Subject and Decision Subject need to be represented by the same 
Client. Second, the investor has been removed, because the dependencies regarding the 
decisions of the AI system are limited due to the direct liability of the auditors. Third, 
the Policy Division has been included in the role model based on the high impact re-
garding regulations and the resulting need of explainability for AI systems. Fourth, the 
role of the Ethicist has been removed because it was not considered as relevant in the 
focus groups. As last major difference the Public has been excluded in the evaluation 
phases because of the limited direct influence. But this last change has been part of 
discussion and may be reconsidered in further steps, owing to the general high rele-
vance of audits for the public and especially investors of the clients being tested. In the 
last two sections the designed and evaluated core artifact of the described research pro-
cess has been presented. All stakeholder that are mentioned in the current scientific 
literature have been defined and aggregated in the presented role model.  



5 Discussion 

Despite the high potential of AI for the auditing domain [9, 74–76] and the determina-
tion of XAI as critical success factor due to domain specific regulations [11], the de-
velopment of AI-Systems in the auditing domain is still lagging behind [9]. This publi-
cation offers contributions to the theory and practice, trying to increase the understand-
ing of the existing requirements and to reduce the barriers in the development of AI-
based systems. From the theoretical perspective, one central finding derived from the 
expert interviews is tackling the relation of domain-related regulations and AI-specific 
regulations. Based on the regular recitation of domain specific regulation which did not 
arise in the context of AI use, from the view of the interviewed experts, audit and there-
fore domain specific regulations override AI-specific regulations in the corresponding 
domain. Next to this, as already mentioned by Oh [77], the development of AI systems 
requires the consideration of various stakeholders instead of simply taking a general 
user-centric perspective. This is especially relevant for the specification of explanation 
approaches. As shown by Tintarev et al. [35], the stakeholder-specific personalization 
of explanation on a low level of granularity that has been implemented and evaluated 
without necessarily adding value for the considered users. This may change if the stake-
holder-specific personalization is considered on a more generalized level of complete 
explanation approaches for different stakeholders like end users or regulators. The pre-
sented research provides an extension of the existing design knowledge for the devel-
opment of XAI-Systems  by offering a general and an audit specific role model, [78]. 
Following Gregor and Hevner [79] the design knowledge in this publication can be 
argued as nascent design theory, due to its abstraction of specifically instantiated role 
model into operational principles, contributing to the prescriptive knowledge by de-
scribing elements of artifact design. 

In addition to the theoretical contribution, the publication offers practical implica-
tions, showing a starting point for the development on AI-Systems with individually 
personalized explanations due to their differing requirements towards the design of ex-
planations. If one considers an AI-based tool for auditors focusing on the detection of 
fraudulent activities, several stakeholders will possibly be involved in the development, 
use and evaluation of this tools as shown in Figure 2 (b). These requirements influence 
the choice of explanation algorithms as can be seen quite nicely on the differences be-
tween auditors and the policy division or regulators. The policy division and in the 
second step the regulators need to understand the functionality of the whole models 
good enough to evaluate the quality of the system and secure the transparency of all 
decisions. Regarding that, inherently interpretable models or surrogates with algorithms 
like decision trees or rule-based systems might be preferred. In comparison auditors 
have additional requirements in the direct use of the system. Based on the existing time 
pressure and their possibly lacking technical knowledge, the consideration of explana-
tions like rulesets with several AND connections for each decision is not feasible. 
Therefore, the inclusion of an additional post-hoc explanation like SHAP values might 
be the best solution to help the auditors to understand the most influential factors for a 
possible fraudulent action and offer a starting point for further investigations. Addition-
ally, the consideration of involved roles helps to include all stakeholders, who might be 



affected by decisions of the system and to offer personalized explanations. This in-
creases the fairness and reduces the possible discrimination of such systems [73]. For 
stakeholder groups impacted by the system, requirement specific explanations can on 
one hand increase the trust in such systems and, on the other hand, simplify the filing 
of reasoned objections if necessary [73].  

But even though the results of this publication seem to promisingly in the demon-
stration and evaluation rounds, there are some (methodical) limitation to mentions. 
First, mainly due to the quite small domain, only seven experts have been interviewed 
for the requirements elicitation. The authors tried to compensate this drawback by a 
balanced and purposeful selection of interviewees targeting the financial audit from 
different perspectives and backed with much professional experience. Next to this, the 
evaluation of the specified role model has only been done in the auditing domain, with 
a limited direct transferability and generalizability towards other audit types and do-
mains, based on its specific regulations. But, due to its highly regulated character, the 
audit domain might offer early insights for many other domain as AI in general will get 
increasingly regulated as for example driven by the European Union [80]. 

6 Conclusion and Outlook 

In this paper, we identified requirements regarding XAI for the efficient and compliant 
use of AI applications in auditing. The results show, that in the tension between tech-
nological possibilities and regulatory restrictions, the application of XAI is essential. 
We identified the need to differentiate explanations based on the ambiguity of all stake-
holders involved. To address this issue, we developed a general role model for XAI 
systems based on a literature review. The model has been instantiated and iteratively 
evaluated for the auditing domain using the methods of expert interviews and focus 
groups. The developed role model opens up the opportunity to develop AI-based sys-
tems with stakeholder appropriate explanations. As a next step, a prototypical system 
is to be implemented and evaluated with different stakeholders to verify the added value 
of personalized explanations for each actor. The choice of explanations as well as the 
evaluation of these approaches can be based on the research of several publications 
[81–84] focusing on structure and drawbacks of explanations out of different perspec-
tives. Since our research work was conducted in Germany and the interviewees are 
involved in auditing companies from the German economic area the generalizability of 
our findings may be limited to German audit companies. Due to the fact that interna-
tional standards and requirements for an annual audit become increasingly harmonized, 
it can be assumed that findings regarding XAI will also converge in the future. Further-
more, we are convinced, that the instantiation of the role model as well as the idea of 
personalized explanation approaches are promising for other domains. Even though not 
all AI systems have the need to address this additional effort in the development pro-
cess, all systems tackling high risk decisions should take these ideas into account.  
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