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Preface

In their definition, Networks are mathematical objects - composed by a set of
vertices (nodes), a set of links (edges or arcs) and some vertex-level and link-level
metadata. Networks can be abstract constructs but they can also formally repre-
sent real structures. You don’t need to be a practitioner of mathematical statistics
to be acquainted of expressions such as “six degrees of separation”, “global vil-
lage”, “small world” or “networks are everywhere”. The first idea of “six degrees
of separation” was introduced by the Hungarian writer Frigyes Karinthy in a
1929 novel, but the expression is due to the title of a John Guare’s play made in
1991, where, following studies of psychologist Stanley Milgram, the author talks
about the possibility to reach each people around the world using four intermedi-
aries, that means five steps, that define six degree of connection or of separation,
depending on the mood of the observer. Under this prospective, the human so-
ciety can be seen as a complex social network (Barabasi, 2014) and examples of
connectedness in real life come to mind, easily: international trade flows, busi-
ness relations between companies, interpersonal relationships (any relationship
between individuals), internet communications and social networks (Facebook,
Twitter, etc.), transport infrastructure, exchanges of letters, biological systems,
chemical compounds, epidemiological events. The list could continue for pages
and pages.

Having said that, the application of Network Analysis methods is indisputably
an interdisciplinary field (Wasserman and Faust, 1994), which is positive for the
dissemination of the approach and the diffusion and the validation of techniques,
but at the same time it has contributed to the segmentation and dispersion of
methodologies and to the difficulty of dialogue between different fields (Newman,
2018). In the recent scientific literature, the number of contributions that ex-
plicitly refer to Network Analysis are exponentially growing, to such an extent
that one might think they are conveyed by the vogue of the times we are living
in. But the interest of scholars of different disciplines is more than justified by
recent theoretical and empirical advances. For example, underlying networks act
in digitisation and all the IT processes, which have became so automatic in our
everyday life: fingerprint and facial recognition by the smartphone, the use of the
web, cyber security, videogames, etc. In short, in all those situations where it is
more convenient considering attributes and properties of pairs of entities (dyadic
attributes) instead single entities (monadic attributes), Network Analysis meth-
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ods lead to a more accurate understanding of reality (Borgatti and Everett, 1997).

If there was a need for further evidence that human activities are centered on
interactions and spatial movements - that essentially create ties between entities
- just think about the current COVID-19 pandemic. The evolution of society it-
self has been influenced by this human peculiarity, so much so that in emergency
conditions people suffer from the impossibility of having contacts and not being
able to persevere in their favorite activity, which is to feed their social networks.
As evidence of this, a study by the Italian start-up “enuan” shows that during the
pandemic empathic interactions with bots, such as Alexa and the smartphone’s
voice assistant, have greatly increased in Italy. More generally in the world have
increased the demand for pet robots, such as “ElliQ” produced by the Israeli
Intuit Robotics, “Hatsune Miku” who depopulates in Japan, and Paro who acts
as a pet animal.

The current situation is also the perfect example to highlight the importance of
studying networks. Looking at the network of human relationships, virus prefer a
lot of connections for its subsistence, while humans prefer to have few connections
between them to keep the virus from spreading, but at the same time they would
like to continue their usual activities: different points of view, different desired
network structures.

Analyzing the objective organization of the network, one can firstly evaluate how
it affects real events and secondly one can intervene on it for changing the way
phenomena spreads. For example, companies like Facebook can organize data
from their Whatsapp, Instagram and Facebook users in multi-layer networks1 to
propose topics and advertising relevant to them. This operation exploits the net-
work and the current behaviors/preferences of its nodes (users) to predict future
behaviors/preferences, in some way affecting the user and therefore also acting
on the network, polarizing, extending or clustering it.

One component that is closely linked to network ties formation, disruption and
preservation along time, is distance, not only in its physical/geographical mean-
ing, but even more concerning not easily measurable quantities, such as opinions,
attitudes, behaviors or more generally cultures. The quantitative evaluation of

1 A multi-layer network (in specific cases called multiplex) is a particular kind of network where nodes are organized in different
layers based on different types of relationships they have with each other. See Kivelä et al. (2014) for the complete definition and
terminology.
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the distance between two entities is a dyadic property and as such, the presence,
intensity, direction and sign of their tie is a way to undertake it. Since entities
can be individuals, objects, companies, countries, planets, as well as networks
referring to specific contexts, and the way to measure similarity between them is
various, a peculiarity thing of distances is their changeable nature. While physical
distances are almost objectively computable, in case of culture (and even other
more or less broad concepts) using a method rather than another could radically
change the proximity relationship between entities, especially if they have a high
degree of complexity.

Description and measurement of culture concept is one of the most debated topic
along the main literature of different fields, Kroeber and Kluckhohn (1952) of-
fer to this extent a wide collection of definitions in which authors distinguish
seven typologies: descriptives, historical, normative, psychological, structural,
genetic and incomplete. Sociologists and anthropologists as Edward Burnett
Tylor (Tylor, 1871), Emile Durkheim (Durkheim, 1912), Max Weber (Weber,
1904), Claude Levi-Strauss (Lévi-Strauss, 1987), Talcott Parsons and Alfred Louis
Kroeber (Kroeber and Parsons, 1958), Anthony Giddens (Giddens 2000, Baecker
1997), Pierre Bourdieu (Bourdieu, 1977), Franco Ferrarotti (Ferrarotti, 1986),
etc. with their contributions provided a huge effort to enunciate in a discursive
and conceptual way the intrinsic meaning of culture, which is perhaps the most
complex and articulated concept present in literature. By incorporating all the
definitions into one big element, thus considering culture as a large box containing
the broad sense of human being, everything we daily do turns into its concept,
therefore, as recent empirical papers suggest, it is unavoidable that culture mat-
ters for economics and politics attitudes (Alesina and Giuliano, 2015). To study
these effects scientifically and make adequate decisions, the statistical quantifica-
tion of culture is a pivotal moment for empirical analysis.

In this thesis work, distances between networks, network inference and network
features are blended to obtain an accurate representation of the complex cultural
heritage of countries, to map cultural networks in a reference space, to examine
similarities of cultural distance together with other socio-economic distances in-
dicators and to converge these distances into a regressive model over the distance
between countries in GDP per capita.
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Introduction

Since the end of the 19th century, several social researchers have focused on the
concept of culture, proposing - in relation to their historical and environmental
context - a comprehensive definition for them.
A clear example of how the context can affect the critical thinking of scholars
is given by socioligists Emile Durkheim and Max Weber, who, although con-
temporary, lived different scientific backgrounds in different nations. They have
developed an opposite awareness to each other towards the concept of culture, in
fact the former depicted it as a superior organism objectively present (Durkheim,
1912), while the latter defined it as closely related to the perceptions of the hu-
man being (Weber, 1904).
Before them, Edward Burnett Tylor offered a broad definition, stating that cul-
ture is “that complex whole which includes knowledge, belief, art, morals, law,
custom, and any other capabilities and habits acquired by man as a member of
society.” (Tylor, 1871).
Claude Levi-Strauss, anthropologist as Edward Burnett Tylor, catching up on
work by Marcel Mauss (anthropologist and sociologists) imagining any culture as
a set of interlinked symbolic systems (art, science, religion, economic relations,
etc.), each of them represent a part of the physical and social reality and their
relation (Lévi-Strauss, 1987). Even for the sociologist Anthony Giddens culture
is an extended and tangible construct, in fact he identifies it with “the way of life
of the members of the sociery, or of groups within society” (Giddens, 2000).
Recent points of view are offered by other researchers like Franco Ferrarotti and
Pierre Bourdieu. Looking at culture not in an elitist way, Franco Ferrarotti con-
ceives it as a set of shared and lived together experiences and values, fundamental
for the society cohesion. Furthermore, the contemporary individual is seen as the
custodian of an experience constituted by all that the past has sedimented in
him, then he can analyse his background as reflection of his present and to plan
the future (Ferrarotti, 1986).
An important and delicate notion as old as Aristotle, is proposed and reorga-
nized by the sociologist Pierre Bourdieu. It is the habitus. Placing himself in a
position as objective as possible, the scholar realizes that habitus gathers within
itself a series of characteristics and attitudes (religion, ethnicity, level of educa-
tion, etc.) capable of creating regular behaviors within a social group, then, it
carries tradition and cultural reproduction. Anyway, habitus is closely linked
to the structures constitutive of a particular type of environment, namely the
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reference context of a social group (Bourdieu, 1977). After all, taking up the
first lines of this introduction, Emile Durkheim and Max Weber are themselves a
product of the habitus. In statistical terms, habitus is identifiable by all features
that define a cluster of individuals, an object of varying complexity according to
the specificity (size) of the social group being investigated. For istance, to unite
the culture of countries or regions geographically defined, it means to define their
habitus.

In addition to purely theoretical definitions of the overall concept of culture,
over the years an empirical trend has developed, which, making use of survey
data2, is aimed at unpacking the construct of culture in sub-constructs, called
dimensions. In this regard, Shalom H. Schwartz, Geert Hofstede, the GLOBE
team and Inglehart-Welzel’s contributions are well known3. Shalom H. Schwartz,
moving from a theoretical point of view, proposed two main dimensions: Egal-
itarianism vs Hierarchy, Autonomy vs Embeddedness (Schwartz 2008, Schwartz
and Bilsky 1987). Geert Hofstede’s work led to six cultural dimensions: Power
Distance Index, Individualism vs Collectivism, Masculinity vs Femininity, Uncer-
tainty Avoidance Index, Long Term Orientation vs Short Term Normative Orien-
tation, Indulgence vs Restraint (Hofstede, 2011). Even eighteen dimensions are
contained within the GLOBE model, of which nine are due to cultural values and
nine are due to practices4. Whilst, Ronald Inglehart and Christian Welzel, from
their World Values Survey, built the Cultural Map (where countries are mapped)
affirming the preponderance of two dimensions, which are in parallel with those
of Shalom H. Schwartz: Secular vs Traditional, Survival vs Self-Expression5 (In-
glehart and Welzel, 2005).

The characteristic of the databases derived from these surveys (EVS and WVS,
for example) to be freely available, in addition to the direct work done by the

2 Some of them focus on one country, e.g. the General Social Survey (GSS) for the US; others on a group of countries referring
to a single geographical or political area, e.g. Eurobarometers and European Values Survey (EVS) for EU area; others on worldwide
countries, e.g. The Life in Transition Survey (LITS), the World Values Survey (WVS) (Inglehart 1997), the IBM study of Geert
Hofstede (Hofstede 1984), the GLOBE project (House et al. 2004), the study conducted by Shalom H. Schwartz (Schwartz 1992).

3 An extensive review of this methods used for measuring the concept of culture (often synonymous with country) is provided by
Taras et al. (2009).

4 Following the definition of Reckwitz (2002), “a practice ... is a routinized type of behaviour which consists of several elements,
interconnected to one other: forms of bodily activities, forms of mental activities, ‘things’ and their use, a background knowledge in
the form of understanding, know-how, states of emotion and motivational knowledge. A practice - a way of cooking, of consuming, of
working, of investigating, of taking care of oneself or of others, etc. - forms so to speak a ‘block’ whose existence necessarily depends
on the existence and specific interconnectedness of these elements, and which cannot be reduced to any one of these single elements.”

5 Other scholars consider cultural distance as isomorphic to “psychic distance” (Sivakumar and Nakata 2001, Gomes and Ra-
maswamy 1999, Lee 1998), which describes tangible and non-tangible characteristics that establish the closeness between two subjects
(individuals, companies, countries, etc.) (Beckerman, 1956). Others demonstrate as cultural distance - mainly in the sense of Geert
Hofstede’s dimensions, but indirectly also in the way of Shalom H. Schwartz and Inglehart-Welzel - is only one component of psychic
distance (Dow and Karunaratna, 2006).
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authors of the surveys, allowed the explosion of work on secondary data that -
given the popularity, vastness and complexity of the cultural topic - have tried
to clarify new and old questions about the study of culture, such as its definition
and measurement, the comparison between different works, the relationship with
economic activities, etc. Together with the qualitative antecedent work of an-
thropologists, sociologists, archeologists and philosophers, the inevitable recent
depopulation of quantitative works on the concept of culture, on the thousand
facets of the cultural background of each person or group of people and on the
relations between it and human activities, has led to the birth of new branches,
among all, those we are most interested are the Cultural Economics6 (Throsby
2001, Towse and Hernández 2020) and Cultural Networks7 (McLean 2016, Breiger
and Puetz 2015), and an exceptional expansion of literature, which organization
has demanded more and more reviews. For example, Kroeber and Kluckhohn
(1952) offered a review about definitions of culture, while Taras et al. (2009) ana-
lyzes different instruments for quantitatively measure culture, draws the common
points between the various operational definitions of culture and proposes future
developments. Alesina and Giuliano (2015) provides a review of the relationship
between culture and institutions. Koltko-Rivera (2004), organizing the theory
about the broad concept of Worldview8, implicitly provides sparks to show the
complexity of the word ”culture”, in fact it, in addition to its numerous defini-
tions, can also be forged from those of other constructs used in its same way.
The different shades of culture, mostly related to economics, are for example cap-
tured by Guldenmund (2000) that organized the literature about safety culture9,
Miroshnik (2002) that analyzes the relationship between multinational compa-
nies behavior and national cultures, Nakata and Sivakumar (1996) which reviews
the relationship between national culture and new product development, Hayton
et al. (2002) with the relationship between national cultural characteristics and
aggregate measures of entrepreneurship, Salant and Lauderdale (2003) which ex-
amines how acculturation affects the health of Asian immigrants in United States,
Canada, Australia, New Zealand, and United Kingdom.
In the same way, there are many complex social phenomena that affect or are
closely related to the individual or community cultural background, like the glob-

6 Cultural Economics is a so broad field of study “relevant to arts organizations, creative industries, cultural policy and, increas-
ingly, to economic policy for growth and development”, such as Towse and Hernández (2020) organized it in Handbook, which chapters
are written by experts of a specific subfield.

7 Cultural Networks embrace the various ways in which we can study cultural phenomena via Social Network Analysis. For our
knowledge, Networks of cultural traits (values) have never been inferred in literature.

8 As denoted by Koltko-Rivera (2004), worldview have been labelled in literature in different ways. The most common are: “world
hypotheses” (Pepper, 1942), “world outlook” (Maslow, 1981), “visions of reality” (Messer, 1992).

9 Safety cultures reflect the attitudes, beliefs, perceptions, and values that employees share in relation to safety (safety culture)
(Cox and Cox, 1991).
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alization (Pieterse et al. 2019, Olivier et al. 2008, Tomlinson 2012, Anthias 2001),
which goes hand in hand with immigration (Rapoport et al. 2020) and economic
preferences (Falk et al., 2018) fundamental for the production and the market
functioning. Obviously cultural status is related with ethnicity (Desmet et al.,
2017) and diversity (Ashraf and Galor, 2013). A place in the world where the
complexity of culture and its evolution is particularly evident is the United States,
that in this sense represents a strong stimulus for scholars (Giavazzi et al. 2019,
Bertrand and Kamenica 2018).

This brief but intense excursus on some of the most popular definitions and fea-
tures, inevitably shows how the articulation and permeability of culture within
economic activities and relationships is obvious and implicit. They are so entan-
gled with each other that after being absent from mainstream economics for a
long time, culture - in the broad sense of local norms, customs, attitudes, values,
and their subsets and interactions10 - has entered economic analysis again, espe-
cially as far as measurement is concerned. In the last twenty years or so, dozens
of empirical papers did support the claim that culture matters for economics,
over and above the role of institutions (Alesina and Giuliano, 2015).

Moving the attention from the conceptual construction of the word culture to the
similarity between entities with respect to it, we get to the core of the question
that concerns this dissertation, namely the Cultural Distance. Already inside the
Inglehart-Welzel Cultural Map or on the measurement of the Shalom H. Schwartz
and Geert Hofstede’s dimensions, it is possible to estimate the cultural distance
between geographically defined entities. But is it completely reliable? Can cul-
tural dimensions lack a component of interdependence between cultural traits?

In economic relations, in international agreements and in institutional dialogue,
the word distance is one of the most enunciated. There are exogenous distances
to be bridged to ignite a bond, sometimes there are necessary cracks and other
times unavoidable breaks, but this may depend, as well as geographical and phys-
ical distances, and implicit interests, largely on the cultural status of groups of
individuals. Moreover, behaviours and attitudes of a group of people can influ-
ence the type of economic system adopted and its functioning. This is why the

10 This definition follows mostly that of the English anthropologist, and founder of cultural anthropology, Sir Edward Burnett
Tylor, who already in 1871 offered a similar encompassing definition cited above. However, it summarises most of the definitions in the
literature, which in the form of rhetorical figures and different words depict culture as a complex set of components. In this context
another generic definition of culture, from which we can appreciate dynamism of culture along time, is expressed by Guiso et al. (2006)
and reported in Alesina and Giuliano (2015): “those customary beliefs and values that ethnic, religious, and social groups transmit
fairly unchanged from generation to generation”.
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measurement precision of the cultural content of an entity and of the cultural
distance between them (in our case are world countries) is essential to study the
mechanisms that regulate certain phenomena and to make the right decisions,
especially in this historical period where cultural changes due to the immediacy
of information and social media interactions, are sudden.

As in the case of national cultures, sometimes the elements on which to assess
distances can be complex and therefore require more detailed procedures. Dis-
crimination between networks of varying sizes (Van Wijk et al., 2010; Smith et al.,
2016) and related to a given research field is one such case. Common distance
measurements between networks often fail to grasp the complex of information
within two or more networks, then we arrive to another empirical objective of this
dissertation that is to propose a set of network descriptors that can capture the
important information contained in the networks and discriminate them based to
the generative models they come from.

In the spirit of Inglehart-Welzel (Inglehart and Welzel, 2005), this thesis - which
does not intend to discuss or argue about the issues of cultural dimensions or
psychic distance, nor to arrive at demonstrative/mathematical conclusions - aims
to show empirical evidence from data-driven approach, making use of new data
from the World Values Survey (Wave 7) and European Values Survey (Wave 5)
joint survey. Data are available free of charge on the official survey website and
cover a total of 79 countries, providing individual specifications for each of them.
Complexity of data, concept of culture and measurement of cultural distance re-
quires a complex approach involving Network Analysis methods firstly, as well
as special distance measurements, multidimensional analysis, bayesian methods,
simulations and clustering.

Chapter 1 is based on and extends the work of De Benedictis et al. (2021)
on data from WVS Wave 6. The main objective is the same, namely to identify
the interdependence between the cultural traits from the WVS and show their
importance in defining the cultural distance between countries. To discern this
task, here, we use data from the newly published of the WVS/EVS Joint 2017
survey, furthermore, in reference to De Benedictis et al. (2021), who concentrated
and used the 10 indicators selected by Inglehart and Welzel for the construction
of their Cultural Map, here four subsets of data with a different number of vari-
ables are considered: the 6 variables from the first battery of questions, the 10

14
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Inglehart-Welzel Cultural Map variables, the 14 Inglehart-Welzel Cultural Map
variables (for Y002 and Y003 indicators11 we use the original variables) and 60
variables (of these, 14 are the variables previously defined, 6 are those from the
first battery of questions and the others are selected to get a number that can
cope with the trade off between processing time and the minimum number of
missings per country).
Chapter 2 is devoted, on the one hand, to the comparison between the cultural
distance measurement found in Chapter 1 and different distance measurements.
These include similarities in terms of climate, ethnics and linguistics, genetics
and recent phenomena like Facebook. On the other hand, to a model of distance
between countries in GDP per capita, where the variety of distance measures
considered in this Chapter acts as regressors.
Finally, Chapter 3, by mapping simulated binary networks in a reference space
through a subset of descriptors, analyzes their clusterization by their generative
process and the problem related to the discrimination power of descriptors over a
set of non-isomorphic networks. Procedure involves the calculation of a large set
of descriptors on 2400 networks generated by different models (Random, Scale-
free, Small-world and Stochastic block model) and, via Subgroup Discovery, the
choice of the best subset of descriptors, which preserves the distinction between
networks from different generative models. The binary cultural networks with
60 variables estimated in Chapter 1 are used as case study and their mapping is
compared with some renowned measurements of distance between networks.

11 They respectively describe Post-materialism and Autonomy indices.
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Networks and symbols

A network in its mathematical formulation is described by a graph G = (V,E),
where V is the set of vertices (nodes) and E is the set of edges (links) between
them. They can be organized in a matrix way and in a graphical way. In the first
case, we can imagine the V set of nodes organized in rows and columns, while
the values of the E set of edges provide to fill the cells. In the second case, nodes
are simply represented by points, while edges by lines that connect them.

The vertices of a network can be of various kinds, from individuals, animals,
economic agents, countries, genes, neurons, etc., and they can be organized in
one set (one-mode networks) or two sets (bipartite networks). In our context we
will only take into account one-mode networks. With regard to this, since the
arguments and methods used in this thesis are various, often different nomencla-
tures are associated with the nodes of the networks. Basically, in Chapter 3 the
number of vertices are outlined by v and the number of edges with e. In Chapter
1, the number of nodes coincides with the number of cultural traits p, while in
Chapter 2 it coincides with the number of countries r, where the matrices of
distances among countries are considered as networks.

What characterizes a graph are the attributes associated with edges. They, in the
more classical sense, attest the presence/absence (1/0) of a link between nodes,
but they can contemplate the direction of the edges (e.g., in trade networks there
are exporter and importer countries), the weights which describe the strength of
the links, or the signs which usually outline the positive or negative meaning of
the edges. The latter together with weights, in the case of Chapter 1, will high-
light the type and strength of relationship between two nodes (cultural traits).
In Chapter 2 we will mostly make use of weighted networks, where the weights
suggest the distance between two countries. Finally, in Chapter 3 we refer to
binary networks.

Here, there are some useful definitions concerning networks:

• Adjacency matrix : matrix organization of a one-mode network.

• Affiliation matrix : matrix organization of a bipartite network.

• Adjacent : two vertices are adjacent if they share an edge.

• Path: a sequence of nodes and edges (all different one from each other).
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• Walk : a sequence of nodes and edges (even if not different one from the
others) that describes a path in the graph.

• Cycle: a closed path in which each edge and each node are included once
and only once in a sequence, except for the origin node.

• Neighborhood : the set of nodes adjacent to a generic node.

• Isolate: a vertex not connected with any other vertex, namely without neigh-
borhood.

• Connected graph: the network has no isolate nodes.

• Bridge: an edge that, if deleted, disconnects the graph.

• Geodesic: the shortest path between two nodes.

• Dyad : pair of nodes and the possible edge among them.

• Triad : triple of nodes and the possible edges among them.

• Motif : configuration of nodes and the possible edges among them. It is often
associated with subsets of 4 or 5 nodes, but implicitly even dyads and triads
are motifs.

• Group: generic subset of nodes and their edges, over which we measure some
properties.

• Subgraph: a selection of nodes contained in the overall set V of nodes, and
their connections.

• Clique: maximum complete subgraph of three or more nodes.

• Component : subgraph connected inside but disconnected with the other sub-
graphs.

As said, the composition of the set of edges is fundamental for defining the struc-
ture of the network. As follow are listed some particular kind of networks:

• Empty graph: the set of edges E is empty, there are no connections between
the vertices, namely each node is isolate.

• Complete graph: the opposite situation of an empty graph. The set of edges
E is composed by all possible edges. They are e = v(v − 1) for a directed

network, while e = v(v−1)
2 for an undirected network. Each vertex is connected

with all the other vertices of the network.
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• Star-like graph: one of the nodes is connected with all the other nodes, while
the remaining v − 1 nodes are only connected with that node.

• Circle-like graph: Each node is adjacent with other two nodes in the way to
form a cycle.

• Line-like graph: Each node and each edge form a non-closed path.

Another requirement is the nomenclature used in the description of the Subgroup
Discovery. As we will see, considering the categorical nature of the network
descriptors given by the discretization of Chapter 3, we will denote - using the
same symbols of the categorial/ordinal cultural traits of Chapter 1 - with p the
number of the generic attributes (in our case network descriptors) and with ci
the generic categories of them.
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Chapter 1

The network component of countries’
cultural distances

Abstract

The cultural background plays an important role in determining the socio-economic status
of a country and its characterization in terms of similarity to other countries. This Chapter
makes use of data from the WVS/EVS Joint 2017 to operationalize a definition of culture
that takes into account the interdependencies between cultural traits at country level, and
calculates a new measure of cultural distance. Taking advantage of a recent Bayesian algo-
rithm by Copula Gaussian graphical model, this Chapter estimates for each of 76 countries
included in the WVS/EVS Joint 2017, the cultural network of interdependencies between
cultural traits. After defining the distances between countries considering both cultural net-
works and distributions of cultural traits, it observes via DISTATIS how the addition of this
component to the classic distributional one, substantially modifies the measure of cultural
distance both in the case of a few cultural traits (6, 10 and 14) and in the case of larger
dataset (60). It concludes that the network structure of the national culture matters for the
definition of the cultural distance among worldwide countries.

1.1 Introduction

Culture and sculpture, two words that seem so similar but that derive from two
different Latin words, the first from “colere” which means to cultivate, the second
from “sculpere” which means to sculpt. It is immediate to think of culture as a
piece of marble that the evolution has continuously sculpted (and continues to
do so), which offers itself both to an overall view and to the examination of the
most minute details. This dualism extends to the whole wide range of studies and
applications inherent in the cultural sphere and, for example, it is found inside
the quantitative and qualitative framework.

The quantitative analysis for the study of culture is comparable to the overview
of the sculpture. It is synthetically defined in Corbetta (2014) as the study of
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collected statistical data, which for their characteristics are structured and pro-
vide the necessary support to draw general conclusions from the research1. From
the work of Hofstede (1984)2, the quantitative streak, in the form of cultural
measurement, has taken a very specific path well summarized in Taras et al.
(2009): culture is popularly investigated at an aggregate dimension level, plac-
ing countries as synonymous with culture (then, as unit of analysis)3 (Schaffer
and Riordan, 2003) and using self-report questionnaires (Hofstede, 1984) or face-
to-face interviews (Inglehart, 1997) to collect data. The approach of the World
Values Survey and the work of Inglehart and Welzel in positioning countries on
their Cultural Map, is also a child of this way of proceeding. In this context, the
main researchers’ effort was spent for unpacking the culture into dimensions and,
simultaneously, to position and categorize countries with respect to them4.

On the other hand, the qualitative analysis for the study of culture can be com-
pared to the examination of the minute details of the sculpture. In general, a
qualitative survey is less structured and aims to go deeper into the topic in ques-
tion by gathering information about the impressions, opinions, points of view,
motivations, thoughts and attitudes of a small number of individuals (Patton
2005, Silverman 2020, Flick 2018). Often the results are not generalizable, but
they provide pills of knowledge to broaden the visual spectrum about cultural
phenomena. At the same time, talking about the qualitative study of sociolo-
gists, anthropologists and psychologists, we especially refer to definitions about
the global concept of culture. In this context, the cultural unity of analysis is quite
abstract. Following the well-known procedure of Sampson and Laub (1995), to
move from hypothetical theoretical definitions5 to inquire into quantitative mea-
surement and come back to the theory, is a very common practice in the literature.

The common thread of both approaches is the objective of definition/measurement
the concept of culture, in its general formulation, about individuals in a definite
geographical area, for small groups of people or for individual subjects6. In this

1 For further details on the definition of quantitative analysis see the authoritative works of Cohen et al. 2017 and Creswell and
Creswell 2017.

2 The book was firstly published in 1980. As mentioned in (Taras et al., 2009), it represents a precursor to the quantitative study
of cultural phenomena and was immediately followed by other works in this area.

3 Based on WVS data, in Minkov and Hofstede (2012) is shown how internal regions of East and Southeast Asia, sub-Saharan
Africa, Latin America, and the Anglo world overwhelmingly cluster along national lines on basic cultural values.

4 Besides the work of Hofstede (2011) and Inglehart and Welzel (2005), an important contribution to this research area was provided
by Schwartz (2008), House et al. (2004) and Trompenaars and Hampden-Turner (2011).

5 Among the most popular definitions, one of the first wider is provided by Tylor (1871), after him Weber (1904) and Durkheim
(1912) shown two different points of view, while more recent definitions have been argued by Ferrarotti (1986), Lévi-Strauss (1987),
Giddens (2000) and Bourdieu (1977).

6 Mahoney and Goertz (2006) like Brady and Collier (2010) believe that “qualitative and quantitative scholars share the overarching
goal of producing valid descriptive and causal inferences”.
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sense, inside the empirical studies on culture, measurement doesn’t exist without
definition and definition doesn’t exist without measurement, indeed the two fun-
damental issues are strictly related.

The starting point of cultural measurement is the collection of data. The complex-
ity of the concept of culture - clear from the theoretical definition of Tylor (1871),
where culture is broadly defined as “that complex whole which includes knowledge,
belief, art, morals, law, custom, and any other capabilities and habits acquired by
man as a member of society” - inevitably spills over into the composition of the
survey questionnaires. Regardless of their level of territorial aggregation7, each
survey usually prepares a particularly long questionnaire, aimed at investigat-
ing all the globally recognized cultural aspects8, containing the specific cultural
traits (questions). The aforementioned binomial definition/measurement (theo-
retical/operative) of culture, then, is triggered in the synthesis of the information
coming from the collection of individual data in the surveyed countries.

As far as the theoretical definition issue is concerned, Kroeber and Kluckhohn
(1952) offers a wide collection of definitions as evidence that the meaning of
culture is something highly questionable in literature. They distinguish seven
typologies: descriptives, historical, normative, psychological, structural, genetic
and incomplete. However, this collection only contains the definitions up to the
time of its writing, while recently, scholars9 have been proposed further defini-
tions. Taking all the definitions together, Taras et al. (2009) identify four com-
mon elements present in virtually all of them: culture is a complex multi-level
construct10; culture is formed over a relatively long period; culture is relatively
stable; culture is shared between individuals. This sharing characteristic of cul-
ture is revealed in the constitution of a system of values among the individuals
of a community (in our case a country), which automatically defines its cultural
status.
In the way of De Benedictis et al. (2021) - which defines culture as the set of
local norms, customs, attitudes, values, and their subsets and interactions - our
contribution to this debate is to point out and confirm the fundamental role in
characterizing specific cultures (defined by their cultural system of values) that,

7 See note 2 in the Introduction of the thesis.
8 Identified by the sections of the questionnaire. Those of the World Values Survey are detailed in the next Section.
9 Claude Levi-Strauss (Lévi-Strauss, 1987), Talcott Parsons and Alfred Louis Kroeber (Kroeber and Parsons, 1958), Anthony

Giddens (Giddens 2000, Baecker 1997), Pierre Bourdieu (Bourdieu, 1977), Franco Ferrarotti (Ferrarotti, 1986), and so on. See the
Introduction of the thesis for more details.

10 Culture is metaphorically compared to an onion. For the “onion” diagram see Hofstede (1984).
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given any set of cultural traits, is played by the interdependence among them11.

On the operationalization side of things, namely on the cultural measurement,
culture have been measured in different ways. As mentioned above, quantitative
sociologists focus on construct dimensionalization. Shalom H. Schwartz proposed
two main dimensions: Egalitarianism vs Hierarchy, Autonomy vs Embeddedness
(Schwartz 2008, Schwartz and Bilsky 1987). Geert Hofstede’s work led to six
cultural dimensions: Power Distance Index, Individualism vs Collectivism, Mas-
culinity vs Femininity, Uncertainty Avoidance Index, Long Term Orientation vs
Short Term Normative Orientation, Indulgence vs Restraint (Hofstede, 2011).
Even eighteen dimensions are contained within the GLOBE model, of which nine
are due to cultural values and nine are due to practices. Whilst, Inglehart and
Welzel, in the Cultural Map affirm the preponderance of two dimensions, which
are in parallel with those of Shalom H. Schwartz: Secular vs Traditional, Survival
vs Self-Expression (Inglehart and Welzel, 2005). Therefore, to operationalize the
cultural definition we need to choose, firstly the source of data from the many
opportunities provided by the current literature, then the cultural traits collected
from it and finally an appropriate statistical methodology.

This Chapter, in the way of the above contributions, adopts a cross-country
perspective: making use of data from the WVS/EVS Joint 201712 and follow
De Benedictis et al. (2021), first, it defines and quantifies each national system
of values as network, second, it measures the distance among countries’ cultures
considering both, their characteristics on the selected cultural traits, and the
notion of interdependence among cultural traits13. At the data choice step, in
reference to De Benedictis et al. (2021), beyond updating the source of data from
the Wave 6 of WVS to the latest WVS/EVS Joint 201714, it extends the anal-
ysis to four subsets of the data with increasing sizes: 6, 10, 14 and 60 cultural
traits. Whereas, at the methodology stage, considering country’s cultural traits
as nodes and their interdependence as edges of a network structure, their quan-
tification is obtained by exploiting the possibilities offered by Copula graphical
model (Lauritzen, 1996) under a newly Bayesian approach (Mohammadi et al.,

11 In Taras et al. (2009) is explicitly indicated as “in the context of culture measurement, the problem of faulty equivalence
assumptions is not limited to generalizability across levels of measurement, but also refers to generalizations across cultures. A
relationship between variables found in one culture may not be generalizable to other cultures”.

12 However it is even plausible that the main finding could be achieved by processing data from other surveys (this remains as
future replication works).

13 The punctual delimitation of the main purpose is fundamental. Because the vastness of the topic, Taras et al. (2009) warns of
dangerous generalization when one studies cultures.

14 EVS/WVS (2021). European Values Study and World Values Survey: Joint EVS/WVS 2017-2021 Dataset (Joint EVS/WVS).
JD Systems Institute & WVSA. Dataset Version 1.1.0, doi:10.14281/18241.11.
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2017), as well as De Benedictis et al. (2021) does. A new cultural distance index
(like the network index ) is finally found putting together the De Benedictis et al.
(2021) procedure within the DISTATIS methodology (Abdi et al., 2005), suitable
for the joint analysis of several distance measures.

The Chapter is organised as follow. Section 1.2 provides the description of the
World Values Survey framework, it re-makes the Inglehart-Welzel Cultural Map
considering only data from the latest WVS/EVS Joint 2017 and selecting ques-
tions for the analysis implemented in the rest of the Chapter. Section 1.3 defines
the empirical definition of culture that this Chapter wants to verify, namely cul-
ture is composed by two components: one is due to the distributional content of
the cultural traits, and another to the cultural traits interdependencies. Section
1.4 infers the national cultural traits interdependencies (the cultural networks)
to be considered in the final cultural distance measure. After Section 1.5 defines
the distance measures applied on the different theorized components of culture,
Section 1.6 finally finds a new index of cultural distance between countries.

1.2 Data: WVS/EVS Joint 2017

For almost 40 years the World Values Survey Association (WSVA)15 through the
WVS has been contributing to the study of worlwide cultural changes and how
they can derive or affect economic and social phenomena. The original purpose
was to study how economic development is evolving the values and attitudes of
individuals within national societies and it was fielded with the first Wave (1981-
1984) inspired by the European Values Study (EVS)16. Asking to a national
sample of citizens from 11 worldwide countries to answer a questionnaire about
socio-demographics (gender, age, level of education, income), religion, family, life
habits, politics, generical values of life, etc., and deeply analyzing the collected
data, researchers found substantial differences between the values of younger and
those of older connected to the economic growth experienced by society in which
they live.

Understanding the extent of information that the survey may have in explaining
the change in values from generation to generation based on economic and tech-

15 As reported in the official WVS website https://www.worldvaluessurvey.org/WVSContents.jsp “The WVSA is a non-
commercial non-governmental international social research organization with the Legal Seat in Stockholm, Sweden...The mission
of the WVSA is to contribute to a better understanding of global changes in values, norms and beliefs of people by the means of
comparative representative national surveys worldwide – known as the World Values Survey (WVS)”.

16 The first Waves of WVS were Eurocentered with small representatives of Southeast Asia and African countries.
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nological developments, seven Waves have been carried out approximately every
five years17. They include societies that cover the widest range of attitudes and
situations such as different economic levels, different geographical areas, different
climate areas, different cultural traditions.
As the years passed, the questionnaire has been subject to changes and adapta-
tions to cover all the aspects of culture and improving the measurement (Taras
et al., 2009) by accepting the suggestions of social scientists from all over the
world. Currently, the 290 questions are divided in distinct different macro-
categories: social values, attitudes and stereotypes; happiness and well-being;
social capital, trust and organizational membership; economic values; corrup-
tion; migration; security; postmaterialist index; science and technology; religious
values; ethical values and norms; political interest and political participation; po-
litical culture and political regimes; demographics. Questionnaire is translated
and adapted18 according to the country and it is sometimes pre-tested to assess
the critical issues. Most interviews take place face-to-face using paper or CAPI
(Computer Assisted Personal Interview) to record answers, and sometimes via
phone for remote areas. The minimum sample per country is 1200 individuals
and it is representative of all inhabitants over the age of 1819.

Since the WVS is inspired by the EVS, considerations made for the former can
be extended to the latter, however, EVS is performed on a regular basis of nine
years and focuses only on European countries. Since 1981 it has managed to cover
almost all of the Europe territories, from Azerbaijan to Portugal, from Sweden
to Greece, becoming one of the most important sources of secondary data for
researchers who focus their study on this geographical area. For the last survey20

the sample size was set to 1200 individuals for countries with population over
2 million and to 1000 individuals for countries with population below 2 million,
while the sampling methods since 2008 are only probabilistic21.

17 Many important macro-developments of the society have been highlighted over the years by the work of the researchers of the
World Values Survey. For example, the complex mechanism that regulates political, cultural and economic changes based on data
of the Wave 2 is described in Inglehart (1997). The profound changes in the traditional of gender roles are examined in Inglehart
and Norris (2003) through data of Wave 3. While, Inglehart and Welzel (2005), summing up from the previous surveys, shows as
modernization is a process of human development, in which economic development triggers cultural changes that make individual
autonomy, gender equality and democracy increasingly likely.

18 The translation process, as Taras et al. (2009) highlights, is fundamental to keep under control the error created during data
collection. This is not a small problem, in fact when the survey concerns specific regions of a country, the presence of dialects and
different facets of language, especially in rural areas, can generate misunderstandings. Furthermore, some populations may be more
sensitive to a question than others, this often leads to the elimination of some questions for some countries.

19 The national representative random sample is based on multi-stage territorial stratified selection. The first stage is the selection
of primary sampling units (PSUs), the second is the random sampling of individuals, e.g. the household. For details see Haerpfer
et al. (2020).

20 European Values Study 2017: Integrated Dataset (EVS 2017). GESIS Data Archive, Cologne. ZA7500 Data file Version 4.0.0,
doi:10.4232/1.13560.

21 For a description of sampling methods see the European Values Survey: method report. European Values Study (EVS). (2020).
European Values Study (EVS) 2017: Method Report. (GESIS Papers, 2020/16).Köln. https://doi.org/10.21241/ssoar.70109.
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Data used to point out the importance of the interdependence between cultural
traits in defining the cultural background, which characterizes the set of individ-
uals of a country, come from the latest survey concerning World Values Survey
(WVS) jointly to European Values Study (EVS), and available publicly and freely
on the WVS website. The two organizations agree to collaborate in carrying out a
single, shared EVS/WVS survey22. Both the EVS and WVS remain and operate
as independent research organisations, EVS coordinates the data collection pro-
cess in Europe, while WVS does so for the rest of the world. The questionnaires
are developed independently of each other, but have common traits that converge
towards the joint survey.
In the four-year period 2017-2020, the WVS, in its Wave 7, has completed the
survey of 70,867 individuals from 49 countries, while the EVS (Wave 5) in the
same period completed the survey in 34 countries for a total of 56,491 interviewed
individuals. By combining the two surveys, they cover 79 worldwide countries
because surveys in Germany, Romania, Russia and Serbia have been conducted
by both. A number never historically reached by the WVS.

These numbers, the free access to data and the recent last pubblication (Novem-
ber 2020), the way data are collected, together with the myriad of papers and
books that use this data and quote23 the theories coming from the network of
scholars of the WVS project24, make the WVS and its main result summarised
by the Inglehart-Welzel Cultural Map (Inglehart and Welzel, 2005), the major
social survey in the world, a reference point for many empirical cultural studies
on secondary data25, and the perfect motivation for using it for the task of this
Chapter.

1.2.1 Inglehart-Welzel contribution: Cultural Map

Among the many specific and general works that Ronald Inglehart and Chris-
tian Welzel together, alone or with other scholars have carried out on the data
coming from the WVS (of which Inglehart is the founder), the Cultural Map is
the most striking and well-known application. In the attempt of summarizing

22 The contract that the two associations have signed is available on the WVS website.
23 There are more than 30,000 publications in the literature based on the WVS data and over 60,000 citations for WVS in Google

Scholar.
24 The network of social scientists and researchers working in the WVS project includes scholars from 120 world countries.
25 The range of social disciplines in which the WVS has found application are innumerable. For example, for an effective review of

the role of cultures in economics and institutions see Alesina and Giuliano (2015); in the context of cultural economics, for the use in
immigrational issues Rapoport et al. (2020); for a use of WVS data in comparative political science Alemán and Woods (2016); for
the application on social capital Guiso et al. (2008); for a nice application on public health Jen et al. (2009).
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the complexity of the national cultural background (system of values), it places
the investigated countries on a bi-dimensional plane of a reduced space (facto-
rial). This allows to understand which countries are similar at the cultural traits
level, observing how their positioning varies over time and comparing it to pre-
defined groups. Up to WVS Wave 6 nine different groups were distinguished on
the Cultural Map: African-Islamic, Orthodox, Latin America, English-speaking,
Confucian, Baltic, Protestant, South Asia, Catholic Europe. Regarding Wave
7, and therefore the WVS/EVS Joint 2017, eight groups (names are little mod-
ified) are depicted as the Baltic countries have been included in other groups:
African-Islamic, Orthodox Europe, Latin America, English-speaking, Confucian,
Protestant Europe, West & South Asia, Catholic Europe.

From the many variables based on the WVS questionnaire, for building the Cul-
tural Map, Inglehart and Welzel selected 10 variables26. Following, they are
listed by their questionnaire section, subsection, the longitudinal variable id and
the Wave 7 question id27:

[Perceptions of life]

• HAPPINESS AND WELL-BEING

A008 - Happiness.
Q46. Taking all things together, would you say you are

1. Very happy

2. Rather happy

3. Not very happy

4. Not at all happy

• SOCIAL CAPITAL, TRUST & ORGANIZATIONAL MEMBERSHIP

A165 - Trust.
Q57. Generally speaking, would you say that most people can be trusted or
that you need to be very careful in dealing with people?

1. Most people can be trusted
26 Originally, Inglehart (1997) used factor scores (Cultural Map derives from a Factorial Analysis) based on 22 variables, while

Inglehart and Baker (2000) and subsequently Inglehart and Welzel (2005) reduced them to 10 variables, essentially to avoid missing
data and an excessive dropping of countries from the analysis. According to the authors Inglehart and Welzel (2005), reducing
the number of variables, the information scope is not affected because of the high correlation among some of the original questions
considered.

27 The questionnaire for each WVS Wave is subject to revisions, some questions are removed, other added and sometimes reviewed.
For this and for the main organization of the Sections, the order of questions is always different, namely the question id varies Wave by
Wave. Both questions, and variables measured by them, are uniquely defined by their longitudinal id, specified in the WVS integrated
dictionary codebook.
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2. Need to be very careful

[Politics and Society]

• SOCIAL VALUES, ATTITUDES & STEREOTYPES

E018 - Respect for authority.
Q45. I’m going to read out a list of various changes in our way of life that
might take place in the near future. Please tell me for each one, if it were
to happen, whether you think it would be a good thing, a bad thing, or you
don’t mind.
Greater respect for authority:

1. Good

2. Don’t mind

3. Bad

• POLITICAL INTEREST & POLITICAL PARTICIPATION

E025 - Voice.28

Q209. Now I’d like you to look at this card. I’m going to read out some
forms of political action that people can take, and I’d like you to tell me, for
each one, whether you have done any of these things, whether you might do
it or would never under any circumstances do it.
Signing a petition:

1. Have done

2. Might do

3. Would never do

[Religion and Moral]

• RELIGIOUS VALUES

F063 - Importance of God.
Q164. How important is God in your life? Please use this scale to indicate.
10 means “very important” and 1 means “not at all important”.

• ETHICAL VALUES AND NORMS

F118 - Homosexuality.
Q182. Please tell me whether you think homosexuality can always be justified
(10), never be justified (1), or something in between.

28 In the sense of Hirschman (1970).
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• ETHICAL VALUES AND NORMS

F120 Abortion.
Q184. Please tell me whether you think abortion can always be justified
(10), never be justified (1), or something in between.

[National identity]

• POLITICAL CULTURE & POLITICAL REGIMES

G006 - Proud of nationality.
Q254. How proud are you to be [nationality]?

1. Very proud

2. Quite proud

3. Not very proud

4. Not at all proud

5. I’m not [nationality]

From the combination of the answers received to specific questions, Inglehart
(1997) constructed two derived indices.

[Post-Materialism29]

• Y002 - Post-Materialism. Post-Materialist 3-items index

1. Materialist

2. Mixed

3. Postmaterialist

Y002 is calculated as follows (see the Appendix of Inglehart (1997)):

– if (E003=1 or E003=3) and (E004=1 or E004=3) then 1 (Materialist)

– if (E003=2 or E003=4) and (E004=2 or E004=4) then 3 (Postmaterialist)

– else if ((E003=1 or E003=3) and (E004=2 or E004=4)) or ((E003=2 or
E003=4) and (E004=1 or E004=3)) then 2 (Mixed)

where:

– POSTMATERIALIST INDEX

E003 - Social values.
Q154. If you had to choose, which one of the things on this card would
you say is most important? (first choice):

29 In sociology, Postmaterialism is the transformation of individual values from materialist, physical, and economic to new individual
values of autonomy and self-expression (Inglehart, 2018).
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1. Maintaining order in the nation

2. Giving people more say in important government decisions

3. Fighting rising prices

4. Protecting freedom of speech

– POSTMATERIALIST INDEX

E004 - Social values 2.
Q155. And which would be the next most important? (second choice):

[Autonomy]

• Y003 - Independence/Obedience. Autonomy index: from Determination, Per-
severance/Independence (-2) to Obedience/ Religious Faith (2)

To calculate Y00330 Inglehart and Welzel (2005) used Children qualities bat-
tery questions inside the SOCIAL VALUES, ATTITUDES & STEREOTYPES subsection:
it is more important for a child to learn obedience or faith than independence
and determinations? A040 - Q15. Religious Faith; A042 - Q17. Obedience;
A029 - Q8. Independence; A039 - Q14. Determination, Perseverance.31

From these variables, they extract the final set of data over which they apply
the Factorial Analysis for projecting countries in the reduced space. The proce-
dure provides for the calculation of the average value for each variable and each
country (Inglehart, 1997). Negative values which code answers “Don’t know”,
“No answer”, “Not applicable”, “Not asked in survey”, “Missing; unknown”, are
considered missings, as result any case without answers to the 10 variables may
be skipped, causing in certain circumstances the deletion of countries with no
scores in the Cultural Map32.

In an effort to create a basis for the work of this Chapter, that can serve both as
a starting point and as a comparison for our cultural distance index, in the way
of De Benedictis et al. (2021), that has replicated the Cultural Map for the only
data from Wave 6, we do the same for data from the WVS/EVS Joint 2017.
We apply a Principal Component Analysis (PCA) over the 10 cultural traits (In-
glehart and Welzel, 2005) selected by Inglehart and Baker (2000) with a varimax33

30 The original support of the variables Y003 was [-2,2]; in our analysis we re-coded it on the support [1,5]. In our case, using longi-
tudinal aggregate coding, 1 indicates Determination, Perseverance/Independence and 5 Obedience/Religious Faith, for the individual
Wave the scale is the opposite.

31 For further details about the autonomy index see Inglehart and Welzel (2005). Details on the variable Y003 are in the Appendix
of Inglehart (1997) and on the WVS Website, where it is the described the way in which it is built.

32 For specific situation, some questions are not asked in the questionnaire of certain countries.
33 For the theoretical definition of the well-known PCA method see Abdi and Williams (2010) and for its application on R software

Husson et al. (2017). Varimax rotation is the rotation which maximizes the sum of the squares of the loadings (Husson et al., 2017).
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Figure 1.1: Inglehart-Welzel Cultural Map

Note: Our elaborations on WVS/EVS Joint 2017 data. Colors correspond to Inglehart and Welzel (2005) groups, where from this
Wave Baltic is ousted (Baltic countries are included in other groups). The horizontal axis corresponds to the first principal component
of the PCA on the 10 variables associated to the cultural traits considered in the analysis. The vertical axis corresponds to the second
principal component.

rotation of the axes. Differently from De Benedictis et al. (2021) - where did not
make use of varimax rotation - the conformation of the map is proportionally
more faithful to that of Inglehart-Welzel34 published on the WVS Website. At
any rate, small inconsistencies are still found for various practical reasons: we do
not use the merged WVS/EVS longitudinal data from 2005 (from the WVS Wave
5), but we use only the WVS/EVS Joint 2017; we do not use SPSS software35

for our elaborations, but R software. These differences even return factorial axes
that are more explicative of the total inertia of the average matrix cultural traits
per countries (73% vs. 71% of the Cultural Map).

All in all, the interpretation of the dimensions (factorial axes) can be assimi-
lated to that of Ronald Inglehart and Christian Welzel, and having no ambition
to discuss and argue about them, we take for good the specific sociological in-

34 See the WVS Website for the latest published including the new data from WVS and EVS.
35 The SPSS code is available in the WVS official website.
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terpretation provided by the two authors: the first factor describe the two poles
Survival values versus Self-expression values, while the second Traditional values
versus Secular-rational36 (Inglehart and Welzel, 2005).

1.2.2 Selected questions/variables

In De Benedictis et al. (2021) the set of data is selected according to the Inglehart-
Welzel Cultural Map, while the analysis object of this Chapter is carried out from
four subsets of variables of increasing size, coming from the WVS/EVS Joint 2017
data. Keeping in mind that Inglehart (1997) have already experimented with
building their Cultural Map with more than 10 variables, here, we are interested
in observing any changes in the nature of the interdependencies between variables
as the number of selected cultural traits (nodes) increases. Basically, we want
to analyze the role of the cultural network in measuring the national system of
values and the cultural distances between countries when a more complex and
informative network structure is depicted preserving as much information as pos-
sible (namely, avoiding as much as possible the presence of missing values).

Cultural Map implicitly measures the cultural distance between countries. In
the way of De Benedictis et al. (2021), to meet the primary purpose to compare
our results with those of the Cultural Map, the first selected subset of data is
composed by the same variables used to construct it, and that we listed in the
paragraph 1.2.1. This inevitably leads to delete Egypt, Tajikistan and Iraq from
the 79 worldwide countries of the WVS/EVS Joint 2017. Answers of the individ-
uals contained in their samples result entirely missing for questions described by
variables F11837 (Egypt and Tajikistan) and F06338 (Iraq).

On this basis, two further datasets of increasing size are considered. The first is
composed by 14 cultural traits and includes the same of the first dataset above,

36 According to the official WVS website the two dimensions can be interpreted as follow: 1) In the first factor the two extremes
symbolize survival vs self-expression values. “Survival values give emphasis to economic and physical security and are associated
to low levels of trust and tolerance. Self-expression values give high priority to subjective well-being, individualism and quality of
life (environmental protection).” A rightward movement from survival to self-expression also represents the transition from industrial
society to post-industrial society, as well as the embracing of democratic values. 2) In the second factor the two extremes symbolize
traditional vs secular values of societies. “Traditional values emphasize the importance of religion, parent-child ties, deference to
authority, absolute standards and traditional family values. People who embrace these values also reject divorce, abortion, euthanasia
and suicide. Societies that embrace these values have high levels of national pride and a nationalistic outlook.” Consequently, at the
opposite vision there are Secular-rational values. A downward shift represents a movement away from traditional values and toward
more secular-rational values.

37 It is the unique variable ID used merging WVS and EVS, called Q182 in the WVS Wave 7 questionnaire and V203 in the WVS
Wave 6 questionnaire. The formulation is: “Please tell me for each of the following actions whether you think it can always be justified,
never be justified, or something in between, using this card (Homosexuality)”.

38 Called Q164 in the WVS Wave 7 questionnaire and V152 in the WVS Wave 6 questionnaire. The formulation is: “How important
is God in your life? Please use this scale to indicate. 10 means very important and 1 means not at all important”.
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replacing the indices Y002 and Y003 with their disaggregation by the variables
from which they are calculated (see paragraph 1.2.1). Taking up to this, the
second integrates this latter dataset with further 46 variables, for a total of 60
variables. Finally, the last dataset contains variables derived from the first bat-
tery of questions inside the questionnaire39. Summing up based on increasing
size, from this moment datasets will be called in this way:

• Battery dataset : variables from the first battery of questions.

• IW dataset : Inglehart-Welzel Cultural Map variables.

• IW1 dataset : Inglehart-Welzel Cultural Map variables (disaggregation of
Y002 and Y003).

• Large dataset : Inglehart-Welzel Cultural Map variables (disaggregation of
Y002 and Y003) plus further 46 selected variables.

While variables from Inglehart-Welzel Cultural Map (Inglehart and Welzel, 2005)
are widely accepted in the literature40 and have been extensively discussed in the
previous paragraph, we have no further theoretical prior on which cultural traits
are most important for the national culture definition, therefore practical reasons
lie behind of the choice of the Battery and Large subsets.

Straightforwardly, variables of Battery dataset, as first, describe a very general
and transversal construct (Priorities in Life), as second, they have an high re-
sponse rate41 because their generality and because they are the first questions of
the questionnaire.

About the choice of the 46 variables that complete together with the IW1 dataset
variables the Large dataset, it is strictly guided by the methods to infer the in-
terdependencies among cultural traits and the least loss of information. A first
skimming is due to the overlapping questions of WVS and EVS, that consider-
ably reduces the number of cultural traits derived from the individual answers
(189 questions). Anyway, because we have to estimate a network for each coun-
try and each dataset, the computational cost of the Bayesian inferential scheme,

39 Priorities in Life battery questions inside SOCIAL VALUES, ATTITUDES & STEREOTYPES subsection: “For each of the following,
indicate how important it is in your life. Would you say it is: 1. Very important; 2. Rather important; 3. Not very important; 4. Not
at all important.” A001 - Q1. Family; A002 - Q2. Friends; A003 - Q3. Leisure time; A004 - Q4. Politics; A005 - Q5. Work; A006 -
Q6. Religion.

40 In addition to the astonishing numbers of publications and citations already cited in note 23, this is highlighted also in the
important reviews Taras et al. (2009) and Alesina and Giuliano (2015).

41 For this reason is used also in Rapoport et al. (2020). In this case it is included in a model of cultural transmission over time to
examine how migration affects cultural change in home and host countries.
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that characterizes the newly algorithm of Copula Gaussian graphical models42

(Mohammadi et al., 2017), is too high to include all of them. By adding cultural
traits the combinations of graphs in which they can be arranged increases ex-
ponentially and with it also the processing time to reach the convergence of the
algorithm. Similarly, the probability of having to remove more countries from
the analysis also increases because more variables imply more probability to ob-
serve patterns of missing values43. Following the instructions of the author of the
method (Abdolreza Mohammadi), in order to have good performances, we set an
hypothetical limit at 100 cultural traits to be included in the analysis. Consid-
ering again that our analysis is not inherent to a single network, but estimates
the cultural network of 76 countries and 4 different datasets, we try to further
reduce this limit in order to have a substantial group of cultural traits, but not
to burden the timing of the analysis. With this purpose, for each cultural trait
we calculate the distribution of missing values per country. Then, we associate
each cultural trait with the maximum of its distribution of missing values over
countries44. From this new distribution we take the cultural traits which stand
under the median, namely 46 cultural traits.
The next step is the choice of the number of iterations to run for reaching the
convergence of the algorithm. There is no way to assess it without having to run
the inferential procedure of the algorithm at least for o e country. For this reason
we empirically use as benchmark the estimation of the Italy’s cultural network
that may have a fairly complex cultural system of values. We run the algorithm
under different number of iterations. Table 1.11 in Annex 1 shows how a good so-
lution that combine convergence and processing time is 300,000 iterations. Apart
from the variables of the IW1 dataset, as evidence of the high response rate for
the questions of the first battery (Priorities in Life), they are contained in the 46
selected variables, outlining the Large dataset as the union of the IW1 dataset,
the Battery dataset and other 40 variables derived from questions with a high
response rate over countries (see Table 1.13 in Annex 1 where they are listed).

1.3 Empirical definition of culture

The primary objective of the empirical analysis of Inglehart and Welzel (2005),
or Hofstede (2011), or more generally of all the scholars inside the research field
reviewed by Taras et al. (2009), is of unpacking the complex concept of culture

42 It is introduced in Section 1.4 and fully described in Annex 1.
43 This was the same reason why Inglehart and Baker (2000) decided to reduce the 22 variables to 10 of them.
44 In other words, we describe each cultural trait with the maximum value of missing that it presents for a country. The higher is

this values, the higher information we lose for one or more countries.
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in a few important dimensions, on the basis of which to evaluate the aggregate
national cultural peculiarities, and therefore the cultural distance between coun-
tries. The starting point of these works is the operation of averaging the national
culture, that automatically implies two issues: as Taras et al. (2009) highlights,
this obscures some of the information contained within the distributions of each
cultural trait for each country, and at the same time, it requires that the structure
of relations between cultural values be constant for all the countries, that is, not
contextualized but universally generalizable.
As De Benedictis et al. (2021), in the attempt of exceeding these limits, and rec-
ognizing the complexity of the concept of culture already clear inside the main
theoretical definitions (Guiso et al. 2006, Ferrarotti 1986, Tylor 1871, Bourdieu
1977), we imagine the national cultural system of values can be composed by two
fundamental objects:

• The more or less polarized entity of cultural traits, represented by their
distributions.

• The interdependence between cultural traits, identified by the cultural net-
work, where cultural traits are intended as nodes and their mutual associa-
tions inside the national collective as edges.

Including the measurement of interdependencies between cultural traits can im-
prove the accuracy of cultural distance measurements. Finding that two countries
are similar, both in terms of the distribution of their cultural traits and the way
they are interconnected with each other, certainly supports their measure of sim-
ilarity. Just as for countries that are dissimilar, their national cultures can be
dissimilar because they differ in the distribution of cultural traits and in the way
their interconnections form different multifaceted relational structures. However,
the interdependencies of cultural traits are crucial for cases in the midst of these
two extremes, in fact, instead of corroborating their distance relationship, they
can completely reverse it.

Since in this vision the empirical definition of culture is composed by the two
complex listed objects, in order to calculate the cultural distance between coun-
tries, distances based on distributions and based on the cultural traits interde-
pendence are evaluated separately.

We find the distributional part in two ways: as first, in the way of Inglehart
(1997) by averaging each variable for each country, and as second, by following
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the literature on Symbolic Data Analysis (Diday and Noirhomme-Fraiture, 2008),
specifically by using the symbolic generalization45 by country as shown in Tables
1.1 and 1.2.

Table 1.1: Example of Battery dataset

Country iso2 Family Friends Leisure time Politics Work Religion

1 AL 2 1 2 3 2 2

2 AL 1 1 4 4 1 1

... ... ... ... ... ... ... ...

50,000 SE 1 1 1 3 2 3

50,001 SE 1 2 1 3 2 3

... ... ... ... ... ... ... ...

123,757 ZW 1 2 2 1 1 1

123,758 ZW 1 2 2 2 1 1

Table 1.2: Example of symbolic generalization for Battery dataset

Country iso2 Family Friends Leisure time Politics Work Religion

AL
1(), 2() 1(), 2() 1(), 2() 1(), 2() 1(), 2() 1(), 2()
3(), 4() 3(), 4() 3(), 4() 3(), 4() 3(), 4() 3(), 4()

... ... ... ... ... ... ...

SE
1(), 2() 1(), 2() 1(), 2() 1(), 2() 1(), 2() 1(), 2()
3(), 4() 3(), 4() 3(), 4() 3(), 4() 3(), 4() 3(), 4()

... ... ... ... ... ... ...

ZW
1(), 2() 1(), 2() 1(), 2() 1(), 2() 1(), 2() 1(), 2()
3(), 4() 3(), 4() 3(), 4() 3(), 4() 3(), 4() 3(), 4()

Note: Each category associated to a cultural trait has a certain relative frequencies, ideally represented by ().

The interdependencies between cultural traits are found via the Bayesian inferen-
tial scheme developed by Mohammadi et al. (2017) inside the literature of Copula
Gaussian graphical modelling. The next paragraph is entirely dedicated to mo-
tivate the use of it and to describe the inferred cultural networks derived from
it.

45 Symbolic Data Analysis (SDA) fits into the context of analyzing large datasets that require a first reduction in higher level
predefined concepts. Starting from a set of individuals, generalization provides the aggregation of them in ’symbolic objects’ (higher
level concepts, in our case worldwide countries) characterized by their ’symbolic descriptions’. Basically, a symbolic description is
a vector of symbolic variables (lists, histograms, distributions, intervals, and so on) that describe a symbolic object in a boolean
or probabilistic way. In our case we create boolean symbolic objects. For more details see Billard and Diday (2003), Diday and
Noirhomme-Fraiture (2008), Bock and Diday (2012).
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1.4 Cultural traits interdependence

As regards the developments of this Section and more generally of this Chapter,
we believe it is sufficient to justify the methodological choice by mentioning some
of its key characteristics, whereas for more details about the methodology, the
inference and outputs of the procedure, refer to the Annex 1. More in general,
we do not intend to make a direct contribution to the method, but rather to use
it as a tool to reach empirical evidences.

With an effective analogy, interdependencies among cultural traits for a coun-
try are previously defined by its cultural network, where cultural traits are con-
nected according to their relationship embedded in the complex cultural system
of value. As mentioned above, in De Benedictis et al. (2021) cultural networks
are estimated for each country on the basis of one single dataset, while here, four
different subsets of cultural traits are considered, namely four different Graphs
will have 6, 10, 14 or 60 cultural traits (nodes) and their set of edges, according
to the underlying network structure. Since these connections are not directly ob-
served, in this framework, network inference is performed via Graphical models,
individually for each country and subset of data.

The latent network structure of a system described by variables can be of in-
terest when, as said, it is not directly observed, i.e. when the presence/absence of
the edges is unknown. In this context, besides the average and marginal cultural
characteristics of each country, we assume that its internal cultural system of val-
ues - defined by the non-observed network of the important cultural traits - may
have an important meaning for the definition of its culture and for the cultural
distance between countries.

A simple example that can illustrate firstly the importance of considering the
relation between cultural traits (De Benedictis et al., 2021), and secondly the
importance of the conditional independence - then of the underlying network
structure - for the measurement of the cultural proximity between countries is
below. Imagine we live in a world with two countries (country 1 and country
2), and two cultural traits representative of the measurement of their culture.
Each of them takes on two values, e.g., belief in God (yes/no) and trust in others
(yes/no). Imagine that in both countries, half the people believe in God and
half the people trust others. The two countries would appear to be culturally
coincident. However, suppose that in the first country everyone who believes in
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God also trusts others (Table 1.3), while in the second country everyone who
believes in God does not trust others (Table 1.4). Then, the two countries are
actually culturally different because the relation between the two cultural traits
across individuals within each country is different.

Table 1.3: Country 1

TRUST

Yes No

GOD
Yes 600 0 600

No 0 600 600

600 600 1200

Table 1.4: Country 2

TRUST

Yes No

GOD
Yes 0 600 600

No 600 0 600

600 600 1200

Now imagine the joint distribution of belief in God and trust in others is the
same for the two countries and coincide with Table 1.3. In this case country 1
and country 2 are culturally equivalent both for the distribution of the individual
cultural traits and for their interdependence.

Table 1.5: Country 1

PETITION GOD
TRUST

Yes No

Yes
Yes 600 0 600

No 0 0 0

No
Yes 0 0 0

No 0 600 600

600 600 1200

Table 1.6: Country 2

PETITION GOD
TRUST

Yes No

Yes
Yes 300 0 300

No 0 300 300

No
Yes 300 0 300

No 0 300 300

600 600 1200

Consider that in our hypothetical world there is a third important cultural trait:
signing a petition. It takes on two values (yes/no), and, as the other two, in
both countries its distribution is the same: half the people have signed at least
one petition in their life. The two countries seems to be culturally equivalent
considering the marginal distributions of the three cultural traits and their in-
terdependence except for signing a petition. The joint distributions depicted in
Table 1.5 and 1.6 show that when the third cultural trait is considered, it acts
on the way the traits interact one each other. Then, the two countries are actu-
ally culturally different because the pattern of interdependence between cultural
traits across individuals within each country is different. Measuring the cultural
distance between countries without taking into account the network structure of
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cultural traits would therefore result in a systematic downward bias of potentially
relevant magnitude.

In this context, Graphical models are useful methods because we are interested
in the estimation of a complex structure of relations between a set of variables
(cultural traits), which are symbiotically connected to each other to describe the
cultural system of values of a country. The latter is defined by a graph, where
the absence of interaction - conditional independence - between the cultural traits
(nodes) is reflected in the graph as a missing edge between them. They are highly
performing both when over a large set of variables are collected or available several
observations and when the number of them is in some way limited. Obviously,
they remain effective even when the set of variables is not very large, e.g. in our
case for Battery dataset, IW dataset and IW1 dataset.

Inside the graphical modelling framework, Gaussian graphical models (Ggm) are
popular models for inference of undirected graphs when variables are supposed
to be Normal distributed, then when the starting point is the multivariate nor-
mal distribution of the nodes (Lauritzen, 1996). They move beyond simplistic
approaches based on pairwise correlations and measure dependencies in terms of
partial correlations, that is the correlation of two nodes conditional on all the
others46.

Since the responses to the selected questions of the WVS/EVS Joint 2017 are
ordinal or categorical, and therefore not normally distributed, Copula Gaussian
graphical models (CGgm) will be considered for our analysis. Inside the dif-
ferent approach to CGgm methods , of which one was proposed by Dobra and
Lenkoski (2011), for the elaboration of data in our framework we make use of the
Bayesian inferential procedure that has been recently developed by Mohammadi
et al. (2017).

The procedure of graph inference in a CGgm, in a nutshell, is traditionally made
of two tasks: parameter estimation, namely the estimation from the empirical
marginal distributions of the precision matrix (inverse of the correlation matrix),
and model selection, that is selecting a Graph where some edges may be missing.

46 Considering each node as a random variable, Graphical models move their theory from the parallel among the conditional
independence between nodes (variables) and sets of nodes (Markov properties) and the joint distribution of them, as demonstrated
in the Hammersley-Clifford Theorem (Hammersley and Clifford 1971, see also Lauritzen 1996, theorem 3.9). As a direct implication,
this allows to study the reticular structure of the conditional independence of a graph through the joint density function of the
variables/nodes.
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In a classical frequentist framework, these two tasks are treated separately: given
a Graph, the precision matrix is estimated by constrained maximum likelihood,
whereas model selection criteria based on the model likelihood and model com-
plexity (in this case number of edges) are subsequently used to select an optimal
Graph (Lauritzen, 1996). In contrast to this, a Bayesian approach allows to ac-
count simultaneously for uncertainty both at the level of Graph inference and
precision matrix estimation. The computational cost that this operation requires
is mitigated by the improved efficiency of the algorithms. Among these, there is
the one we have chosen for our elaboration. Mohammadi et al. (2015) proposed a
fast implementations based on Birth-Death Markov Chain Monte Carlo (BDM-
CMC) method. Authors demonstrate its statistical performance compared to
other algorithms of Ggm (Mohammadi et al., 2015), and they further extended it
for the case of CGgm for ordinal and categorical data (Mohammadi et al., 2017).
The BDMCMC procedure47 remarkably improves the performances and returns
an innovative output, where the inferred network is described by a set of edges
representing the probabilities to observe a link between nodes, we will call later
Posterior Edge Inclusion Probabilities. Setting a cut-off 0.5 on the posterior edge
inclusion probabilities, the Binary Network is easily found, while the Partial Cor-
relation Network is implicitly provided by every graphical modelling analysis.

On the basis of these outputs, the remaining part of this Section is dedicated
to the description of the features about some inferred networks.

1.4.1 Inferred countries networks of cultural values

Inside the network part, for each country, some traits could be symbiotically
expressed admitting a significantly positive or negative connection; some others
could be not connected because citizens of that country do not relate them di-
rectly; finally national cultural may lack of one or more cultural traits, these are
values that are not significantly taken into account by the people of that country.

The approach described in Annex 1 and just mentioned above, is applied for
each country and subset of variables. For investigating interdependencies among
6 (Battery dataset), 10 (IW dataset), 14 (IW1 dataset) and 60 (Large dataset)
cultural traits, we set respectively 10,000, 10,000, 20,000 and 300,000 iterations
for the BDMCMC algorithm. These numbers of iterations - which exponentially
increase with the number of variables/nodes - has been considered sufficient to

47 The method is implemented in the R package BDgraph (Mohammadi and Wit, 2019).
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reach the convergence of the model for each analysis, even though half of them are
intended as burn in, and the remaining half are used in the estimation process.
The choice of the number of iterations for Battery dataset, IW dataset and IW1
dataset is in line with De Benedictis et al. (2021), while, as mentioned in 1.2.2
and shown in Table 1.11 of Annex 1, for the Large dataset, it was dictated by the
number of selected variables.

For having a complete picture of the complex national system of values, the
wider network of 60 variables/nodes is included in the final definition of the cul-
tural distance index, but it turns out to be too broad to represent, describe and
compare, so the networks with 6 and 10 cultural traits are depicted below. As
an example, we respectively compare 4 countries in pairs: we show cultural net-
works for Sweden and Tunisia, which are located far apart in the Cultural Map,
compared to their inferred networks in De Benedictis et al. (2021); we further
add the cultural networks of Italy and Slovakia, which instead, beyond belonging
to the same group (Catholic Europe), are located close each other. The pres-
ence/absence of a tie is dictated by the binary network, while the color and the
thickness of the line by the information in the partial correlation network. Pos-
itive partial correlations are indicated in green and negative ones in red, while
the thickness of the line is given by the absolute value of the partial correlation,
namely the strength of the relationship.
From cultural networks depicted in Figure 1.2 and Figure 1.3 emerge interesting
hint for thought for the interpretation of the individual national system of values
and of the differences among countries.

Globally, as for Wave 6, there is not an evident difference in edge density48 of
the cultural network of Sweden (Figure 1.2a and 1.2c) and Tunisia (Figure 1.2b
and 1.2d). From Figure 1.2 we notice Sweden as a more stable and “mature”
culture, while Tunisia appears very unstable. As the years passed, comparing the
two cultural networks of Sweden, the overall role of cultural traits seems to be
very similar, at the contrary for Tunisia this is only partially verified. Provided
the considerations made by De Benedictis et al. (2021), for the cultural networks
of Tunisia only the role of Proud of nationality remains the same, stating that it
represents a founding value of Tunisian culture. Peripheral cultural traits become
central and central cultural traits become peripheral. The former is the case of
Post-Materialism and Abortion, which centralities was one of the main differences

48 The edge density of a graph is calculated as the ratio between the number of observed edges over the maximum number of edges
in the case of a complete graph (namely, when all the nodes are connected each other).
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Figure 1.2: The Network Structure of National Cultures (Sweden and Tunisia, IW variables

(a) Sweden Cultural Network (b) Tunisia Cultural Network

(c) Sweden Cultural Network - Wave 6 (d) Tunisia Cultural Network - Wave 6

Note: The optimal graphs for Sweden (a) and Tunisia (b), that are placed far away each other in the Inglehart-Welzel Cultural Map.
Colouring and thickness of edges is based on the associated partial correlations (Positive: Green, Negative: Red). Node labels refer to
the description of the cultural traits used for depict the Cultural Map.

between Sweden and Tunisia in Wave 6. The latter is the case of Autonomy and
Voice, which disappear, in the case of Voice, and almost disappear, in the case
of Autonomy (it is only connected with Homosexuality), from national cultural
framework. The important core on the Sweden network is represented by Homo-
sexuality, Post-Materialism, Respect for authority and Trust. This core seems to
be visualized also in the new cultural network, even though now Homosexuality
and Respect for authority are not linked. As for De Benedictis et al. (2021),
we can confirm that this cultural traits appear to define the core structure of
the country culture: tolerance, independence, post-materialism, and social trust
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stand out as the leading elements in Swedish culture. Finally, we can conclude
that the extreme difference between these two cultures in the Cultural Map is
confirmed also by their cultural networks, now even more evident than the Wave
6.

Figure 1.3: The Network Structure of National Cultures (Italy and Slovakia, IW variables

(a) Italy Cultural Network (b) Slovakia Cultural Network

Note: The optimal graphs for Italy (a) and Slovakia (b), that are placed close each other in the Inglehart-Welzel Cultural Map.
Colouring and thickness of edges is based on the associated partial correlations (Positive: Green, Negative: Red). Node labels refer to
the description of the cultural traits used for depict the Cultural Map.

Proximity among Italy and Slovakia inside the Cultural Map is not completely
found for their cultural networks (Figures 1.3a and 1.3b). The way in which the
individual cultural traits are perceived is in contrast with the way in which they
interact. These differences could be induced by many factors, such as climatic and
economic conditions, historical evolution, demographic composition, urban/rural
distribution of the inhabitants, and so on. Often a complex cultural identity can
result in more dense networks, while more standardized ones can lead to more
sparse networks. This is the case of Italy and Slovakia, in fact if we check for
trait by trait, we can easily notice as a good part of the edges are in both the
networks, while another consistent part is present only in the cultural network of
Italy. For example, Voice is negatively connected only with Homosexuality for
Slovakia, while for Italy it is negatively connected also with Post-materialism and
Abortion. Another example is the role of Post-materialism, which is more central
for Italy than Slovakia. The two countries are grouped as “Catholic Europe” by
Inglehart and Welzel in their Cultural Map, in fact not surprisingly they share the
same and really meaningful role of Importance of God. Although in the overall
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vision the two networks have some points in common, the specific differences due
to the complexity of the cultural identity, certainly enrich the distance relation-
ship between them, otherwise wrongly considered very similar.

One element of interest shared by the four networks (Sweden, Tunisia, Italy
and Slovakia), and more generally by all 76 cultural networks, is the positive link
between Abortion and Homosexuality. They tend to be either both supported
or both opposed and the thickness (intensity) becomes the measure of its impor-
tance inside a specific network.

Figure 1.4: The Network Structure of National Cultures (Sweden and Tunisia, first battery variables)

(a) Sweden Cultural Network (b) Tunisia Cultural Network

Note: The optimal graphs for Sweden (a) and Tunisia (b), that are placed far away each other in the Inglehart-Welzel Cultural Map.
Colouring and thickness of edges is based on the associated partial correlations (Positive: Green, Negative: Red). Node labels refer to
the description of the cultural traits of the first battery of questions.

Considering the cultural networks derived from the questions of the “Priorities in
Life” battery in Figure 1.4 and 1.5, at first glance, we notice 3 main things: the
prevalence of positive ties; the higher similarity between Italy and Slovakia com-
pared to Sweden and Tunisia, confirming with their proximity on the Cultural
Map; the lower edge density in the network of Sweden compared to the others.
In the Sweden’s cultural network (Figure 1.4a) there is not a cultural trait that
is particularly central compared to the others. The network is very sparse with
reference to Tunisia, Italy and Slovakia, while the two main evident things are
represented by: the circle subgraph between all cultural traits except Work ; the
link between Family and Work. This schematicity in the network of priorities in
life is the reflection of a society that historically can be considered to have a very
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rational and schematic organization.

Tunisia’s “Priority in Life” network is much denser than that of Sweden. The
priority of Work is extremely important, but unlike Sweden it is connected with
all cultural values except Family. The non-connection between Work and Family
is certainly singular as it can be imagined that work priorities can be linked to
family ones. Other interesting things concern the negative link between Work
and Friends, Religion and Leisure time, Religion and Politics, which therefore,
given the rest of the network, are symbiotically perceived with an inverse priority
scale.

Figure 1.5: The Network Structure of National Cultures (Italy and Slovakia, first battery variables)

(a) Italy Cultural Network (b) Slovakia Cultural Network

Note: The optimal graphs for Italy (a) and Slovakia (b), that are placed close each other in the Inglehart-Welzel Cultural Map.
Colouring and thickness of edges is based on the associated partial correlations (Positive: Green, Negative: Red). Node labels refer to
the description of the cultural traits of the first battery of questions.

For Italy and Slovakia’s “Priority in Life” networks (Figure 1.5), we see some-
thing similar to Figure 1.3. All edges observed for the network of Slovakia are
found even in the network of Italy, except for that connecting Leisure time with
Work. In the network of Slovakia, the link between Leisure time and Friends is
striking for its importance, which is outlined by the evident thickness of the line.
Furthermore, we note the negative link between Family and Politics (also in the
network of Italy) whose priority is inversely perceived.

The role of the priority of Leisure time, Work and Religion are the things that
most differentiate Italy from Slovakia. In the Italian culture, the priority in
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Leisure time is also assimilated with a positive link to the priority in Politics,
and negatively connected to the priority in Religion. Work, which is not con-
nected with Leisure time, is however negatively connected with Religion. Politics
is certainly a central priority in the Italian network, whether it is perceived as a
high priority or not.

Table 1.7: Networks statistics

N/P Edges Density Degree Betweenness Closeness

Battery

Min 0 (Many) 0.4 (Many) 0.1 (Many) 0.04 (KZ) 0.08 (Many)
Average 0.09 0.57 0.3 0.23 0.34
Max 0.5 (BD) 0.87 (KZ) 0.8 (MK) 0.74 (MK) 0.87 (MK)

IW

Min 0.33 (BD, KR) 0.16 (AM) 0.08 (SK) 0.08 (AT) 0.08 (VN)
Average 0.94 0.37 0.3 0.24 0.3
Max 1.8 (CO) 0.58 (DE) 0.69 (BR) 0.54 (MX) 0.69 (BR)

IW1

Min 0.53 (MO) 0.19 (PH, VN) 0.12 (CN) 0.07 (AT) 0.09 (AT)
Average 1.32 0.31 0.26 0.2 0.28
Max 3.5 (BR) 0.43 (ME) 0.46 (BR) 0.47 (MM) 0.5 (BR)

Large

Min 0.58 (PH) 0.14 (ID) 0.11 (KG) 0.02 (TN) 0.09 (CH)
Average 0.76 0.22 0.19 0.04 0.17
Max 0.95 (AZ) 0.3 (AZ) 0.3 (AL) 0.1 (IR) 0.27 (IR)

Note: Network summary statistics calculated on the optimal binary Graph for each country. For the calculation of the ratio N/P
Edges (Negative/Positive Edges) we consider the signed adjacency matrix, with 1 assigned to an edge with positive partial correlation
and -1 for an edge with negative partial correlation, whereas 0 for missing edges. ISO 3166-1 alpha-2 code, reported in square brackets,
is replacing the full name of countries: AL - Albania; AM - Armenia; AT - Austria AZ - Azerbaijan; BD - Bangladesh; BR - Brazil ;
CH - Switzerland ; CN - China; CO - Colombia; DE - Germany; ID - Indonesia; IR - Iran; KG - Kyrgyzstan; KR - South Korea;
KZ - Kazakhstan; ME - Montenegro; MK - North Macedonia; MM - Myanmar ; MO - Macao; MX - Mexico; PH - Philippines; SK -
Slovakia; TN - Tunisia; VN - Vietnam.

In addition, some summary measures are calculated for all the country-networks
of different sizes. The five statistics concerns the sign of edges, the sparsity and
the level of centralization49 of them. Table 1.7 shows the results of these de-
scriptive statistics (see Wasserman and Faust 1994 for their formulation). One
general evidence regards the decreasing maximum value for the distribution along
countries of Density, Degree centralization, Betweenness centralization, Closeness
centralization when the number of cultural traits increases. Following, there are
the main results measure by measure considering the cultural networks from the
IW dataset, which can be compared with findings of De Benedictis et al. (2021).

N/P Edges is a statistic derived by crossing the binary network and partial cor-
relation matrix. Presence/absence of a link is described by the former, while the
sign of them by the latter. It measures the ratio of negative edges over positive
edges in the network: when the ratio is greater than 1 there are more negative
edges connecting cultural traits than positive ones. When combined with the

49 For the elaboration of these measures we make use of functions provided by the R package igraph.
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other statistics of Table 1.7 it can provide relevant information about the sym-
biotic circulation of values in national cultures. For example, considering two
structural equivalent networks, sign of edges can be fundamental to define the
meaning of connections among cultural values. Differently from De Benedictis
et al. (2021), here, the ratio is Negative/Positive Edges50. As for the sample of
countries of Wave 6, the average ratio shows the prevalence of positive over neg-
ative relations. The minimum value is 0.33 (Bangladesh and South Korea: with
6 and 12 positive links, and, with 2 and 4 negative links), the maximum is 1.8
(Colombia: with 5 positive links, and 9 negative links).

The Density of a network, as mentioned in note 47, is the ratio between ob-
served number of edges and maximum possible number of edges51. In line with
De Benedictis et al. (2021) values of the Density correspond to the level of the
cultural complexity of a society. We found as extreme cases Armenia52, which
is characterized by a high sparsity/low density, and Germany which low spar-
sity/high density represents a culturally complex society. As De Benedictis et al.
(2021), high density is observed also for United States (0.51). Since values of
density are remarkably higher than the ones of De Benedictis et al. (2021), in
general networks of the WVS/EVS Joint 2017 seem to describe more complex
national cultures.

The Degree centralization summarizes for each country and network size the cen-
tralization of the overall network with respect to the degree of each node (cultural
trait). It is the sum of the difference between the maximum observed degree and
the node degree, standardized by the theoretical maximum of this sum53. For
this reason this measure is in the interval [0,1], where 0 is verified for empty or
complete networks and 1 is verified for a star-like network (see Networks and
symbols). As De Benedictis et al. (2021) suggests, “a high level of Degree central-
ization indicates that the national culture is structured around one or few traits,
showing a strong core-periphery structure”. This is the case of Brazil, where Im-
portance of God is central, while at the contrary is not the case of Slovakia, which
network is depicted in Figure 1.3b.

50 For the Battery cultural networks some networks lack negative links.
51 In a cultural network with p = 6 nodes, the maximum number of edges is 15 =

6×(6−1)
2

; for p = 10 nodes is 45 =
10×(10−1)

2
; for

p = 14 nodes is 91 =
14×(14−1)

2
; for p = 60 nodes is 1770 =

60×(60−1)
2

.
52 For Armenia, Importance of God has the higher degree (it is connected with 5 cultural traits). Voice and Post-materialism are

isolates in the network, while the link between Homosexuality and Abortion represents a component (within-connected subgraph, but
disconnected with the other subgraphs of the network).

53 Analytically, the Degree centralization is
∑p

i=1(max(Degreei)−Degreei)

max
∑p

i=1(max(Degreei)−Degreei)
.
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The Betweenness centralization moves from Degree centralization with a similar
intent, but, using the Betweenness centrality as reference point, it investigates the
presence of mediating cultural traits54, namely, one or more nodes that connect
different parts of the network that would otherwise be unconnected. Values close
to 1 indicate a network highly conditioned by the presence of mediators, while
values close to zero show the opposite. In the network of Mexico Importance of
God covers the role of bridging trait between different subgraphs55.

Using Closeness centrality at the node level, we calculate the Closeness cen-
tralization to detect the proximity between the nodes of the country-network56,
e.g. in some sense the smallworldness of the network. Values close to 1 describe
networks in which traits can be reachable each other through shortest paths (e.g.,
a cohesive network). The network of Vietnam is highly disconnected: Respect for
authority, Proud of nationality and Happiness form a component of the network,
Trust is isolate, Abortion is only connected with Homosexuality and the other
traits have a degree equal to 2, except for Voice (3). Since the size of networks
is limited to 10 nodes, for our sample of countries the high level of Degree Cen-
tralization of the Brazil’s network coincides with an high level of Closeness cen-
tralization, in fact around Importance of God, nodes are quite connected between
them.

1.5 Definition of distance measures

In Section 1.4 we fitted 76 network models of the cultural system of values for
each country considered by WVS/EVS Joint 2017. The analysis returns for each
county two main findings: the estimated partial correlation matrix and the esti-
mated probability of inclusion for each edge.
An integral part of each country-model are the marginal distributions Fj for each
cultural trait, estimated non-parametrically by the empirical cumulative distri-
bution function (see Equation 1.3 in Annex 1).
Following the intuition explicitly mentioned in Section 1.3, the main purpose
of this Chapter is to empirically demonstrate as the cultural distance between
countries should account both these statistical object: distances between coun-

54 The Betweenness centralization is calculated as
∑p

i=1(max(Betweennessi)−Betweennessi)

max
∑p

i=1(max(Betweennessi)−Betweennessi)
.

55 From one side there are Abortion, Homosexuality, Autonomy and Voice, from another Proud of nationality and Happiness,
instead Trust and Respect for authority are uniquely connected with it, while Post-materialism is isolate.

56 The Closeness centralization is defined as
∑p

i=1(max(Closenessi)−Closenessi)

max
∑p

i=1(max(Closenessi)−Closenessi)
.

52



tries’ cultural inferred networks and distances between countries’ cultural traits
marginal distributions. Different countries could have different spread of cultural
traits inside their population, then different inter-connections between them; at
the same time countries’ attitudes to the individual cultural traits are captured
by their marginal distributions. In this aim, as the two components are distinct
statistical objects, for aggregating them into one cultural distance measure we
need first to calculate distances for both separately.

Following De Benedictis et al. (2021), the first distance measure is the com-
mon Edge Difference Distance, defined by the Frobenius norm of the differences
between two networks (Hammond et al., 2013). It measures in a simple way sim-
ilarities between networks enhancing the information due to the weight and the
sign of ties. Applied to cultural matrices of partial correlation results in:

ParCorr(PC(l),PC(m)) = ||PC(l)−PC(m)||F =
√∑p

i,j=1 (PC
(l)
ij −PC

(m)
ij )

2
,

with PC(l) and PC(m) the partial correlations of countries l and m, respectively,
(with l = 1, ..., r and m = 1, ..., r where r is the number of countries) and p is the
number of cultural traits (variables).
While applied to cultural matrices of posterior probabilities of edge inclusion:

ProbEdge(PP (l),PP (m)) = ||PP (l)−PP (m)||F =
√∑p

i,j=1 (PP
(l)
ij −PP

(m)
ij )

2
,

with PP (l) and PP (m) the posterior probabilities of edge inclusion of countries l
and m, respectively.

A second distance measure is proposed in the way of Inglehart and Welzel (2005).
In their Cultural Map, Inglehart and Welzel detect proximity between countries’
cultures showing the euclidean distance between countries in the bi-dimensional
reduced space from the PCA over the average-based country responses to the 8
survey questions and the two derived indices. Here, instead the reduced space,
the complete one is considered.

Mean(M (l),M (m)) =
√∑p

j=1(M
(l)
j −M

(m)
j )2

where, M
(l)
j and M

(m)
j (j = 1, . . . , p) are the average of country l and m, respec-

tively, for cultural trait j.

The average value is one of the usual index for summarizing the distribution
of each cultural trait for each country, mostly in this case in which variables’
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supports are in a definite short interval (as in our case, the ordinal variables
describe the cultural traits), but marginal distributions provide a more precise
and complete information about each cultural trait. Given the starting point of
the considered network model are the marginal distributions Fj, finally, a third
distance measure on the marginal distributions is defined according to the Ichino
and Yaguchi (1994) first formulation of a dissimilarity measure U 2. It is placed
inside the wider field of symbolic data analysis, in fact, the vector of modal dis-
tributions for each country is seen as the description of a symbolic object. This
measure is a generalized Minkowski metrics and was defined in Ichino and Yaguchi
(1994) for applications to data of different nature57. Here we use it for calculate
distances between modal distributions (marginal distributions of categorical and
ordinal variables) and the specific definition is as follow:

MargDistr(F (l),F (m)) =
√∑p

j=1[φ(F
(l)
j ,F

(m)
j )]2

where, F
(l)
j and F

(m)
j (j = 1, . . . , p) are the marginal distributions of country l

and m, respectively, for cultural trait j, and where the function φ is defined by:

φ(F
(l)
j ,F

(m)
j ) =

∑Cj
i=1

(
f
(m)
j (ci) ln

(
f
(m)
j

(ci)

f
(l)
j

(ci)

)
+ f

(l)
j (ci) ln

(
f
(l)
j

(ci)

f
(m)
j

(ci)

))/
2

where Cj is the total number of categories for the j-th survey question (categories
not observed in the data are not included in the calculation), fj denotes the prob-

ability mass function, so f
(l)
j (ci) gives the frequency associated to the category ci

for country l58.

1.6 A new index of cultural distance

In respect to De Benedictis et al. (2021) the CulturalMap is dropped from the
analysis59, but the main objective of this section remains the same. To consider
the defined four distance measures and to evaluate them in their effectiveness at
quantifying cultural distances between countries, respecting the theorized dual-
ism between the full distribution of cultural traits and their interdependencies.

57 For example, intervals and histograms from classic discrete or continuous variables, modal from categorical or ordinal variables.
58 The definition of Ichino and Yaguchi (1994) is more general, e.g. allowing distances between symbolic objects of different nature.

In our case, the first term of the formula in Ichino and Yaguchi (1994) is 0 and we consider the case of γ = 0.5.
59 The distance between countries in the Cultural Map is shown in Figure 1.1. Since it is obtained from the first two factors of the

PCA over the IW dataset, it carries part of the information contained in it, which is implicitly included in the general average-based
distance (Mean).
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In doing so, De Benedictis et al. (2021) applies a PCA over the distances dis-
tributions, observing an orthogonality relationship between the two parts of the
cultural distance definition. To confirm the goodness of the results then it shows
scatter plots of the pairwise distances and analyzes them via the Social Relations
Regression Model60 (SRRM), finally compares the network index - obtained as
the sum of the normalized ParCorr and MargDistr distances - with the euclidean
distance between countries within the Inglehart-Welzel Cultural Map (IW index ),
where interdependencies among cultural traits are not considered.
Anyway, given the statistical dependencies between the elements of a distance,
PCA is not usually used to study distances without using any trasformation61. To
overcome the problems of this operation, De Benedictis et al. (2021) firstly con-
siders the upper triangle of the distance matrices, secondly vectorizes them62 and
lastly normalizes them through the minimum and maximum of their distributions.

In an effort to improve the final cultural distance index, that takes into account
both the two components of Section 1.3 like the network index, here, we make use
of the DISTATIS approach (Abdi et al., 2005). It is an extension of the Multidi-
mensional Scaling (MDS) (Torgerson, 1958; Cox and Cox, 2008) and unifies the
PCA approach provided in De Benedictis et al. (2021) in a single standardized
procedure. Basically, as reported in Abdi et al. (2005), DISTATIS is organized
in seven main steps:

1. Transform each distance matrix (i.e., each study) into a between-object cross-
product matrix.

2. Analyze the structure of the cross-product matrices.

3. Derive an optimal set of weights for computing the compromise.

4. Compute the compromise as a weighted sum of the individual cross-product
matrices.

5. Compute the eigen-decomposition of the compromise matrix.

6. Plot the projections of the observations in the compromise space.

7. Plot the trajectory of the observations as supplementary points in the com-
promise space.

60 The model is designed for network data and, in its basical formulation, accounts for the dyadic nature of distances (statistical
dependencies between distances) including of random effects for each node (Hoff, 2009).

61 This is the founding principle of Multidimensional Scaling (MDS), where a PCA is applied on a distance matrix only after its
transformation in a cross-product matrix (Torgerson, 1958).

62 The result is a matrix with rows representing the country pairs and with columns representing the distances.
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The above points can be merged in two main steps: the between-distances analy-
sis (the first three) and, the computation and analysis of the compromise distance
(the last four).
The former provides the comparison between the countries cultural distance ma-
trices. As first, because distance matrices cannot be analyzed directly via eigen-
decomposition, they need to be transformed in a more convenient form, namely
in cross-product matrices (see the Multidimensional Scaling approach Torgerson
(1958)). In order not to risk orienting the analysis to matrices with greater iner-
tia, they are normalized by dividing each of them by their first eigenvalue. After
this, matrices are vectorized and organized by columns in a unique matrix. The
between-distances analysis is performed by calculating the pairwise similarities
using the Rv coefficient, which exploit the normalization into cosine. This second
normalization balances the heterogeneity of information.
The latter starts computing the non centered PCA of the cosine matrix, which
elements are the Rv coefficients. Given the non centered PCA maximizes the
explained inertia of the first dimension in the way similar distances must weigh
more than the dissimilar ones, elements of its re-scaled eigenvector63 are used as
weights to find the compromise distance. This is calculated as weighted average
of the cross-product matrices. The analysis of the compromise matrix via its
eigen-decomposition is the last step that allows to map individuals (in our case
countries) in the compromise space.

Finally, we remain in the same main purpose of De Benedictis et al. (2021),
namely to reach a final cultural distance index (like the network index ). Fur-
thermore, we evaluate how the association between the distance measures varies
when the number of nodes increases and, again with DISTATIS, we compare four
final proposal for the updated formulation of “network index” with the IW index.

1.6.1 The compromise cultural distance

At this point, for each initial dataset (Battery, IW, IW1 and Large) we have
obtained three different synthesis: the network structure of the cultural traits for
each country; the dataset of symbolic objects, where each country is one of these
objects described by the vector of the cultural traits distributions; the matrix of
averages, in which each country-row is identified by the mean vector along the
considered cultural traits. Over these we have calculated four distance matrices:
Parcorr and Probedge are calculated on the cultural networks, respectively on

63 The sum of the elements of the eigenvector needs to be equal to one.
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the partial correlation networks and the posterior edge inclusion probabilities
networks; Margdistr is calculated between the countries seen as symbolic objects;
while, Mean is calculated between countries considering the vector of averages.
Summing up, from each dataset we have extracted four measures of cultural
distance among countries, two of which describe the network part and the other
two the distributional one. In order to observe how similarity relations between
these distances (the parts of the theoretical definition of Section 1.4) change as
the number of cultural traits included in the analysis increases, we apply the
DISTATIS method by observing the results of the first step, that is, the between-
distance analysis.

Table 1.8: Vectorized cosine matrices by dataset

Battery dataset IW dataset IW1 dataset Large dataset

(ParCorr,ProbEdge) 0.71 0.83 0.77 0.91

(ParCorr,MargDistr) 0.53 0.49 0.51 0.52

(ParCorr,Mean) 0.57 0.52 0.52 0.57

(ProbEdge,MargDistr) 0.31 0.38 0.35 0.35

(ProbEdge,Mean) 0.39 0.41 0.38 0.42

(MargDistr,Mean) 0.91 0.94 0.94 0.93

In Table 1.8 similarities between cultural distances are compared based on the
different datasets from which are calculated. Each column represents the vector-
ization of the upper triangle of the cosine matrix (it is simmetric). Looking at
the table by rows (from left to right), it is evident how the pairwise similarities
between distances remain almost constant as the variables included in the anal-
ysis increase, except for the similarity between ParCorr and ProbEdge, which
increases. On the one hand, this table shows more and more clearly the contrast
between the two parts of the definition described in paragraph 1.3, on the other,
it shows an overlap of information between them (all except the first and the last
row). Although a cosine varies between -1 and 1, the observed matrices have
only positive values, in fact the different distances “tend to agree on what they
measure on the objects” (Abdi et al., 2005), at most they can be unrelated64.
Table 1.9, instead, shows the results of the non centered PCA applied over the
cosine matrices. Observing the table, three fundamental things are of notice
(deductible in part also from the cosine matrices). The first concerns the high
value of the first eigenvalue for each reference dataset, which is a peculiarity of
the non centered PCA. Since this eigenvalue expresses the explained inertia of

64 For the Perron-Frobenius theorem, when the elements of a positive semi-definite matrix (the cosine matrix has these proporties)
are all positive, the first eigenvector has all its elements with the same sign (in our case positive).
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Table 1.9: Results of the non centered PCA over the cosine matrices associated to each dataset

Dim 1 Dim 2 Dim 3 Dim 4

Battery

Eigenvectors

Parcorr 0.51 0.39 0.77 0.03
ProbEdge 0.43 0.66 -0.61 -0.09
MargDistr 0.52 -0.49 -0.07 -0.69
Mean 0.54 -0.41 -0.17 0.71

Eigenvalues 2.72 0.94 0.26 0.08
Inertia (%) 68 24 6 2

IW

Eigenvectors

ParCorr 0.5 0.45 0.73 -0.03
ProbEdge 0.46 0.57 -0.67 -0.005
MargDistr 0.51 -0.5 -0.07 -0.7
Mean 0.52 -0.47 -0.04 0.71

Eigenvalues 2.79 0.99 0.16 0.06
Inertia (%) 70 25 4 1

IW1

Eigenvectors

ParCorr 0.51 0.43 0.75 0.03
ProbEdge 0.44 0.62 -0.65 -0.04
MargDistr 0.52 -0.48 -0.05 -0.71
Mean 0.53 -0.46 -0.12 0.71

Eigenvalues 2.74 0.98 0.21 0.06
Inertia (%) 69 25 5 1

Large

Eigenvectors

ParCorr 0.52 0.42 0.7 0.24
ProbEdge 0.47 0.59 -0.6 -0.27
MargDistr 0.49 -0.52 0.17 -0.67
Mean 0.51 -0.45 -0.33 0.65

Eigenvalues 2.86 1.00 0.08 0.07
Inertia (%) 71 25 2 2

the first dimension which is described by the first eigenvector, the importance
of the latter is relatively the same as the number of variables included in the
analysis increases (the same for the importance of the second, third and fourth
eigenvectors). From one point of view this shows the slight overlap of information
between the two parts (network and distribution), on the other, and we come to
the second point, the increase in the measure of similarity between ParCorr and
ProbEdge results in a substantial balance in the contribution of distances to the
first eigenvector. Finally, the third is noted in the less important dimensions (3
and 4). They show an inverse relationship between ParCorr and ProbEdge for
Dimension 3, and between MargDistr and Mean for Dimension 4. To explain the
case of ParCorr and ProbEdge, imagine two countries over which the network of
partial correlations and the network of probabilities are calculated. Each of these
networks conveys the ties between all cultural traits. Some of the probabilistic
links may be high for both the countries, but this can translate, for the partial
correlation networks, into high negative partial correlations for one country and
positives for the other. If we think that each network contains in its adjacency
matrix at least 15 potential links in the case of Battery and 1770 in the case of
Large, it is immediate to understand why this component is less important when
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the number of variables included in the analysis increase. Furthermore, given the
nature of non centered PCA, this relationship can be partially contained in the
first dimension.

Figure 1.6: Projection of the cultural distances on the first two dimensions of the non centered PCA
over their cosine matrix

Note: The size of the points is the sum of the contribution of each distance over the two first dimensions.

From one side, the substantial invariance of the results when the number of vari-
ables involved in the analysis increases, confirms the goodness of Inglehart and
Baker (2000) choice to reduce the number of cultural traits included in the con-
struction of the Cultural Map. Anyway, the greater informative content inside
the Large dataset - which considers 60 cultural traits - provides to emphasize
slightly more the effectiveness of the two parts to empirically define the national
culture, and therefore the cultural distance between countries. On the other side,
we can confirm also the goodness of the deductions made by De Benedictis et al.
(2021) using data from the WVS Wave 6, in fact it is clear as the two compo-
nents, although some overlap of information, are both important in defining the
cultural distance between countries.

Given the high level of similarity among the distances taken two by two (ParCorr
and ProbEdge, MargDistr and Mean) we decide to obtain different proposal for
the final cultural distance index by merging via DISTATIS only ParCorr and
MargDistr (the two used by De Benedictis et al. (2021)).
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Considering results for IW dataset and Large dataset, the first two proposal are
calculated running two further DISTATIS including the two selected distances.
Using DISTATIS on two variables is a particular case in which, whether the dis-
tances are similar or dissimilar, the weights to calculate the final compromise are
0.5. For this reason we are not interested in the results of the between-distances
analysis (the first part of DISTATIS), but in the compromise measurement, which
can be equated to the network index of De Benedictis et al. (2021), except for
the normalization procedure. We therefore have a Compromise IW and a Com-
promise Large.

After that, we calculate the cultural distance index for the information of IW
dataset and Large dataset in the manner of De Benedictis et al. (2021), consid-
ering the simple average and not the sum of ParCorr and MargDistr. We call
these two index network IW and network Large.

Finally, we deduce the Euclidean distances among countries in the Inglehart-
Welzel Cultural Map shown in Figure 1.1, calling it the IW index.

The results of the between-distances analysis of the last DISTATIS are depicted
in Figure 1.6. It shows the projection of the five cultural distance indices on
the first two dimensions of the non centered PCA applied on the cosine matrix.
These two dimensions contribute to explain 95% of the total inertia of the cosine
matrix, of which 88% due to the first dimension. This means that all distances
intend to measure the same concept, however IW index has the smallest factor
score65 on the first dimension: 0.86 versus 0.94 of Compromise Large, 0.95 of
Compromise IW, 0.97 of network Large and 0.97 of network IW. Furthermore,
with a factor score of 0.48 versus -0.3 of Compromise Large, IW index has an
important role for the second dimension. Even the cosine matrix (Figure 1.10)
shows lower values for the similarities among IW index and the other cultural
distance indices, although they are of more than good intensity, because each
measure contains the distributional part. Not surprisingly, of these, the lowest is
found among Compromise Large and IW index.
We can conclude that considering as final cultural distance index the Compro-
mise Large, we can improve the precision of the measure of cultural distance
between worldwide countries analyzed by the WVS/EVS Joint 2017. Binary cul-

65 Factor scores are obtained as transformation of the eigenvectors. Lower values for eigenvector corresponds to lower final weight
for the compromise distance.
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Table 1.10: Cosine matrix of the cultural distances

Compromise Large Compromise IW network Large network IW IW index

Compromise Large 1 0.86 0.99 0.85 0.69

Compromise IW 1 0.88 0.97 0.75

network Large 1 0.89 0.76

network IW 1 0.85

IW index 1

tural networks from the Large dataset will be used in the third Chapter as a case
study.

1.7 Conclusions

In the way of De Benedictis et al. (2021) and on the basis of Inglehart and Welzel
(2005), the main purpose of this Chapter was to extend the current cross-country
cultural distances, specifically finding a new and more complete measure of cul-
tural distance that takes into account the interdependencies between cultural
traits at the country level. Unlike De Benedictis et al. (2021), for which the
data from the WVS Wave 6 were used, the basis on which the elaborations of
this Chapter were grounded are the data from the new WVS/EVS Joint 2017,
that, within the framework of WVS, more than ever, have included many world-
wide countries. In the same way as De Benedictis et al. (2021), instead, we have
benefited from graphical modelling methods to estimate the interdependencies
between cultural traits. Given the ordinal and categorical nature of the data, we
used the latest Bayesian implementation of Copula Gaussian graphical models.
One interesting peculiarity of this approach is that it automatically takes into
account the missing values often contained in data from surveys.

The contribution of this Chapter to the definition of cultural distance is in line
with that of De Benedictis et al. (2021) and can be divided into two substantial
parts. Firstly, each country is culturally identified by the set of marginal distribu-
tions of cultural traits, so their distance is measured as the distance between these
distributions rather than the synthesis by the mean used by Inglehart and Welzel
(2005). Secondly, each country internally is characterized by its own reticular
structure of interdependencies between cultural traits, which being not observed
is estimated by graphical modelling. The distance between the national cultural
networks found in this way, is obtained thanks to a measure of distance between
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networks. The DISTATIS method66 between distances is suited to highlight how
this hidden component plays a fundamental role in the complete formulation of
cultural distance. Interesting results are also obtained for a larger number of
cultural traits than that of the Inglehart-Welzel Cultural Map (which represents
another extension of the results of De Benedictis et al. (2021)), demonstrating
how the approach uses additional information in the right direction.

In general, the approach used in this Chapter can be easily extended to other
data from other Waves or surveys, and to the temporal evolution of cultural
distance measurement.

66 It has been introduced by this Chapter, unlike De Benedictis et al. (2021) in which the PCA was used.
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Annex 1

Copula Gaussian graphical models and the BDMCMC implementation

Here, we provide a concise overview of graphical modelling67 and the Bayesian
implementation proposed by Mohammadi et al. (2015) for the estimation of net-
work structures in the context of Gaussian graphical modelling, and adapted in
Mohammadi et al. (2017) for Copula Gaussian graphical models. Considering to
be the method of recent development and having left to the main text of Section
1.4 only a summary explanation of it and motivation of use, this overview has the
only purpose of showing the functioning of the method. Specifically, we remain
faithful to the exposition made by Mohammadi et al. (2015, 2017) and taken up
by De Benedictis et al. (2021), adding - with respect to the latter - more details
about the BDMCMC algorithm.

We start the overview of the method by briefly reviewing a Gaussian graphical
model (Ggm), as the copula extension relies on the more traditional Ggm in some
suitably defined latent space. Let then Z = (Z1, . . . , Zp) be a vector of p random
variables. A Ggm assumes that

Z = (Z1, . . . , Zp) ∼ N(µ,Σ)

where µ is the vector of means and Σ is the p × p covariance matrix. The
p-dimensional Gaussian joint distribution is given by

f(z|µ,Σ) = (2π)−p/2 |Σ−1|1/2 e−1/2(z−µ)tΣ−1(z−µ). (1.1)

The matrix K = Σ−1 is called the precision or concentration matrix and has
a special role in Ggm, as it is uniquely associated to the underlying conditional
independence graph. In particular, given the kij element of the K matrix:

Zi ⊥ Zj | Z−ij if and only if kij = 0, i 6= j,

that is Zi is conditionally independent of Zj given all other variables (Z−ij) if and
only if the corresponding (i, j) element of the precision matrix is zero. Equiva-
lently, conditional independence corresponds to zero partial correlation, as

γij = ρ(Zi, Zj | Z−ij) = − kij√
kiikjj

, i 6= j. (1.2)

In our study, the variables are not normally distributed, as they are categorical
or ordinal. Let then Y = (Y1, ....., Yp) be the vector of responses to the p survey

67 For a recent collection of reviews you may see Maathuis et al. (2018).
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questions for a certain country. For simplicity, the notation for country is skipped,
as this model is performed individually for each country. The main idea of a
CGgm is to map these cultural traits in a latent space where a standard Ggm
can be used. In particular, a CGgm is defined by

Yij = F−1
j (Φ(Zij))

Z1, . . . , Zp ∼ Np(0,R),
(1.3)

where Fj and F−1
j are the marginal distribution and its pseudo inverse, respec-

tively, for the Yj variable, Φ(·) is the cumulative distribution of the univariate
Gaussian distribution and R is the correlation matrix of the latent multivariate
Gaussian distribution. The two equations combined give the joint distribution of
Y :

P (Y1 ≤ y1, . . . , Yp ≤ yp) = C(F1(y1), . . . , Fp(yp) |R),

where C(·) is the Copula Gaussian (Mohammadi et al., 2017).

As mentioned in Section 1.4, inference in a CGgm is traditionally made of two
tasks: parameter estimation, most notably estimation of the precision matrix
K = R−1, and model selection, that is selecting a Graph where some edges may
be missing. In a classical frequentist framework, these two tasks are treated
separately: given a Graph, the precision matrix is estimated by constrained max-
imum likelihood, whereas model selection criteria based on the model likelihood
and model complexity (in this case number of edges) are subsequently used to
select an optimal Graph (Lauritzen, 1996). In contrast to this, a Bayesian ap-
proach allows to account simultaneously for uncertainty both at the level of Graph
inference and precision matrix estimation. While Bayesian approaches were com-
putationally prohibitive until not long ago, recent fast implementations have been
proposed based on Birth-Death Markov Chain Monte Carlo (BDMCMC) meth-
ods both for the case of Ggm (Mohammadi et al., 2015) and CGgm for ordinal
and categorical data (Dobra and Lenkoski, 2011; Mohammadi et al., 2017).

As with Bayesian procedures, priors need to be defined on the quantities to be
estimated, in this case the precision matrix K and the Graph G. These are
then combined with the likelihood function to produce posterior distributions.
Starting with the likelihood function, this is defined, in Copula graphical models,
using the rank likelihood approach of Hoff (2007), which connects the observed
space with the latent one. In particular, given the observed data Y , the latent
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data Z is constrained to belong to the set

D(Y ) = {Z ∈ Rn×p : Lrj(Z) < z
(r)
j < U r

j (Z), r = 1, . . . , n; j = 1, . . . , p}

where:

Lrj(Z) = max{Z(s)
j : Y

(s)
j < Y

(r)
j }, U r

j (Z) = min{Z(s)
j : Y

(r)
j < Y

(s)
j }

and n is the number of observations. For ordinal and categorical data, these
sets are intervals between two consecutive y values.68 Following Hoff (2007), the
likelihood function is defined by:

P (Z ∈ D(Y ) | K, G) =

∫
D(Y )

P (Z|K, G) dZ

where P (Z|K, G) is the profile likelihood in the Gaussian latent space, that is

P (Z|K, G) ∝ |K|n/2 exp

{
−1

2
Trace(KU)

}
with U = ZTZ the sample moment. The likelihood function is combined to prior
distributions to derive the posterior distribution:

P (K, G | Z ∈ D(Y )) ∝ P (Z ∈ D(Y ) | K, G)P (K|G)P (G). (1.4)

As for prior distributions, Mohammadi et al. (2017) sets a Bernoulli prior on each
link of a graph G, leading to a prior on the Graph given by:

P (G) ∝
(

θ

1− θ

)|E|
where |E| is the number of links in G and θ ∈ (0, 1) is the prior probability of a
link. Given a Graph G, a G-Wishart distribution WG(b,D) is used to sample a
positive definite precision matrixK with zeros corresponding to the missing edges
in the Graph G. This conveniently leads to a G-Wishart posterior distribution
in the latent space:

P (K|Z, G) =
1

IG(b∗,D∗)
|K|(b∗−2)/2 exp

{
−1

2
Trace(D∗K)

}
with b∗ = b + n and D∗ = D +U the new parameters of the G-Wishart distri-
bution and IG(b∗,D∗) the normalizing constant for the Graph G (Mohammadi

68 For missing data, this interval is simply set to (−∞,∞) so Bayesian methods can easily accommodate the case of missing data,
which is rather common for survey data.
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et al., 2017).

Mohammadi et al. (2017) propose an efficient continuous time BDMCMC (birth-
death MCMC) process to sample from the joint posterior distribution (1.4). The
algorithm is able to explore efficiently the Graph space by adding/removing a
link in a birth/death event. It shows notable improving in the computational
performance to reach the convergence with respect to other algorithms69.

In brief, the procedure of the BDMCMC algorithm for Copula Gaussian graphical
models concerns three main steps:

1. Data transformation using the copula to sample the latent variables, as de-
scribed above.

2. The birth and death process for sampling the graph G.

3. Sample the new precision matrix K according to the type of jump between
two different graphs.

Basically, given the framework described above, where the prior distributions for
G and K, and the joint posterior distribution of them, are defined, the algorithm
starts from the observed data by sampling the latent variable obtained with the
copula transformation.
Based on this sample, the birth and death rates and waiting times are calculated
to select the type of jump of the process at each step. This is the core of the algo-
rithm. It decides which edge is born or which edge dies based on the stationary
distribution of the process, which determines the birth and death rates, in fact
Mohammadi et al. (2015) demonstrated as the BDMCMC algorithm converges
to the target joint posterior distribution of the graph and precision matrix (1.4).
Each birth or death is an event that makes the process to jump to a new state,
in which we have a new graph G+ε and precision matrix K+ε, where ε ∈ E, if we
observe a birth, or a new graph G−ε and precision matrix K−ε, where ε ∈ E, if
we observe a death. The birth and death processes are independent Poisson pro-
cesses70, then the time between two successive events is exponentially distributed
(probabilities of birth or death are proportional to their rates), then the waiting
time for a new event is defined by the birth and death rates.
From this the jump (birth or death) is selected and a new precision matrix is
sampled71.

69 The method is implemented in the R package BDgraph (Mohammadi and Wit, 2019).
70 For the efficient calculation of the birth and death rates see Section 3.2 of Mohammadi et al. (2015).
71 Mohammadi et al. (2015) describes the direct sampler from the precision matrix in Section 3.3.
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The algorithm continues to complete a defined number of iterations, and the con-
vergence of it can be evaluated after the end of them. After convergence is found,
the posterior on the Graph space is returned, whereby each Graph is given a
weight, corresponding to the time the process visited that Graph. This is a pecu-
liar result of this algorithm that can be used to calculate estimates of quantities
of interest by Bayesian averaging. In particular, for our analysis, we will consider
the:

Posterior Edge Inclusion Probabilities: This is given by:

P (ε ∈ E |Y ) =

∑N
t=1 1(ε ∈ G(t))W (K(t))∑N

t=1W (K(t))
,

where E is the set of edges, N is the number of MCMC iterations and W (K(t))
is the waiting time for the Graph G(t) with the precision matrix K(t).

Binary network: A single optimal Graph obtained by setting as a default the
cut-off 0.5 on the posterior edge inclusion probabilities calculated above.

Partial Correlation network: A single precision matrix K can be obtained from
the posterior distribution by Bayesian averaging. From this, a partial correlation
matrix can be derived using Equation (1.2). This matrix is a more informative
output than the precision matrix as it contains both the intensity and the sign of
the relationships between cultural traits.

Choice of the number of iterations for the estimation of cultural net-
works with 60 cultural traits

Table 1.11: Differences between BDgraph with different number of iterations, applied to 60 cultural
traits for Italy

PARTIAL CORRELATION PROBABILITY NETWORKS

mean variance max min mean variance max min

100,000 vs 200,000 0.00009 0.00006 0.0598 -0.0588 -0.0368 0.0099 0.46 -0.56
200,000 vs 300,000 -0.00008 0.00004 0.0544 -0.0455 -0.0309 0.0068 0.35 -0.44
300,000 vs 400,000 0.00009 0.00002 0.0349 -0.0298 -0.0125 0.0045 0.28 -0.31
400,000 vs 500,000 -0.00002 0.00002 0.0342 -0.0356 -0.0088 0.0047 0.29 -0.35
300,000 vs 500,000 0.00007 0.0003 0.0464 -0.0394 -0.0213 0.0053 0.28 -0.37
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Partial correlation matrix and Probability network (intended as adjacency ma-
trix) are estimated for individual data referring to Italy considering 100.000,
200.000, 300.000, 400.000 and 500.000 iterations. From these, only the upper
triangle is considered, and the difference distributions between the partial corre-
lations and the probabilities from different number of iterations are calculated.
Table 1.11 organizes the synthesis measures of the difference distributions (mean,
variance, maximum and minimum). The differences stabilize after 300,000 itera-
tions. That is, passing from 300,000 iterations to 400,000 and 500,000 there is no
substantial difference as is instead found between 100,000 and 200,000, 200,000
and 300,000.

The processing time for a machine that has an i7-2600k processor and 16 gi-
gabytes of RAM, was around 135 minutes for Italy. Summarizing:

Table 1.12: Differences between BDgraph with different number of iterations, applied to 60 cultural
traits for Italy

76 countries

Battery dataset IW dataset IW1 dataset Large dataset

total time (hours) 5.5 7.5 14.5 106

Although for both Battery dataset and IW dataset we use 10,000 iterations, con-
vergence is found more quickly for Battery dataset than IW dataset, because the
combination of networks between 6 nodes is obviously less than 10 nodes.

List of the 40 selected variables

Table 1.13: List of the 40 selected variables

Joint EVS/WVS
Variable Name

Joint EVS/WVS
Variable Label

WVS 7
Variable Name

WVS 7
Variable Label

Maximum
missings

A009 State of health (subjec-
tive)

Q47 State of health (subjec-
tive)

0.03784

A027 Important child quali-
ties: good manners

Q7 Important child quali-
ties: Good manners

0.08774

A032 Important child quali-
ties: feeling of respon-
sibility

Q10 Important child quali-
ties: feeling of respon-
sibility

0.11970

A066 Member: Belong to ed-
ucation, arts, music or
cultural activities

Q96R Active/Inactive mem-
bership of art, music,
educational

0.14412

A071 Member: Belong to
conservation, the envi-
ronment, ecology, ani-
mal rights

Q99R Active/Inactive mem-
bership of environmen-
tal organization

0.14191
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Table 1.13: List of the 40 selected variables

Joint EVS/WVS
Variable Name

Joint EVS/WVS
Variable Label

WVS 7
Variable Name

WVS 7
Variable Label

Maximum
missings

A074 Member: Belong to
sports or recreation

Q95R Active/Inactive mem-
bership of sport or
recreation

0.11485

A124 03 Neighbours: Heavy
drinkers

Q24 Neighbours: Heavy
drinkers

0.12917

A124 08 Neighbours: Drug ad-
dicts

Q18 Neighbours: Drug ad-
dicts

0.12917

A170 Satisfaction with your
life

Q49 Satisfaction with your
life

0.03027

A173 How much freedom of
choice and control

Q48 How much freedom of
choice and control

0.04750

C001 Jobs scarce: Men
should have more right
to a job than women
(3-point scale)

Q33R When jobs are scarce,
men should have more
right to a job than
women

0.05741

C002 Jobs scarce: Employ-
ers should give priority
to (nation) people than
immigrants
(3-point scale)

Q34R When jobs are scarce,
employers should give
priority to people of
this country over immi-
grants

0.05109

C038 People who don’t work
turn lazy

Q39 People who don’t work
turn lazy

0.07982

C039 Work is a duty towards
society

Q40 Work is a duty towards
society

0.06055

C041 Work should come first
even if it means less
spare time

Q41 Work should always
come first even if it
means less spare time

0.04447

D001 B How much you trust:
Your family (B)

Q58 How much you trust:
Your family (B)

0.02460

D026 03 Duty towards society to
have children

Q37 Duty towards society to
have children

0.05676

D026 05 It is childs duty to take
care of ill parent

Q38 It is childs duty to take
care of ill parent

0.07243

D060 University is more im-
portant for a boy than
for a girl

Q30 University is more im-
portant for a boy than
for a girl

0.13821

E023 Interest in politics Q199 Interest in politics 0.03500

E035 Income equality Q106 Income equality 0.07379

E037 Government responsi-
bility

Q108 Government responsi-
bility

0.07096

E039 Competition good or
harmful

Q109 Competition good or
harmful

0.07571

E069 06 Confidence: The Police Q69 Confidence: The Police 0.07267

E111 01 Satisfaction with the
political system

Q252 Rate political system
for governing country

0.09830

E235 Importance of democ-
racy

Q250 Importance of democ-
racy

0.09830

E236 Democraticness in own
country

Q251 How democratically is
this country being gov-
erned today

0.11826

F028 How often do you at-
tend religious services

Q171 How often do you at-
tend religious services

0.08116
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Table 1.13: List of the 40 selected variables

Joint EVS/WVS
Variable Name

Joint EVS/WVS
Variable Label

WVS 7
Variable Name

WVS 7
Variable Label

Maximum
missings

F034 Religious person Q173 Religious person 0.10939

F116 Justifiable: Cheating
on taxes

Q180 Justifiable: Cheating
on taxes

0.06051

F117 Justifiable: Someone
accepting a bribe

Q181 Justifiable: Someone
accepting a bribe

0.04267

F121 Justifiable: Divorce Q185 Justifiable: Divorce 0.14119

F123 Justifiable: Suicide Q187 Justifiable: Suicide 0.13418

G007 18 B Trust: Your neighbor-
hood (B)

Q59 Trust: Your neighbor-
hood (B)

0.07243

G007 33 B Trust: People you know
personally (B)

Q60 Trust: People you know
personally (B)

0.03315

G052 Evaluate the impact
of immigrants on the
development of [your
country]

Q121 Evaluate the impact
of immigrants on the
development of [your
country]

0.10473

G255 How close you feel:
Your village, town or
city

Q255 How close you feel:
Your [village, town or
city]

0.04654

G257 How close do you feel:
to country

Q257 I see myself as citizen of
the [country] nation

0.06426

H009 Government has the
right: Keep people un-
der video surveillance in
public areas

Q196 Government has the
right: Keep people un-
der video surveillance
in public areas

0.09534

H011 Government has the
right: Collect infor-
mation about anyone
living in [COUNTRY]
without their knowl-
edge

Q198 Government has the
right: Collect infor-
mation about anyone
living in [COUNTRY]
without their knowl-
edge

0.13659

70



References

Abdi, H., O’Toole, A. J., Valentin, D., and Edelman, B. (2005). Distatis: The
analysis of multiple distance matrices. In 2005 IEEE Computer Society Con-
ference on Computer Vision and Pattern Recognition (CVPR’05)-Workshops,
pages 42–42. IEEE.

Abdi, H. and Williams, L. J. (2010). Principal component analysis. Wiley inter-
disciplinary reviews: computational statistics, 2(4):433–459.

Alemán, J. and Woods, D. (2016). Value orientations from the world values sur-
vey: How comparable are they cross-nationally? Comparative Political Studies,
49(8):1039–1067.

Alesina, A. and Giuliano, P. (2015). Culture and Institutions. Journal of Eco-
nomic Literature, 53(4):898–944.

Baecker, D. (1997). The meaning of culture. Thesis Eleven, 51:37–51.

Billard, L. and Diday, E. (2003). From the statistics of data to the statistics of
knowledge: symbolic data analysis. Journal of the American Statistical Asso-
ciation, 98(462):470–487.

Bock, H.-H. and Diday, E. (2012). Analysis of symbolic data: exploratory methods
for extracting statistical information from complex data. Springer Science &
Business Media.

Bourdieu, P. (1977). Outline of a Theory of Practice, volume 16. Cambridge
University Press.

Brady, H. E. and Collier, D. (2010). Rethinking social inquiry: Diverse tools,
shared standards. Rowman & Littlefield Publishers.

Cohen, L., Manion, L., and Morrison, K. (2017). Research methods in education.
routledge.

Corbetta, P. (2014). Metodologia e tecniche della ricerca sociale. il Mulino
Bologna.

Cox, M. A. and Cox, T. F. (2008). Multidimensional scaling. In Handbook of
data visualization, pages 315–347. Springer.

Creswell, J. W. and Creswell, J. D. (2017). Research design: Qualitative, quan-
titative, and mixed methods approaches. Sage publications.

71



De Benedictis, L., Rondinelli, R., and Vinciotti, V. (2021). The network structure
of cultural distances. arXiv:2007.02359.

Diday, E. and Noirhomme-Fraiture, M. (2008). Symbolic data analysis and the
SODAS software. John Wiley & Sons.

Dobra, A. and Lenkoski, A. (2011). Copula Gaussian graphical models and their
application to modeling functional disability data. The Annals of Applied Statis-
tics, 5(2A):969–993.
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Lévi-Strauss, C. (1987). Introduction to the work of Marcel Mauss. Taylor &
Francis.

Maathuis, M., Drton, M., Lauritzen, S., and Wainwright, M. (2018). Handbook
of graphical models. CRC Press.

Mahoney, J. and Goertz, G. (2006). A tale of two cultures: Contrasting quanti-
tative and qualitative research. Political analysis, pages 227–249.

Minkov, M. and Hofstede, G. (2012). Hofstede’s fifth dimension: New evidence
from the world values survey. Journal of cross-cultural psychology, 43(1):3–14.

Mohammadi, A., Abegaz, F., van den Heuvel, E., and Wit, E. C. (2017).
Bayesian modelling of Dupuytren disease by using Gaussian copula graphical
models. Journal of the Royal Statistical Society: Series C (Applied Statistics),
66(3):629–645.

Mohammadi, A. and Wit, E. C. (2019). BDgraph: An R Package for Bayesian
Structure Learning in Graphical Models. Journal of Statistical Software, 89(3).

Mohammadi, A., Wit, E. C., et al. (2015). Bayesian structure learning in sparse
Gaussian graphical models. Bayesian Analysis, 10(1):109–138.

Patton, M. Q. (2005). Qualitative research. Encyclopedia of statistics in behav-
ioral science.

Rapoport, H., Sardoschau, S., and Silve, A. (2020). Migration and cultural
change. CESifo Working Paper.

Sampson, R. J. and Laub, J. H. (1995). Crime in the making: Pathways and
turning points through life. Harvard University Press.

Schaffer, B. S. and Riordan, C. M. (2003). A review of cross-cultural method-
ologies for organizational research: A best-practices approach. Organizational
research methods, 6(2):169–215.

Schwartz, S. H. (2008). Cultural value orientations: Nature and implications of
national differences. Moscow: Publishing house of SU HSE.

74



Schwartz, S. H. and Bilsky, W. (1987). Toward a universal psychological structure
of human values. Journal of personality and social psychology, 53(3):550.

Silverman, D. (2020). Qualitative research. Sage Publications Limited.

Taras, V., Rowney, J., and Steel, P. (2009). Half a century of measuring cul-
ture: Review of approaches, challenges, and limitations based on the analysis
of 121 instruments for quantifying culture. Journal of International Manage-
ment, 15(4):357–373.

Torgerson, W. S. (1958). Theory and methods of scaling. Wiley.

Trompenaars, F. and Hampden-Turner, C. (2011). Riding the waves of culture:
Understanding diversity in global business. Nicholas Brealey International.

Tylor, E. B. (1871). Primitive culture: Researches into the development of
mythology, philosophy, religion, language, art and custom. NY, US: Henry
Holt and Company. xii.

Wasserman, S. and Faust, K. (1994). Social Network Analysis: Methods and
Applications. Cambridge University Press.

Weber, M. (1904). Die “objektivität” sozialwissenschaftlicher und sozialpolitis-
cher erkenntnis. Archiv für sozialwissenschaft und sozialpolitik, 19(1):22–87.

75



Chapter 2

Comparing cultural distances with
other distances among countries

Abstract

The effect of cultural distance on the economic situation of a country or more generally of a
geographically definable area, has been scoured in recent years by the economic literature.
Cultural, genetic, geographical, climatic, semantic, ethnic, linguistic, political distances have
often been included in econometric models as independent or control variables. This Chapter
follows this literature, firstly by individually comparing three measurements of cultural dis-
tance calculated in Chapter 1 with other distances used in literature together with cultural
distance or as a proxy of it, and secondly by jointly comparing them (the measurements of
cultural distance and those from literature) via DISTATIS. The three cultural distances are
the two new measures mentioned above (Compromise Large and Compromise IW ) and the
IW index obtained as Euclidean distance between countries in the Inglehart-Welzel Cultural
Map, while the other distances take into consideration climatic condition, ethnicity and lan-
guage, genetics and the recent phenomenon of Facebook. Finally, it considers these distance
measures into a Social Relations Regression Model (SRRM) over the distance between coun-
tries in GDP per capita (year 2017). The final result shows that cultural distances are poorly
correlated with the other distances, and when a compromise is found between them, usually
the Compromise Large distance is characterized by a slightly higher weight. The main con-
clusion regards the important explanatory power of the distance Compromise Large on the
distance in GDP per capita compared to IW index and the Compromise IW, which has an
intermediate meaning between the two.

2.1 Introduction

From Chapter 1 we conclude that in order to properly measure national culture,
and therefore the cultural distance between countries, it is important to include
the cultural traits interdependencies of the cultural network of each country. This
is verified both by following the approach used by Ronald Inglehart and Chris-
tian Welzel, i.e. using the 10 cultural traits selected by them to construct their
Cultural Map, and - with even more evident results - by adding other variables
(cultural traits) for a total of 60.
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Everyday real events clearly show how distances of any kind can have a deci-
sive influence on the economic and technological development of a country, or
more generally of a group of individuals. Similarly, development brings with it
changes in people’s attitudes, which are reflected in other areas of life and so on.
Technological progress has a current effect on the climate, which can inevitably
have an impact on people’s way of life, their habits and their culture. From this
point of view geographical, climatic, cultural, linguistic and genetic distances
are closely linked to economic development. The Greeks, the Roman Empire,
the advent of Christianity, the discovery of America, colonization, the industrial
revolution, trade with the Indies, the world wars, up to the current pandemic.
These are all examples of events that, not only have affected the geography and
movement of human beings on Earth, but have also contaminated human cul-
tures, languages and even genes. It is not the purpose of this Chapter to make
an excursus of the history, but recall sometimes how everything is connected is a
good practice. For example, a congestion of the traffic in the Suez Canal (March
2021) was enough to make us realize that geographical distances in the world still
matters nowadays. It sufficed that one virus was more ”aggressive” than others
(January 2020) to point out that economic investments in research and health
are not enough, and how social culture and political situation have played an
important role in the spread of the pandemic country by country. A series of
chain mechanisms affecting a very wide sphere of human status has been invested
by this.

In this regard, Guiso et al. (2006) provides an excellent review of the point of
origin of the debate on economics and culture, and opens economists to several
questions. The recent (but also past) economic literature has endeavoured to
highlight the importance of all these things in explaining the economic condition
in which countries pour, and viceversa. For example, as mentioned in Section 1.2,
the birth of the World Values Survey project (repeated over time) rests on the
need to measure how technological and economical development exacerbates cul-
tural changes. It is possible to affirm that culture determines and undergoes the
human economic and technological development. Economists and other scholars
have often solved this endogeneity demonstrating as some other exogenous dis-
tances can be used as proxy of the cultural distance (Fearon, 2003; Özak, 2018;
Desmet et al., 2007; Obradovich et al., 2020).
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On the basis of this literature, in this Chapter we try to support the measures
found in Chapter 1. In the way of Alesina et al. (2003) and Spolaore and Wacziarg
(2016), in Section 2.2 we compare the Compromise Large, Compromise IW and
IW index with some distances used as independent or control variables within
recent economic literature works. This comparison is only used to check how the
cultural distance measurements calculated by us, interact with other well-known
measures used in the literature. Specifically, we use the recent distance due to
the facebook Social Connectedness Index (SCI), a joint distance of the ethnic
and linguistic fractionalization of the countries, two measures of genetic distance
and a climatic distance we built from the Koeppen-Geiger climate classification.
In Section 2.3 we jointly compare all the distances in the aim of understanding
the weight that each of them may have in a hypothetical compromise measure.
Finally, in Section 2.4 we estimate a model for the distance in GDP per capita
(year 2017) between countries, in which we highlight the central role of the cul-
tural distance measures calculated in Chapter 1.

2.2 Proposed cultural distance versus other distance measures

In this paragraph we compare in a descriptive way cultural distances proposed
in Chapter 1 with other popular distance measures used as indipendent variables
or controls inside econometric models. For this comparison, the lower triangle of
the distance matrices is vectorized, in the way for each scatter plot of Figures 2.1,
2.2, 2.3, 2.4 and 2.5, points depict the country pairwise distance, measured with
three cultural distance indices estimated in Chapter 1 and different other dis-
tances including a measure of connectivity, ethnic-linguistic, genetic and climatic
dissimilarities. As cultural distances, for each Figure we consider: (a) cultural
distance Compromise Large from cultural traits of the Large dataset ; (b) cultural
distance Compromise IW from cultural traits of the IW dataset, namely variables
used in the Inglehart-Welzel Cultural Map (Inglehart and Welzel, 2005); (c) cul-
tural distance IW index from the Inglehart-Welzel Cultural Map1.

The objective of this operation is to have a general idea on two important as-
pects concerning the cultural distance measures estimated in Chapter 1. The first
is the level of correlation between cultural distance and other distances used in
literature. In other words, we are interested in defining how much the cultural
measures proposed in this thesis provide information other than different distance

1 For their specific formulation see Section 1.6.
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measures, which are relevant for economic problems and often used as a proxy for
cultural distance. The second is to verify - by different means than those used in
the first Chapter - the differences in information between the measures of cultural
distance that take into account the cultural network of the countries (interdepen-
dencies among cultural traits within each country) and that obtained calculating
the Euclidean distance between the projected countries in the Inglehart-Welzel
Cultural Map. Our hypothesis is that the three cultural distances identify a dif-
ferent concept of distance (or a concept of higher level) than the other measures,
i.e. we expect levels of correlation pretty low or close to zero. In a certain way,
this may be at odds with current literature, but the different ways of empiri-
cally defining cultural distance may be decisive in admitting or not admitting a
certain relationship. At the same time we expect there to be some differences,
albeit minimal, between the three cultural distances and mainly between the two
calculated by combining distributional and network parts and that due solely to
the distances on the Inglehart-Welzel Cultural Map.

2.2.1 Facebook Social Connectedness Index

The first considered measure is the recent facebook Social Connectedness Index
(SCI) proposed by Bailey et al. (2018). This index “uses an anonymized snapshot
of active facebook2 users and their friendship networks”. Each user is assigned
to a location based on its activities, the devices connected to facebook and the
location mentioned in its facebook profile, then the index is defined as:

SCIl,m =
Connectionsl,m
Usersl ∗ Usersm

where, Usersl and Usersm are respectively the total number of facebook users
located in the country l and country m, while Connectionsl,m is the total number
of friendship connections between users of two locations3. This index defines
the relative probability of a facebook friendship between different geographical
locations. It can be considered as the strength of the connectivity between two
countries and then as a proximity measure (values of the index increase when
two countries are more connected). The need of comparison led us to transform
it in a distance measure. For the strong asymmetry of the index distribution
we excluded the conversion via the maximum value of the distribution, then we
carried out the transformation by using dlm = 1/slm + ε (the inverse operation

2 In the last years the use of data from facebook to measure the cultural distance and the connectedness is increasing. For example,
see Obradovich et al. (2020); Kosinski et al. (2015); Huang and Park (2013).

3 For further details see https://data.humdata.org/dataset/social-connectedness-index.
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showed by Wierzchoń and K lopotek 2018), where dlm is the final distance measure
between countries l and m, slm is the “similarity” measure (in this case the SCI)
between countries l and m, and ε is considered in this case as null. Finally for
graphical representation purpose we calculated the logarithm of it and of all the
three cultural distances (Figures 2.1a, 2.1b and 2.1c). Bailey et al. (2018) uses

Figure 2.1: Cultural distance vs. facebook Social Connectedness Index

(a) (b) (c)

Note: Facebook Social Connectedness Index is not available for countries where facebook is banned or countries with few active
users. For our set of countries SCI is not available for Andorra, China, Iran and Russia, then we exclude these countries also from
our cultural distances.

this measure in context of US countries. They set a solid foundation to study a
variety of real economic and social problems by highlighting its correlation with
social and economic phenomena. In Figure 2.1 we compare the measure with
our cultural distances. Hypothesis stated in the first part of this Section are
fully reflected in this paragraph, in fact, correlations (reported inside each figure)
correspond to values close to zero, while we have a marked difference between
Figures 2.1a and 2.1c. In this case, including more cultural traits in the cultural
distance definition changes the relationship with the SCI, which does not seem to
be completely different (at least at an aggregate level) for Figures 2.1b and 2.1c
that use the Cultural Map variables.

2.2.2 Combined ethnic and linguistic distance

Fearon (2003) proposed two measures of fractionalization extensively used in the
current literature within econometric models. The first is a measure of eth-
nic fractionalization, the second uses the linguistic distance as a proxy of the
cultural distance. Several authoritative works have employed and developed dis-
tance measures from the fractionalizations proposed by James D. Fearon. For
example, Özak (2018) used these measures to validate its Human Mobility In-
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dex with Seafaring (HMISea)4; while in Spolaore and Wacziarg (2009) authors
made use of data from Fearon (2003) to construct indices of linguistic distance
between countries and insert them in the regression model of the absolute value
of logarithm income differences (year 1995); the same authors explored in Spo-
laore and Wacziarg (2016) the relationships between two measures of linguistic
distance calculated from Fearon (2003) data, and other distance measures, such
as genetic, religious and cultural5; The same measures are used in Spolaore and
Wacziarg (2018) in the regression model of logarithm income per capita (year
2005).

Figure 2.2: Cultural distance vs. Fearon Ethnic-linguistic index

(a) (b) (c)

Note: Ethnic and linguistic distances are not available for Andorra, Puerto Rico, Macao, Iceland, Hong Kong, Myanmar, then we
exclude these countries also from our cultural distances. Since data used by Fearon (2003) refer to 1990, for Serbia and Montenegro we
consider outputs for Yugoslavia (they were included in a unique State in that period). While, for Germany we use Germany Federal
Republic, which has fractionalization values not so different from German Democratic Republic.

As James D. Fearon suggests - despite the “slippery” of the concept of an ethnic
group - fractionalizations proposed by him have a good correlation with those
proposed by other researchers, e.g. like of Alesina et al. (2003). “Fractionaliza-
tion is defined as the probability that two individuals selected at random from a
country will be from different ethnic-linguistic groups”, namely when the value of
fractionalization associated to a country is low means perfect homogeneity, while
when the value is close to 1 there is a perfect heterogeneity. Since the measure
of ethnic fractionalization could equate countries which ultimately have substan-
tial linguistic/cultural differences, the linguistic measure complements the level
of ethnic fractionalization. For this reason, we use both measures of the Ap-

4 It estimates the time required to cross each square kilometer on land and sea, and it was used by Omer Ozak as proxy of the
distance to the technological frontier in the pre-industrial period.

5 This cultural measure is obtained from World Values Survey data, while we will talk in the next paragraph about the genetic
measure.
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pendix of Fearon (2003) to obtain a combined measure of ethnic and linguistic
distances between the countries we have considered. Specifically, we calculated
the euclidean distance between countries over the these two variables.

The calculated distance is related to the three cultural distances in Figure 2.2.
Hypothesis stated in the first part of this Section are verified also in this case.
Correlations have positive low values, more structured for network-based dis-
tances (Figures 2.2a and 2.2b) than IW index (Figure 2.2c). Differently from
Section 2.2.1, here, we observe a slightly higher correlation of the ethnic-linguistic
distance with Compromise IW than that with Compromise Large. Including a
considerable number of cultural traits does not seem to have an important effect
in the information carried by the cultural distance compared to that calculated
by James D. Fearon’s fractionalizations.

2.2.3 Genetic distance

In the context of genetic distance there is an impressive literature headed by the
work of Cavalli-Sforza et al. (1994), from which have derived many of the distance
measures proposed in economic research. As an example, Spolaore and Wacziarg
(2009) calculates a measure of genetic distance6 between countries by matching
the populations considered by Cavalli-Sforza et al. (1994) with the ethnicities by
country listed in Alesina et al. (2003). The measure elaborated by Spolaore and
Wacziarg (2009) is also used by Omer Ozak in Özak (2018), where he shows how
his HMISea has a strong explanatory power towards this measure of genetic dis-
tance. Desmet et al. (2007) also uses data from Cavalli-Sforza et al. (1994), here,
authors compare the genetic distance with the cultural one finding a high correla-
tion between them, even after having added the control for the linguistic distance.
The cultural distance is calculated from the 430 questions of the first four Waves
of WVS. Distance between two countries is calculated as the Manhattan distance
on the percentage of people for each possible answer of each question7.

We make use of the genetic distance proposed in Spolaore and Wacziarg (2016)
and firstly suggested by Wright (1949). They use two distances: one based on the
dominant genetic trait in a country and another weighted on the various genetic
traits found in a country. Although the latter is more specific, we choose to use

6 More generally, Enrico Spolaore and Romain Wacziarg have opened a line of works, in which they exploit the information
provided by Cavalli-Sforza et al. (1994). See for example Spolaore and Wacziarg (2013), Spolaore and Wacziarg (2016) and Spolaore
and Wacziarg (2018).

7 Results remain robust when using the Euclidean distance.
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the former as strongly related to the latter (0.93) and less affected by missings
values on the countries we consider.

Secondly, we use a new genetic measure proposed by Spolaore and Wacziarg
(2018)8, deriving from the work of Pemberton et al. (2013)9. The latter, as
Cavalli-Sforza et al. (1994), proposes the genetic distance for populations, so as
done by Spolaore and Wacziarg (2009), even here, the matching between the
measure of Pemberton et al. (2013) and the ethnic groups by country proposed
by Alesina et al. (2003) needs. Spolaore and Wacziarg (2018) overall elaborates
2 measures in line with Spolaore and Wacziarg (2016) and a third that considers
the populations as they were in the AD 1500. We choose the latter to differentiate
the analysis from the previous one.

Figure 2.3: Cultural distance vs. Genetic distance

(a) (b) (c)

Note: Genetic distance is not available for Andorra, Bosnia and Herzegovina, Montenegro and Serbia, then we exclude these countries
also from our cultural distances.

The genetic distance of Spolaore and Wacziarg (2016) is depicted with the three
cultural distances in Figure 2.3. The association between the variables seems to
be very similar to that found for the ethnic-linguistic distance in Section 2.2.2.
The genetic distance measure is little correlated with all three measures, but much
less with the IW index. Considering a larger number of cultural traits does not
increase the correlation, indeed it seems to confuse it even more: the correlation
between Compromise IW and the genetic distance is 0.23 against 0.18 observed
for Compromise Large.

8 Both this and Spolaore and Wacziarg (2009) (as well as Özak 2018 and Ashraf and Galor 2013) contribute to explore “how the
characteristics of a society’s ancestral population exert an influence on its current level of development”.

9 Compared to the measure of Cavalli-Sforza et al. (1994), this has the privilege of allowing a better matching with the populations
of African and Asian countries Spolaore and Wacziarg (2018).
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Figure 2.4: Cultural distance vs. Pemberton genetic distance

(a) (b) (c)

Note: This genetic distance is not available for Andorra, Bosnia and Herzegovina, Montenegro, Serbia, Puerto Rico and Macao then
we exclude these countries also from our cultural distances.

Moving to the genetic distance supposed for countries’ composition in AD 1500
(Spolaore and Wacziarg, 2018), relations slightly change their shape. There is a
flattening of the correlation along the three measures of cultural distance, where
for the IW index it is always slightly lower than Compromise Large and Com-
promise IW, for which it is almost the same. We could imagine that the genetic
differences country by country were more pronounced in AD 1500 than the cur-
rent period. This inevitably merges with the current culture, which could be less
divisive in the distinctions between countries than in the past10. This can be
favored by the technological evolution and the fall of some geographical barriers.

2.2.4 Climatic distance

Finally, we compare the cultural distances with a measure of climatic dissim-
ilarity between countries. In literature exist a variety of contributions about
climatic control for analyzing economic problems, some of them making use of
the Koeppen-Geiger classification of climate zones. Climatic conditions are surely
fundamental for the definition of the HMISea (Özak, 2018), in fact the speed of
travel of a distance by land and sea surely depends on the climatic conditions.
These are demonstrated to be decisive even for the spread of agriculture (Ashraf
and Galor, 2011) and in general for technology (Sachs, 2001)11. In this context,

10 As stated in Spolaore and Wacziarg (2016), “genetic distance measures relatedness between populations and is roughly proportional
to time since two populations shared the same ancestors, that is, since they were the same population. Over time, ancestors transmit
a large number of traits to their descendants, not only biologically (through DNA), but also culturally”. At the same time, when two
countries did not share a similar genetic population in the past, it is not immediate they have a current low level of cultural distance.
The two cultures may have been mixed by some historical event.

11 For a precise description of the use of climatic conditions in the study of economical processes, see Spolaore and Wacziarg (2013).
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the important role of similarity of two countries in relation to the climatic con-
ditions has been defined by Gallup et al. (1999) together with the latitudinal
position which may define barriers to technological development. In this paper,
authors have used 12 Koeppen-Geiger climate zones providing data about the cli-
matic composition of several countries. Spolaore and Wacziarg (2009) uses these
data as benchmark to develop two measures of similarity between countries. The
first is calculated as “the average absolute value difference, in the percentage of
land area in each of the 12 climate zones”12 and the second as “the absolute dif-
ference in the percentage of land areas in tropical climates”.

In the way of Gallup et al. (1999) and Spolaore and Wacziarg (2009), we con-
structed a measure of distance based on the climatic conditions of the land area
of each country according to the Koeppen-Geiger climatic classification (Kottek
et al., 2006; Rubel and Kottek, 2010; Koeppen et al., 2011; Rubel et al., 2017).
Here, we collect geographical coordinates for each country, then we attribut each
coordinate to its observed climatic condition according to the 31 climate sub-
zones13 defined by the Koeppen-Geiger classification. Finally, we have a vector
of sum equal to 1 for each country, containing the percentage of land (repre-
sented by coordinates) for each Koepper-Geiger climatic zone14. We calculated
the Euclidean distance between each pair of country to obtain the final climatic
distance15.

Although the hypothesis made at the beginning of the Section tend to be sat-
isfied, compared to the previous distance measures (Sections 2.2.1,2.2.2,2.2.3),
correlations between cultural distances and the climatic distance are controver-
sial. As first, values are overall slightly higher and, as second, correlation with IW
index is higher than correlation with Compromise Large and Compromise IW. If
for the previous cases the addition of the component of interdependence between
cultural traits and the increase of the number of cultural traits has contributed
to add to the measure of cultural distance a certain component of information

12 This measure was used also in Spolaore and Wacziarg (2018) as control variable inside the regression over the income.
13 Differently from Gallup et al. (1999) we do not use 12 climate zones, but all of them. The 31 climate zones are: Af, Am, As,

Aw, BWk, BWh, BSk, BSh, Cfa, Cfb, Cfc, Csa, Csb, Csc, Cwa, Cwb, Cwc, Dfa, Dfb, Dfc, Dfd, Dsa, Dsb, Dsc, Dsd, Dwa, Dwb, Dwc,
Dwd, EF, ET. They are defined by different characteristics. The main climate: equatorial (A), arid (B), warm temperate (C), snow
(D), polar (E). The precipitations: desert (W), steppe (S), fully humid (f), summer dry (s), winter dry (w), moonsonal (m). The
temperature: hot arid (h), cold arid (k), hot summer (a), warm summer (b), cool summer (c), extremely continental (d), polar frost
(F), polar tundra (T).

14 The association of the coordinates with the countries under analysis was done through the R function joinCountryData2Map

contained in the R package rworldmap, while for the overlap of coordinates with climatic zones we make use of the option LookupCZ

contained in the R package kgc.
15 Usually data of this type are processed within the field of analysis of compositional data. Anyway, when the number of variables

is quite large it is possible to use a classic approach on them.
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Figure 2.5: Cultural distance vs. Climatic distance

(a) (b) (c)

superimposed on the other distances, in this case it seems that the reverse oper-
ation takes place, that is, the more precise measurement of the cultural distance
clears it from a part of information related to the climatic conditions of a country.

In any case, results follow the conceptual intuition. We imagine current cul-
ture is driven by a variety of historical and current human mechanisms, of which
the climatic condition, the genetic background, ethnic and linguistic differences,
and more recent phenomena like facebook, are some of the foremost. In the same
way, each component of this variety that defines such a broad concept as culture,
cannot explain a substantial part of it. This is a small part when the measure
is specified by considering interdependencies among cultural traits and becomes
almost zero when interdependencies are not considered (IW index ).

2.3 Between-distances analysis

To make a joint analysis of all distances and, at the same time, for incorporating
them into a single general measure, we can use the DISTATIS method, already
used successfully in the previous Chapter.

The measures we have selected try to cover roughly the wide range of measures
proposed in the literature, without overloading the analysis with too many com-
parisons. We use as a focus the cultural measures produced in the Chapter 1,
which represent the core of this thesis and the fixed point of comparison. We
therefore adopt a measure of distance that can take into account current social
mechanisms, namely the facebook Social Connectedness Index (SCI). The eth-
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nic and linguistic measure covers the concept of ethnic fractionalisation of the
inhabitants of a country. On the other side, the two genetic distances represent
two exogenous variables often used as a proxy of culture. On the one hand they
show the fairly recent composition of the population, on the other that of the pre-
industrial age. Finally, we synthesize the climate condition in the last measure16.
From now, the considered distance measures will be called in this way:

• Compromise Large: Cultural distance with interdependencies between the
60 cultural traits of Large dataset (see Section 1.2.2).

• Compromise IW : Cultural distance with interdependencies between the 10
cultural traits of IW dataset (see Section 1.2.2).

• IW index : Cultural distance over the first two dimensions of Inglehart-Welzel
Cultural Map (remake considering only the WVS/EVS Joint 2017, see Sec-
tion 1.2.1).

• SCI : facebook Social Connectedness Index (Bailey et al., 2018).

• Fearon: Combined distances of the ethnic and linguistic fractionalization
(Fearon, 2003).

• Genetic: Genetic distance proposed by Spolaore and Wacziarg (2009).

• Pemberton: Genetic distance proposed by Spolaore and Wacziarg (2018).

• Climatic: Climatic distance proposed by us in the way of Gallup et al. (1999).

The most impressive thing highlighted by the previous Section is that not only
the distances Compromise Large and Compromise IW are poorly correlated with
the other distances, but this is verified even more for the distance due to the
Inglehart-Welzel Cultural Map. Desmet et al. (2007), Desmet et al. (2011) and
Spolaore and Wacziarg (2016) showed in the case of European countries and
worldwide countries how a cultural distance obtained from the questions of the
WVS is strongly correlated with a genetic distance measure, so much so that the
latter can be regarded as a proxy for cultural distance. The powerfully discordant
results that we find in our analysis even for IW index can be due to the way with
which the cultural distance is measured. For example, authors did not take the
cultural traits used for the construction of the Cultural Map, nor the average
value for each country, but they have considered a large group of variables (even
430 Desmet et al. (2007)) and their frequency distribution (as we have done for

16 We do not consider a measure of religious distance, nor a measure of geographical distance, which could be included in further
analysis.
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Compromise Large and Compromise IW ). Furtheremore, they even aggregated
the answers to the questions considering more Waves, while we consider only the
latest available data (WVS/EVS Joint 2017). Even when we select more cultural
traits than those used by inglehart-Welzel, our criterion is not generical, but it is
closely related to the amount of missings per country and the estimation method
used for cultural networks (see Section 1.2.2).

Results of the joint comparison via DISTATIS are depicted in Table 2.1 and
Table 2.2. The first describes the Rv coefficients between the distances organized
in the cosine matrix, while the second lists by column the weights associated to
each distance in the compromise distance identified by different DISTATIS.

Table 2.1: Cosine matrix of the joint comparison between cultural distances and other distances

Compr Large Compr IW IW index SCI Fearon Genetic Pemberton Climatic

Compromise Large 1 0.88 0.7 0.22 0.3 0.36 0.36 0.57

Compromise IW 1 0.75 0.18 0.27 0.35 0.3 0.52

IW index 1 0.14 0.2 0.22 0.2 0.42

SCI 1 0.06 0.22 0.51 0.2

Fearon 1 0.19 0.15 0.18

Genetic 1 0.43 0.28

Pemberton 1 0.35

Climatic 1

Note: In red the Rv coefficients between the cultural distances, in black the Rv coefficients between the cultural distances and
the comparison distances, in blue the Rv coefficients between the comparison distances. Compr Large and Compr IW stand for
Compromise Large and Compromise IW. For jointly compare the 8 measures of distance, we can consider only the intersection of
countries which are covered by all of them. From Compromise Large, Compromise IW and IW index we have to rule out: Andorra,
China, Iran, Russia, Puerto Rico, Macao, Iceland, Hong Kong, Myanmar, Bosnia and Herzegovina, Serbia, Montenegro, Taiwan. For
the other measures we have to exclude those countries we did not already avoid in the comparison of the previous Section.

The values of the Rv coefficients roughly confirm the correlations observed in the
previous Section. The hypotheses formulated in the previous Section are widely
observed through the cosine matrix.

The values in black represent the Rv between the cultural distances and the
other distances, which from now we will call comparison distances. They are
always higher when associated to the Compromise Large, intermediate for the
Compromise IW, while the lower ones are observed for the IW index. The co-
efficients are lower and closer to each other for the SCI, but reading the table
from left to right, as their intensity increases also the gap between IW index and
Compromise Large sharpens. Although the genetic distance measures refer to
different periods, they do not present substantial differences in Rv, however the
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Rv coefficients associated with Compromise Large and Compromise IW are al-
most identical for Genetic. The highest values of association are verified between
cultural distance measures and climatic distance, which shows the important role
of climate in creating cultural discrepancies.

As expected, the red values of Rv coefficients between Compromise Large, Com-
promise IW and IW index are slightly different from Table 1.10 because, here,
we delete some countries to facilitate the joint comparison of distances. Instead,
taking a look at the Rv coefficients among comparison distances (in blue), we
can also come to other conclusions on the relation between these measures and
those of cultural distance. The Rv of 0.43 between Genetic and Pemberton from
one hand makes us realize that the genetic distances have changed from AD 1500
to nowadays, on the other hand this points out that the almost identical Rv co-
efficients between Genetic, Pemberton and the cultural distances may be due
to “qualitative” differences. In other words, despite the aggregate result, some
countries may be more similar by comparing Genetic with the cultural distances,
but the same countries may be dissimilar when considering Pemberton. In the
same way, other countries may be similar considering Pemberton against cultural
distances, but dissimilar considering Genetic.
Another important coefficient is that between SCI and Pemberton (0.51). The
relation is not excessively strong, but it is plausible that countries distant at a
genetic level in AD 1500, have not even currently developed a certain contact at
the level of social networks (in this case facebook). It is therefore also plausible
that countries historically similar in genetic terms, have had more contacts over
the years, which have been finalized with many ”friendships” among their inhab-
itants. Anyway, the phenomena that facilitate the connection between facebook
users could be various.
The ancestral component of the population of a country seems to have a minimal
link also with the climatic condition (0.35). It is possible that a similar genetic
composition has to do with similar climatic conditions.

As described in Section 1.6, weights for the compromise are deduced by the eigen-
vector associated to the first dimension of the non centered PCA over the cosine
matrix. For construction the non centered PCA gives much importance to the
first principal component, which justifies the weights for compromise. In the case
of Table 2.2, when we consider all or most distances, the variability explained by
the first dimension is not so high. This is certainly due to the fact that the level of
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Table 2.2: Associated weights to distance measures for different DISTATIS

1 2 3 4 5 6 7 8 9 10 11 12 13

Compromise Large 0.17 0.2 0.21 0.26 0.24 0.21 0.24 0.21 0.27 0.25 0.29

Compromise IW 0.17 0.18 0.21 0.23 0.28

IW index 0.15 0.16 0.18

SCI 0.08 0.14 0.15 0.16 0.20 0.14 0.18 0.17 0.13

Fearon 0.08 0.11 0.11 0.11 0.13 0.16 0.13 0.14

Genetic 0.11 0.17 0.18 0.18 0.21 0.2 0.19 0.2 0.12 0.23

Pemberton 0.11 0.2 0.2 0.21 0.25 0.23 0.23 0.2 0.12 0.24 0.18 0.18

Climatic 0.13 0.18 0.18 0.18 0.24 0.22 0.2 0.22 0.16 0.26 0.21 0.25

First eigenvalue (%) 45 42 41 38 43 42 44 48 46 56 55 54 64

relatedness between the distances is generally not very high, namely, they do not
synthesize the same concept. This percentage increases up to 64% when we insert
in the DISTATIS only the distances that have a rather high Rv. In fact, in DIS-
TATIS 13 (the last column of the Table 2.2) we only consider Compromise Large,
Compromise IW, Pemberton and Climatic. It is not surprising that the lowest
percentage of variability explained by the first component (38%) coincides with
the compromise 4 that contains, as cultural distance, the IW index together with
the comparison distances (in fact, both Section 2.2 and Table 2.2 show how this
measure is poorly linked to the others). Compromises from column 5 to column
9 consider the Compromise Large as cultural distance and four of the compar-
ison distances (we exclude one of them for each DISTATIS). The effectiveness
of the compromise (explained percentage of the first dimension) increases when
we do not include the SCI (column 9) and the Fearon (column 8), which in the
compromise 1 play a minority role. Result for compromise 11 remains similar
to compromise 10, in fact Compromise Large is sufficient to represent the infor-
mation of the Compromise IW and IW index. In the analysis of column 12 we
include the distances that are most consistent in term of Rv in Table 2.1, but the
result does not differ much from that of 10 and 11. In general, when we consider
cultural distances one by one (compromises 2-4) the weights are almost identical:
obviously Compromise Large weighs more than Compromise IW and especially
more than IW index.

Looking at the compromises from column 5 to 9, which all have the same number
of distances, we notice that the weight of the Pemberton increases up to 0.25
when we delete from the analysis the Climatic distance, and in the same way, the
highest weight for Climatic is verified when Pemberton is discarded. When the 3
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cultural distances (columns 1 and 10) are considered, the weights associated with
the comparison distances drop dramatically. The most homogeneous weights are
described in compromise 11.

2.4 A model for the GDP per capita

In the way of Section 2.2, in this Section we firstly propose a comparison between
the three cultural distances and the GDP per capita, and secondly we integrate
this comparison with a model of the cultural distances over the distance in GDP
per capita.

This economic measure is one of the most used in literature for describing the
economic situation of a country and explore its relation with possible determi-
nants. For example, Özak (2018) finds a U-shape relation between the current
GDP per capita and the distance to the technological frontier around 1800, cal-
culated as the distance in term of HMISea to UK. Alesina et al. (2003), following
elaborations from Easterly and Levine (1997), shows the highly negative correla-
tion between the ethnic fractionalization and the GDP per capita. Sachs (2001)
describes as the economic gap of tropical countries was amplified by their cli-
matic conditions. Desmet et al. (2011) firstly sets a model for the stability of a
country or an economical union of countries (at European level) by considering
its cultural heterogeneity and its economical situation by the level of GDP per
capita. Measures of genetic distances are usually used in modelling trade (see for
example Guiso et al. (2009); Giuliano et al. (2006, 2014)) controling for GDP per
capita. At the same time this is recently done with measures obtained by social
networks (facebook) that accounts for social connectedness as a proxy of cultural
connectedness (Bailey et al., 2018).

In Figure 2.6 each point of the scatter plots depicts the country pairwise dis-
tance measured with the cultural index estimated in Chapter 1 and the Helpman
similarity index (Helpman, 1987) in GDP per capita in current US dollars (year
2017). This measure is transformed in distance by using dlm = 1 − slm

max(slm) (the

inverse operation showed by Wierzchoń and K lopotek (2018)), where dlm is the
final distance measure between countries l and m, slm is the similarity measure
(in this case the Helpman one) between countries l and m. Clearly the hypothe-
ses set in Section 2.2 are only partially transferable in this case. Here, we expect
some differences between the three measures of cultural distance when compared
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Figure 2.6: Cultural distance vs. Helpman distance in GDP per capita

(a) (b) (c)

Note: GDP per capita in current US dollars refers to the 2017 and comes from the WITS (World Integrated Trade Solution) website
https://wits.worldbank.org. It is not available for Puerto Rico and Taiwan, then we exclude these countries also from our cultural
distances.

with the distance in GDP, but in general higher levels of correlation in respect
to comparison distances. In fact, compared to the low correlations observed in
Section 2.2, from Figure 2.6 we see more sustained values, which are surprisingly
higher for IW index than the other two, which basically should be more complete
measures.

The correlation, as seen in Section 2.3, can be misleading when calculated between
distance measures, which contain internally a certain structure of interdependen-
cies. In this regard, considering the distances as dyadic variables, we are interested
in evaluating how much each distance accounts in predicting an economic output,
namely the distance in GDP per capita. Table 2.3 shows the results deriving from
the Bayesian implementation (Hoff, 2009, 2021) of the SRRM17 (Warner et al.,
1979) of the distance measures on the distance measure in GDP per capita. The
model accounts for statistical dependencies between distances that relate to the
same node with the inclusion of random effects for each node.

Based on these calculations, there appears to be strong evidence for associations
between the cultural distances and the distance in GDP per capita. However,
unlike correlation, through this model we see a more evident association of dis-
tance in GDP per capita with Compromise Large and Compromise IW, in fact
the coefficient associated with them is quite high, but pretty different one each
other. Although the coefficient associated with IW index in SRRM1 and SRRM5

17 Social Relations Regression Model. See the ame function implemented in the amen R package.
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Table 2.3: Regression Modeling over distance in GDP per capita

GDP per capita

SRRM1 SRRM2 SRRM3 SRRM4 SRRM5 SRRM6 SRRM7

Intercept
3.72*** 7.38*** 5.88*** -2.75*** -0.01 4.1*** -2.73**

[3.17, 4.24] [6.96, 7.73] [5.57, 6.24] [-2.89, -2.63] [-1.54, 1.65] [2.58, 5.34] [-4.37, -1.24]

Compr Large
2.47*** 6.85*** 2.93*** 7.33***

[2.03, 2.9] [6.61, 7.13] [2.5, 3.35] [7.05, 7.62]

Compr IW
1.54*** 4.34*** 1.57***

[1.23, 1.79] [4.17, 4.51] [1.3, 1.83]

IW index
0.54*** 1.1*** 0.53***

[0.48, 0.6] [1.06, 1.14] [0.48, 0.59]

SCI
-0.9*** -0.74*** -0.5**

[-1.24, -0.54] [-1.07, -0.43] [-0.91, -0.18]

Fearon
0.04· 0.02 0.14***

[0.00, 0.07] [-0.01, 0.06] [0.09, 0.18]

Genetic
-0.03 0.03 0.23***

[-0.08, 0.01] [ -0.01, 0.08] [0.18, 0.29]

Pemberton
-0.08* -0.22*** 0.05

[-0.15, -0.02] [-0.28, -0.15] [-0.03, 0.14]

Climatic
-0.07· -0.03 0.48***

[-0.13, 0.00] [-0.08, 0.04] [0.41, 0.57]

w-row variance 0.136 0.282 0.224 0.104 0.150 0.314 0.133
error variance 0.452 0.495 0.506 0.508 0.445 0.483 0.702

Note: Distances are previously transformed using the logarithm function. The regression models are fitted using a mixed effect
model (Hoff, 2009) that takes into account the dependencies due to the network structure of the data. The table reports estimated
regression coefficients and 89% highest density intervals in square brackets. The latter are obtained from posterior samples of regression
coefficients. We discard from the model countries that we already deleted for the joint comparison of Section 2.3. Compr Large and
Compr IW stand for Compromise Large and Compromise IW, while w-row variance stands for within-row variance.

(when it is included together with other distances) is highly significant, it is close
to zero. On the other side, together with SRRM4 - where IW index is considered
alone - these models have the lowest variance, which is matched by larger param-
eter ranges in the other models. This defines them as more precise and reliable
estimations, anyway the error variance does not vary too much model by model.
We can say that the result in terms of correlation is reversed when considering
a random effect by row (country, or node). Cultural distance uses in the right
way the information that we add firstly by including the network component and
secondly by adding further cultural traits to that of the Inglehart-Welzel Cultural
Map. This latter result indicates that the further information added by including
more cultural traits play an important role in the effect of cultural distance on
economic distance. In general, the three distances obviously measure the same
concept because when they are together in the same model (SSRM1 and SSRM5)
the coefficients have a lower intensity than those obtained when the distances are
considered separately (SSRM2, SSRM3 and SSRM4).
In the SRRM5, SRRM6 and SRRM7 we consider also the comparison distances.
Specifically, SRRM5 and SRRM6 highlight the fundamental effect of cultural
distances, in fact the relationships between the comparison distances and the
economic distance in SRRM7 are completely upset (here, only the comparison
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distances are included). Basically, when we check for the node effect, there is an
overlap of information between the cultural distance and all the others. Some co-
efficients change sign, such as Genetic, Pemberton and Climatic, even Pemberton
loses significance, while Fearon, Genetic and Climatic become significant.
We focus on the results of SRRM6, which contain the main cultural distance and
the comparison distances. Fearon, Genetic and Climatic are not significative to
explain the distance in GPD per capita, while an increase of 1% in cultural dis-
tance produce an increase of almost 7.56% in the economic distance; an increase
of 1% in facebook distance lead to a decrease of the 0.73% in the economic dis-
tance; and an increase of 1% in genetic distance at AD 1500 results in a decrease
of the 0.22% in the economic distance. In brief, when a pair of countries is more
culturally distant than another pair, also their GDP per capita is more distant,
namely culturally similar countries tend to have also a similar GDP per capita.

From the conclusions of the Chapter 1 we could admit that adding variables
was important to increase the informative content of the new cultural distance
measure. Although this is verified even in practice, the choice of Inglehart and
Baker (2000) to reduce the number of cultural traits from 22 to 10 for construct-
ing the Cultural Map, can be useful also in our case. The reason is mostly based
on the computational cost and effectiveness of the BDMCMC procedure.

2.5 Conclusions

The intent of Chapter 3 is to provide an application basis for cultural distances
found in Chapter 1 on different sets of cultural traits. This has been practiced
in three parts. The comparison of three cultural distances with a selection of
distance measures used in economic literature as a proxy of cultural distance or
in comparison to it. The joint comparison of all distance measures considered in
the first part. The implementation of a simple model that verifies the association
between the proposed distances and those of literature with an economic distance
between countries in GDP per capita.

The most interesting results can be summarized as follow. The measures of
cultural distance are poorly correlated with the distances from the literature, sug-
gesting that they identify different concepts. In general, Compromise Large and
Compromise IW have higher levels of association than IW index with distances
from literature. This is also evident from the joint comparison, from which we can
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deduce the importance of Pemberton and Climatic distances in the compromise
of distances found via DISTATIS. Following the result of Chapter 1, Compro-
mise Large and Compromise IW seem to have an excellent explanatory power
on distance in GDP per capita, which is definitely higher than that of IW index.
Adding more cultural traits helps the distance measure, but the Inglehart-Welzel
selection may be already considered as a parsimonious solution (the processing
time of BDMCMC to arrive at the convergence increases exponentially includ-
ing more variables). Finally, considering the interdependencies between cultural
traits in the definition of cultural distance offers significant explanatory benefits
of the country’s economic condition measured by GDP per capita.
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Chapter 3

Mapping networks: evidences from a
simulation study

Abstract

The abnormal production of data in our time has allowed the observation of large collections
of networks, which refer to the same field of analysis and which can have different sizes,
e.g. think of the commercial network of each product between countries. A common way
to compare these networks is to map them in the space via network descriptors. This
is where the problem dealt with this Chapter arises: what is the subset of descriptors that
keeps the characteristics of networks as much as possible unchanged in the mapping process?
Through a simulation of networks from 4 generative models (Random, Scale-free, Small-world
and Stochastic block model) and the selection of a wide set of descriptors, this Chapter
finds evidence of a small subset of descriptors via Subgroup Discovery. Furthermore, it
evaluates the effectiveness of descriptors by applying them to the set of binary cultural
networks estimated in Chapter 1 and comparing distances between networks in the space of
the descriptors with popular network distances.

3.1 Introduction

With respect to the first Chapter, which empirically found a new cultural distance
index between countries including the role of the cultural traits interdependen-
cies, i.e. through the cultural networks of each country, and the second, where
its effectiveness is assessed, this Chapter touches on another topic concerning
network distances which may be of interest in the economic and social sciences
and their linkage.

In recent years, the extent of the data available and the popularity of the meth-
ods of network analysis have inevitably made possible to observe large collections
of networks within defined fields, highlighting the importance and need to study
sets of networks. Clear examples emerge in several fields: sets of brain networks
(Bassett et al., 2008; Eguiluz et al., 2005); sets of collaboration networks (Kro-
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negger et al., 2012); set of governance networks (Bisceglia et al., 2014); sets of
social networks (Faust, 2006); sets of ego networks, where egos belong to the same
category (Lubbers et al., 2010); sets of economic networks (Harland et al., 2001);
or sets of cultural networks like those estimated in Chapter 1.

Since networks are by nature complex objects, procedures for analyzing them
when they are organized in collections must even accept a certain degree of com-
plexity. It could be of interest to compare networks to each other, and literature
has moved in this direction by providing numerous contributions1. One way to
study sets of networks is to assess their similarity via distance measures2, while
the most used and accepted way (in literature) is to map them as points in a
reference space (one, two or multi-dimensional) through network descriptors.

However, there are two main issues in mapping networks, which are closely re-
lated to each other and with the isomorphism problem3. The first is due to the
uniqueness of descriptors, namely their discrimination power (Dehmer and Mow-
showitz, 2013); as shown in Dehmer et al. (2013) each network descriptor has a
certain degree of degeneracy, in fact a single index cannot distinguish between
non-isomorphic graphs. The second is the statistical relation between the descrip-
tors measure4 (Smith et al., 2016). We suppose to overcome the first problem
by using a variegated set of descriptors, able to measure the complex charac-
teristics of networks. While for the second, we use factorial methods, which are
based on the correlation between the variables5 (in this case network descriptors).

An important effort in the use of network measures to study a set of networks
has been made at the level of topological characteristics and within the chemical
field. In this context sets of topological network descriptors flattened to a single
dimension. This is the case of the “SuperIndices” (Bonchev et al., 1981), which

1 For example, see Nassimbeni (1998), Pathan and Buyya (2007), Onnela et al. (2012), Barnard and Chaminade (2011), Bazzoli
et al. (1999).

2 For common network distance measures see Hamming (1950), Hammond et al. (2013), Bunke and Shearer (1998), Wilson and
Zhu (2008), Fay et al. (2009); for centrality-based distances see Roy et al. (2014); while for layer similarity in multiplex networks see
Bródka et al. (2018).

3 Graph isomorphism is an equivalence relation on graphs. Given G and H be two graphs, the relation F : V (G) −→ V (H) is
verified, such that any two vertices g1 and g2 of G are adjacent in G if and only if F(g1) and F(g2) are adjacent in H (see McKay and
Piperno (2014) for further details). From our knowledge no polynomial time algorithm (see Karmarkar (1984)) exists for determining
whether two arbitrary graphs are isomorphic, but Babai (2016) found a quasi-polynomial time solution. After its publication - as the
same author have declared - Harald Helfgott pointed out an error in the analysis of that Graph Isomorphism test. This stimulated
Babai to discover the problem (Babai, 2017). The case of sets of network is left to the elaboration of efficient heuristics.

4 For example, Valente et al. (2008) provides a quick review of papers which examined the correlation among the main network
centrality measures, and even it aims at the same purpose.

5 We have seen in Chapter 1 as the partial correlations among variables (conditional relations between cultural traits) can play an
important role in defining higher-level objects (countries). At the same time we observed that some information is overlapped with
the classical correlation. Here, we decide to remain in the classical multidimensional scheme.
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offer a greater discrimination power than single descriptors (Dehmer and Mow-
showitz, 2013). In the context of social networks, instead, Wang and Krim (2012)
empirically demonstrate how degree centrality and clustering coefficient plays a
fundamental role in classifying networks into groups after having mapped them.

The main purpose pursues in this Chapter is in between. We want to select a
small subset of descriptors among a set of well-known network measures available
in literature, which is able to preserve the original distances between networks in
the mapping operation. They have to be suited to discriminate networks gener-
ated from different models (i.e, structurally different from each other), and at the
same time, to join networks that have similar structures. Furthermore, it has to
map non-isomorphic networks in different points of the space. We simulate net-
works without taking into account their isomorphism property, then, having no
preliminary information on it, we detect it in the aftermath. In short, descriptors
must allow the mapping operation not to lose or confuse the individual structural
characteristics of the networks and their comparison.

The proposed procedures has four main steps: i) simulate/generate N networks
with different sizes (Van Wijk et al., 2010; Smith et al., 2016) from different mod-
els; ii) describe each network through a mixture of features based on its local,
global and intermediate structure (Onnela et al., 2012), namely, associate each
network with a numerical vector of descriptors (mapping networks); iii) make
use of Subgroup Discovery (Atzmueller, 2015) to find the best set of descriptors
among those considered, and confirm them with a PCA; iiii) apply descriptors
on the case study of binary cultural networks inferred in Chapter 1.

Section 3.2 lists and describes the network models from which we simulate, while
Section 3.3 does the same for the selected network descriptors. Section 3.4 details
the procedure of selection of the best subset of descriptors via Subgroup Discovery.
At the same time it shows how they improve the discrimination among different
network generative models and their uniqueness (they map non-isomorphic net-
works in different points of the space). This subset of descriptors is finally applied
in Section 3.5 to a case study involving networks inferred in Chapter 1 (the ones
from the Large dataset).
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3.2 Network simulation

Each network in the world (we know that the possible networks are limitless)
or within a specific field has some properties, which we mathematically measure
via network descriptors (also called measures or indicators). By definition, each
non-isomorphic network has its own structure and the probability that two net-
works, referring to the same context, does not share their structure increases
when number of nodes increase. The relational structures among real nodes ob-
viously depends on the mechanism by which they establish relationships among
themselves (the network formation process), and, as all the real events, scholars
have been interested in statistically modelling them.

The parameterization of network generative processes allows the simulation of
fictitious networks with different characteristics based on the way we imagine the
links form between the nodes. For this, each network model implicitly defines
one group of networks. Similarly, as the parameters vary, networks simulated by
different network formation processes can be confused.

Here, we are interested in generate networks with different sizes from the main
well-known network models in order to have a natural division among them.
In addition, we vary the parameters of the network models so as to reduce the
strong structural differences that they may have. Allowing some overlap between
networks simulated by different models may support the discrimination power
of descriptors and their goodness in identifying groups of networks according to
their characteristics.

Basically, we simulate networks by considering three main distributions of size,
from which we in turn extract the number of nodes for each network. Due to the
obvious computational6 problems that some descriptors may have, networks may
not have thousands of nodes, then sizes are extracted according to this scheme:

• SMALL: networks size varies uniformly between v = [75, 150] nodes.

• MEDIUM: networks size varies uniformly between v = [175, 350] nodes.

• LARGE: networks size varies uniformly between v = [375, 500] nodes.
6 For the timing of the simulation see Table 3.10 in Annex 3.
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3.2.1 Random networks

Random networks were theorized in Erdös and Rényi (1959, 1960); Erdös and
Rényi (1964) to describe network formation processes in which links are formed
independently dyad by dyad according to a random rule defined by a probability
pr. Considering v nodes and a probability pr (with 0 < pr < 1) to observe
a tie between two nodes, and given the formation of links is an indipendent
process dyad by dyad, Erdos-Renyi networks are described by a binomial model7.
Without concern on the position of nodes and architecture, the probability of a
network with e edges and v vertices to be formed with a random process is:

pre(1− pr)
v(v−1)

2 −e

For the simulation of networks from this model, two parameters need to be set.
The number of nodes v and one between the probability pr of forming a link
among two random nodes or the desired number of edges e. Here8, we simulate
200 SMALL, 200 MEDIUM and 200 LARGE networks with pr uniformly generated in
the interval [0.05, 0.2].

3.2.2 Scale-free networks

Even random networks9 are a good suggestion, the network formation process is
always affected by an underlying real mechanism. The reasons why two nodes
can form a link are the most disparate. In the case of individuals, they can have
a relation because homophily10; because they share relations with one or more
individuals; because there is a territorial proximity between them; because they
share a third factor besides their non-homophily11; because they receive a mate-
rial/immaterial benefit. In this last context, the spread of information inside a
network depends on its structure, but, at the same time, can be the reason why
one node decides to establish a link with another node in the network.

This is the case of growth and preferential attachment mechanism, where more
influential nodes attract to themselves most of the links that form in the network.

7 For the first formulation of the model see Erdös and Rényi (1959), while a punctual description of its properties is available in
the main books of Network Analysis. Between them see Jackson (2010) and Newman (2018).

8 For the simulation we make use of the erdos.renyi.game function of the R package igraph.
9 In addition to being immediate to thought, they possess many interesting properties and are also used as a benchmark model to

compare and study real networks.
10 Jackson (2010) states that homophily “refers to the fact that people are more prone to maintain relationships with people who

are similar to themselves.” See this book also for the main references on this scope.
11 In the context of the spread of obesity Christakis and Fowler (2007) considers one of the explanation of clustering of obese people

given by “egos and alters might share attributes or jointly experience unobserved contemporaneous events that cause their weight to
vary at the same time (confounding)”, e.g. maybe they train both in the same gym.
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This mechanism was identified by Barabási and Albert (1999) from a mapping
of the World Wide Web (WWW) network12 and denoted as the Barabasi-Albert
model which generates the so called Scale-free graphs. This model is character-
ized by a power law distribution for the distribution of the degree centrality. In
other words, the probability that one node has exactly w links (Degree) is:

Pr(w) ∼ w−δ

As for the Erdos-Renyi networks, the simulation of networks from this model
requires two fundamental parameters. The number of nodes v and the δ power
of the preferential attachment. We simulate 200 SMALL, 200 MEDIUM and 200
LARGE13, networks with δ uniformly generated in the interval [0.2, 1.6].

3.2.3 Small-world networks

The third model we simulate from is the so called Watts-Strogatz Small-world
network model (Watts and Strogatz, 1998). The formulation of this model is a
mathematical analogy with the popular theory of Small-world and six degrees of
separation, from which derives the name Small-world networks. A Small-world
network is found between two extremes: a regular lattice and a random network.
Virtually, we can imagine the process of simulation from this model starting from
a regular lattice and rewiring14 a fraction rew of its links, where if rew = 0 we
remain in a regular lattice, if rew = 1 we obtain a random network (Erdos-Renyi
network). Hence, the parameters of the model are the size of neighborhood w

(coincides with the number of links of a node, namely the Degree of a node) and
the rewiring probability (rew), while the two main properties are: i) the rewiring
process allows to preserve the local neighborhood; ii) as a direct consequence of
”Small-world” - and in the same way of random networks - the average shortest
path length (diameter of the network) between two nodes increase logarithmically
with the number of nodes.

The class of Small-world networks gathers different typologies of networks. As an
evidence, Amaral et al. (2000) analyzes the properties of a variety of diverse real-
world networks, finding three main classes which contain scale-free, broad-scale
and single-scale networks. In order to include these diversities, as made for the

12 Subsequently verified for many other real networks (Caldarelli, 2007; Dorogovtsev and Mendes, 2013).
13 For the simulation we make use of the sample pa function of the R package igraph, using psumtree as option for the algorithm

of the graph generation. This algorithm handles each power and never generates multiple edges.
14 It is a random process, in which all the edges of the current network are cut into two halves and all these half edges are reunited

randomly in order to preserve the degree of each vertex.
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previous models and as target of have a certain noise to overlap networks from
different models, we simulate15:

• 200 SMALL networks, with w uniformly generated in the interval [4, 9] and
rew in the interval [0.04, 0.08].

• 200 MEDIUM networks, with w uniformly generated in the interval [7, 12] and
rew in the interval [0.04, 0.08].

• 200 LARGE networks, with w uniformly generated in the interval [10, 15] and
rew in the interval [0.04, 0.08].

3.2.4 Stochastic block model networks

After having generated networks from a random process, a preferential attach-
ment mechanism and a Small-world model, we simulate networks from stochastic
blockmodel. Faust and Wasserman (1992) describe it as model that organizes
nodes in partitions, called positions, which are densely connected within them
and sparsely connected between them. Nodes are classified in partitions according
to an equivalence relation, namely based on their role in the network. Usually, we
have three definitions of equivalence: structural equivalence (Lorrain and White,
1971; Batagelj et al., 1992) is verified when two nodes share identical relational
edges to and from all other actors in a network; the regular equivalence (White
and Reitz, 1983; Batagelj et al., 1992) is when nodes have the same or similar
connections pattern to (possibly) different neighbors; the stochastic equivalence
(Faust and Wasserman, 1992) implies the assumption that data are generated
from a stochastic process, two nodes can be considered as stochastically equiva-
lent if the probability distribution from which the network is generated does not
change when we interchange their parameters.

The partitioning of the blockmodel networks, together with the desired inser-
tion of noise, induces a slightly more elaborate parameterization compared to the
previous three network models. Specifically, three objects need: the number of
nodes v; a vector of block sizes (the number of nodes for each block); the matrix
of probabilities of forming an edge within and between blocks. Finally, we simu-
late16 for each size (SMALL, MEDIUM and LARGE networks) networks with 3 and 4
blocks.

• 100 SMALL networks, with 3 blocks.
15 We make use of the sample smallworld function of the R package igraph.
16 We make use of the sbm.game function of the R package igraph.
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• 100 SMALL networks, with 4 blocks.

• 100 MEDIUM networks, with 3 blocks.

• 100 MEDIUM networks, with 4 blocks.

• 100 LARGE networks, with 3 blocks.

• 100 LARGE networks, with 4 blocks.

Given the number of nodes v, and v1, v2, v3, v4 respectively the number of nodes
for the first, second, third and fourth block, we have:

• For three blocks: v1 and v2 uniformly in the interval [v6 ,
v
52], and v3 = v−v1−v2

• For four blocks: v1, v2 and v3 uniformly in the interval [ v10 ,
v
103], and v4 =

v − v1 − v2 − v3

We consider a probability of forming a link between blocks prbet uniformly gener-
ated in the interval [0.01, 0.05], while for the probability of forming a link within
the blocks prwit, we vary uniformly in these intervals:

• SMALL 3 blocks: [0.3, 0.45], [0.1, 0.2], [0.2, 0.3]

• SMALL 4 blocks: [0.1, 0.2], [0.1, 0.2], [0.25, 0.4], [0.2, 0.3]

• MEDIUM 3 blocks: [0.15, 0.25], [0.25, 0.5], [0.1, 0.15]

• MEDIUM 4 blocks: [0.25, 0.4], [0.15, 0.2], [0.3, 0.35], [0.1, 0.15]

• LARGE 3 blocks: [0.1, 0.2], [0.1, 0.25], [0.25, 0.35]

• LARGE 4 blocks: [0.2, 0.3], [0.2, 0.3], [0.1, 0.2], [0.25, 0.35]

3.3 Network descriptors

The choice of descriptors is fundamental to grasp the main characteristics of
the generated networks. They need to allow us, on the one hand, to map non-
isomorphic networks in not overlapping points of the space, and on the other
hand, to distinguish the networks according to their generative process. In short,
descriptors must contain the information needed to faithfully transform (map)
the complexity of the networks structure in objects of simpler entity, therefore
analyzable via the usual statistical methods.
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As mentioned in the Introduction, the greatest effort in the use of network mea-
sures to map graphs, was made in the study of chemical and biological networks,
using mostly topological descriptors. A topological graph index - also called
molecular descriptor - is a mathematical formula that produce a number repre-
senting a chemical structure and can be applied to any graph which models some
molecular structure (Bonchev, 1995). In our framework they have some limita-
tions: as first, they are specific for the chemical field, in fact some of them lack of
meaning for the analysis of networks in other topics; as second, there are many
proposed measures in literature17, often redundant each other and sometimes or-
ganized in “SuperIndices” (Dehmer and Mowshowitz, 2013); as third, they are
often applied to assert graph isomorphism.

we aim to integrate these measures, with measures related to other network fea-
tures and used in other areas of application. In this regard we know from Dehmer
et al. (2012) that degree-based measures have a lower discrimination power than
distance-based measures. Furthermore, from Wang and Krim (2012) we know
that degree centrality and clustering coefficient play an important role in cluster-
ing networks. By accepting these results, but remaining in our general purpose,
in agreement with Onnela et al. (2012), we choose the descriptors respecting
the three levels of analysis of the networks. In decreasing resolution they are:
micro-level descriptors (node level), meso-level descriptors (modules/partitions
of nodes) and macro-level descriptors (the whole network).

Besides, descriptors are related to different areas of network analysis and to dif-
ferent network aspects. We include descriptors mainly used in the context of
social networks, for their meaningfulness in the description of different structural
characteristics of the networks, like centralities and partitions; in economic net-
works, for their capability to detect the efficiency and resilience of networks; in
chemical and biological networks, for their specific measurement of entropy, i.e.
information content and network complexity.

We list below the micro-level, meso-level and macro-level descriptors.
17 Todeschini and Consonni (2008) proposed a large review of the topological graph indices present in literature. They list 1600

molecular descriptors.
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3.3.1 Micro-level descriptors

For the choice of node-level descriptors we start from considerations made in
Wang and Krim (2012) stating the importance of Degree centrality and Local
clustering coefficient to group networks into consistent clusters. Then, we ex-
tend the coverage of the description of the micro-level analysis. We include the
main social network descriptors, like Betweenness centrality, Closeness centrality,
Eigenvector centrality, Pagerank centrality and Coreness (Wasserman and Faust,
1994); some topological and structural indices, like Balaban index (Balaban, 1983;
Balaban and Balaban, 1991), Eccentricity, Average Node Distance and Distance
Vertex Deviation (Skorobogatov and Dobrynin, 1988); and a measure of weak-
nesses, Loss in Connectivity (Lhomme, 2015).

For each network we extract the distribution of each descriptor along nodes and
we include in the analysis the first four moments.

Table 3.1: Micro-level descriptors

Normalized Degree centrality Normalized Betweenness centrality Normalized Closeness centrality

Eigenvector centrality Pagerank centrality Clustering coefficient

Coreness Loss in Connectivity Balaban index

Eccentricity Average Node Distance Distance Vertex Deviation

3.3.2 Meso-level descriptors

As many studies (Onnela et al., 2012; Rombach et al., 2014; Zhang et al., 2015;
Zhang and Thill, 2019) on real-world networks have showed, to capture the wide
range of complexity contained in networks, together with micro-level descriptors
and macro-level descriptors, we need to analyze the cluster composition of a net-
work. Usually, the meso-level structure of a network is detected in different ways:
community detection (Fortunato, 2010; Newman and Girvan, 2004; Porter et al.,
2009), blockmodeling (Doreian et al., 2020), core-periphery structure (Borgatti
and Everett, 2000; Holme, 2005; Rombach et al., 2014; Zhang et al., 2015), or
motif configurations (Faust, 2006, 2008; Choi and Wu, 2009; Alon, 2007; Milo
et al., 2002).

In order to observe as much complexity as possible, our main effort is to in-
clude all these aspects. We fully cover the motifs isomorphism classes, proposing

108



for each class a measure of comparison between the observed relative frequencies
of each motif configuration and the theoretical probabilities under the hypothesis
of a random graph. Motif class 2 and Motif class 3 describe configuration of tri-
ads respectively with two edges and three edges, while the remain classes describe
the motif configurations of four nodes18. For all the possible triads and motifs we
further propose two overall measures which are based on a χ2 distance between
the observed and theoretical as made for the individual configurations. For the
core-periphery structure we make use of the measure proposed by Della Rossa
et al. (2013) and the k-degeneracy of a graph (Alvarez-Hamelin et al., 2006), while
for the community structure we propose the Frobenius norm of the modularity
matrix defined by Newman and Girvan (Newman and Girvan, 2004). Finally, we
include some topological indices that rely on the use of the Shannon information:
Bonchev 2 and Bonchev 3 (Bonchev and Trinajstić, 1977), Topological informa-
tion content (Mowshowitz, 1968), Radial Centric Information index (Bonchev,
1983), Bertz Complexity index (Bertz, 1981) and Spanning Tree Sensitivity (Kim
and Wilhelm, 2008).

Table 3.2: Meso-level descriptors

Motif class 2 Motif class 3 Motif class 4 Motif class 6

Motif class 7 Motif class 8 Motif class 9 Motif class 10

Triadic Motifness Cp-centralization Modularity

Bonchev2 Bonchev3 Topological Information Content K-core number

Radial Centric Information index Bertz Complexity Index Spanning Tree Sensitivity

3.3.3 Macro-level descriptors

A wide collection of descriptors is proposed to study the overall network. Basi-
cally, these descriptors aim at synthesizing each network with one single value con-
sidering different characteristics ranging from degree-based features to distance-
based features. As for micro-level and meso-level, we select a large set of descrip-
tors (27) trying to cover all the aspects of a network. From the Social Network
Analysis, we take the concept of Centralization (Wasserman and Faust, 1994)
and Assortativity (Newman, 2002), while to analyze the structure we make use of
Smallworldness (Watts and Strogatz, 1998), Scalefreeness (Barabási and Albert,
1999) and Hierachy (Ravasz and Barabási, 2003). We consider descriptors mostly

18 We consider the isomorphism classes as the graph from isomorphism class function of the R package igraph. From it we consider
only the connected ones: Motif class 4, Motif class 6, Motif class 7, Motif class 8, Motif class 9, Motif class 10.
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used in economic networks, such as Gini index (Goswami et al., 2018) over the
degree distribution and Vulnerability (Piccardi and Tajoli, 2018). Finally, we in-
clude a substantial list of topological indices19, used at the level of chemical or
biological networks, which analyze mostly the entropy of the networks and their
distance-based features (see for examples, Balaban (1982); Nikolić et al. (2003);
Randic (1975)).

Table 3.3: Macro-level descriptors

Centralization Degree-based Centralization Betweenness-based Centralization Closeness-based

Assortativity Smallworldness Scalefreeness

Hierarchy Gini Index Vulnerability betweenness-based

Vulnerability degree-based Vulnerability cascading Vulnerability random

Diameter Balaban J index Compactness

Modified Zagreb Complexity Index B Normalized Edge Complexity

Graph vertex complexity index Medium Articulation Efficiency Complexity

Graph Index Complexity Randic connectivity index Graph energy

Group Cohesion Balaban like Information Index Graph distance complexity

3.4 Find the best subset of descriptors

After generating the 2400 networks and then calculating on them the selected de-
scriptors, the mapping process is virtually finished, and provided a matrix with
2400 rows (as many as there are networks, which in our vision become ”individ-
uals”) and 94 columns (as many as there are descriptors). By identifying each
descriptor as a dimension, mapping produce a very large space, likely allowing for
information redundancies from descriptor to descriptor. Therefore, we are inter-
ested in identifying a subset of descriptors to reduce this space. They have to be
sufficient to fulfil the two tasks that we had set at the beginning of this Chapter:
to discriminate networks according to the different generative models from which
they are simulated; to map non-isomorphic network at different points in space.

3.4.1 Subgroup Discovery

A method that can give us good performance when the dataset is quite large,
which can exploit the generative model as a natural class of object (in the way
of supervised classifications), and at the same time, implicitly consider all com-
binations of descriptors, is the Subgroup Discovery.

19 The R functions we use to calculate them are contained in the QuACN R package.
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In general, Subgroup discovery is “a versatile and effective method in descriptive
and exploratory data mining” (Atzmueller 2015, see it for an extensive review and
a deeply definition). It aims at identifying interesting patterns with respect to
a given target property (variable) of interest and according to a specific quality
measure (interestingness). The top patterns are then ranked according to the
selected quality measure.

Specifically, considering a Database D = (N,A), where N is the set of individuals
(in our case networks) and A is the set of attributes (in our case the descriptors),
for discretized attributes, a basic pattern (aj = ci) is a Boolean function that is
true if the value of the attribute aj ∈ A - with j = 1, ..., p (where p is the num-
ber of attributes) - is equal to ci for the respective individual, where ci denotes
the values (category) of each attribute20. The set of basic patterns is denoted by η.

Considering each basic pattern (aj = ci) as a selector sel, the conjunction, dis-
junction or both of two or more selectors creates a complex pattern P , which
is then given by a set of basic patterns. Generically, the complex pattern P =
{sel1, ..., selΨ}, selψ ∈ η, where ψ = 1, ...,Ψ and with length(P ) = Ψ, can be
read as a conjunction P (N) = sel1 ∧ ... ∧ selΨ. For example, in Table 3.8 at
the fourth row, a complex pattern is identified by the conjunction of two ba-
sic patterns : Motif class 4 = (63772.1403 − 95526.704877] ∧ Degree st m2 =
(497.840128 − 1958.237337]. This is interpretable as the body of a rule, that
depends on the property of interest (target variable, quality function or both).
Therefore, a subgroup is the set of all individuals (networks) that are covered by
the subgroup description, which formally is:

SP := ext(P ) := {n ∈ N |P (n) = true}

The set of all possible subgroup descriptions, and thus the possible search space,
is then given by 2η, that is, all combinations of the basic patterns contained in
η (as said a basic pattern is a Boolean function). A quality function is evaluated
on these descriptions, this could be simple, complex or related to the presence of
a target variable. In general it is formulated as:

q : 2η −→ R

which maps every complex pattern in the search space to a real number that re-
flects the interestingness of that pattern. As results, a subgroup discovery task

20 In case of numerical attributes, intervals of attributes aj ∈ A are considered, in some sense discretizing them.
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provides a set of k subgroups of individuals (networks in our case), each of these
characterized by specific values of one or more variables (network descriptors
in our case). Each subgroup has a certain degree of interestingness, results are
sorted by the highest interestingness according to the selected quality function.

To perform the Subgroup Discovery in our case, a discretization is required. We
make use of the Fayyad and Irani discretization (Fayyad and Irani, 1993) which
is based on the distinction between networks from different generative models,
like the task of our Subgroup Discovery. For this reason, it acts as a double-check
for the identification of subgroups. It suggest us to delete 6 descriptors for which
discretization returns the flattening of all values in a single category. These de-
scriptors are: Balaban (first moment), Balaban (second moment), Balaban (third
moment), Balaban (fourth moment), Pagerank (first moment), Graph distance
complexity.

Furthermore, Subgroup Discovery works with great performances when the target
variable is dichotomous. For each model we create a single matrix with the same
number of rows and columns (2400 and 89), where the last column corresponds
with a dichotomous variable describing whether a network is simulated from that
generative model or not. Consequently, we apply Subgroup Discovery for each
matrix and after we merge the results denoting which descriptors are able to dis-
criminate networks by model.

Between the different configurations of parameters we can use to set the Subgroup
Discovery task21, we decided for our elaboration a binomial quality function, a
top-k 22 equal to 200 and the Minimum Improvement (Global) postfiltering23.

For each network model, Subgroup Discovery returns a matrix, in which rows
defines the interesting found subgroups, whereas the five columns indicates: the
value of the binomial quality function; the value of the Chi-squared quality func-
tion24; the size of each subgroup; the probability that the networks belonging to
the target network model are included in the subgroup; the description of each
subgroup, namely the values of one or more descriptors (pattern) characterizing

21 For our elaboration we make use of the function DiscoverSubgroups inside the R package rsubgroup (see http://www.rsubgroup.

org/ for details).
22 Methods of pruning are applied to the first results from the Subgroup Discovery. The set of these patterns can be chosen

considering a minimal quality threshold or the top-k subgroups. Increasing the number of post-k subgroups can affect results from
the post-processing procedure applied over them.

23 It is the post-processing filter, that checks the patterns against all possible generalizations.
24 The two quality functions agree in the interestingness of each subgroup.
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that subgroup. An extract of the results is represented in Table 3.4, while the
overall results are reported in Tables 3.5, 3.6, 3.7 and 3.8 (see Annex 3).

Table 3.4: Subgroup Discovery: main results

Erdos-Renyi Scale-free Small-world Stochastic block model

Clustering coefficient m1
(-inf, 0.008] (0.32, inf)

pr=1, 600/600 pr=1, 600/600

Motif class 4
(-inf, 0.64] (0.64, 0.96]

pr=1, 600/600 pr=1, 568/600

Motif class 7
(0.2, 1.25] (-inf, 0.2]

pr=1, 599/600 pr=1, 600/600

Motif class 8
(-inf, 0.15] (1.3, inf)

pr=1, 600/600 pr=1, 540/600

Smallworldness
(0.24, 1.2] (-inf, 0.24] (1.3, 2.2]

pr=1, 597/600 pr=1, 600/600 pr=0.99, 515/600

Motif class 3
(0.21, 1.3] (-inf, 0.21]

pr=1, 600/600 pr=1, 600/600

Motif class 6
(0.98, inf]

pr=1, 602/600

Motif class 9
(0.21, 1.81]

pr=1, 599/600

Motif class 2
(-inf, 0.76]

pr=1, 600/600

Assortativity
(0.12, inf]

pr=1, 556/600

Motif class 4, Degree st. m2
(0.64, 0.96], (0.005, 0.02]

pr=1, 528/600

Motif class 4, Motif class 8
(0.64, 0.96], (1.3, inf)

pr=1, 522/600

Motif class 4, Triadic
(0.64, 0.96], (0.0003, 0.006]

pr=1, 519/600

Motif class 4, Hierarchy
(0.64, 0.96], (-1.8, -0.45]

pr=1, 518/600

Note: Only patterns with the highest interestingness are depicted. Intervals for each descriptor are produced by the Fayyad-Irani
discretization based on the target variable (generative model). They can not coincide with the real support of each network model on
each descriptor, but discretization favors the observation of the descriptors discrimination. The fraction under the interval for each
combination descriptor-model has at the numerator the size of the found subgroup and at denominator the generated networks for
each network model (it is always 600). we report also the probability pr that the networks belonging to the target network model are
included in the subgroup described by a simple or complex pattern. m1 stands for first moment, while m2 for second moment.

As you may see from Tables 3.5, 3.6, 3.7 and 3.8, each subgroup (row) is identi-
fied by a description, namely the basic or complex patterns that uniquely define
the networks of that subgroup. For each network generative model there were
found different subgroups that discriminate the networks generated from it ver-
sus the others, on the top of the Tables there are the subgroups with the high
interestingness. The objective of Table 3.4 is to show the overlapping of the com-
plex patterns characterizing each network model. In other words, it extracts the
descriptions of the interesting subgroups in the way the attributes (descriptors)
that define them can cover - without overlapping - as more generative models
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as possible. For example, the best situation happens when one basic pattern
(aj = ci) describes a subgroup with 600 networks and pr = 1 for each of the
network generative model, with c i different for each of them. In this context, we
verify that Smallworldness covers an important role in the model-based discrimi-
nation, which confirms the central role of the concept of Small-world in literature.
Amaral et al. (2000) shows as different networks models can be seen as classes
of Small-world networks, furthermore the very way the model is theorized places
it between two poles: regular lattice and random graph. As result, different in-
tervals of values of Smallworldness identify with a good precision different kind
of networks, except for Small-world networks which the randomness of the simu-
lation makes them varying along a good part of the support of Smallworldness,
in particular with values between 2 and 10, slightly overlapping with Stochastic
block model. Not surprisingly we notice the importance of Local Clustering Co-
efficient, already highlighted by Wang and Krim (2012). Furthermore, 4-nodes
configurations play an interesting part, specifically Motif class 4, Motif class 7
and Motif class 8. Motif class 4 describes a configuration in which one node is
connected to the other three (see Selected network descriptors in Annex 3), which
at the contrary are not connected among them. The intervals associated to Small-
world and Stochastic block model include low values, denoting the lower presence
of this configuration compared to a random graph. Values for Erdos-Renyi are
expected to be in the range near 1, in fact they stand between 0.93 and 1.06,
while for Scale-free they are between 1.05 and 4. The overlap for Erdos-Renyi
and Stochastic block model, and for Erdos-Renyi and Scale-free does not allow
the discretization25 and subsequently the Subgroup Discovery to emerge this pat-
terns, but they are a great evidence of how this configuration is verified in the
preferential attachment mechanism. At the contrary, Motif class 7 describes 3
nodes in a closed triad and one of these connected to the fourth node (see Se-
lected network descriptors in Annex 3 for its description). It is important for
Small-world (values in [1.6, 8.4]) and Stochastic block model (values in [1.3, 3.2])
networks compared to a random graph. Motif class 8 is defined as a cycle of 4
nodes and it is relevant for Stochastic block model networks, while is not observed
for Scale-free26 networks and ranging near to 1 for Erdos-Renyi and Small-world
networks. The other descriptors tend to discriminate each model versus the oth-
ers three, leaving the latter in an apparent non-discriminatory overlap according
to the precise search for subgroups.

25 It is good to remember that discretization is made considering all the four models, then intervals can not coincide with the full
observed support of a descriptor over one model.

26 The great discrimination of some descriptors for Scale-free networks is often due to the absence of one or more properties in that
kind of network. For example there are no closed triads and no configuration of Motif class 7 and 8.
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For the following elaborations we decide to use the first five descriptors listed
in Table 3.4, which, in our case, are the most interesting, in fact they discrimi-
nate more than one network. We considerably reduce the space, cover the three
level of analysis (micro, meso and macro) and at the same time we do not include
redundancies27.

3.4.2 PCA: mapping networks

Considering the large number of descriptors and the fact we want to observe the
improvements in using only few descriptors, the simplest way to visually map
networks in the space is via Principal Component Analysis (PCA). We apply it
for the full dataset and the reduced one according to the results from Subgroup
Discovery.

Figure 3.1: Mapping of simulated networks on the first two dimensions of the PCA using the overall set
of descriptors

Note: Dataset to which is applied the PCA is composed by 2400 networks and 88 descriptors (all those used in the Subgroup
Discovery). The third dimension explain 11.7% of the total variability, then it is as important as the second one. For simplicity of
representation we focus on the first two dimensions. Since the number of variables is pretty high, the Correlation circle is not reported.

Three main things are evident from Figure 3.1. The first is the great percentage
27 As mentioned in Annex 3, Motif class 3 contains an information already included in the Smallworldness, which could be linked

also with Local Clustering Coefficient if it was calculated only accounting for triads, but in our case we use the overall neighborhood
of a node.
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of variability explained by the Dimension 1 (50%), that suggests much informa-
tion on the characteristics of networks is shared by many descriptors. The second
is the clear division between Scale-free (SF) networks and the rest. While, the
third is the overlapping between Erdos-Renyi (ER), Stochastic block model (BM)
and Small-world (SW) networks, however the latter detaches from the other two
when considering also the third dimension (11.7%).

In total the first three dimensions explain almost 74% of the total variability con-
tained in the data matrix, which is a considerable amount. This is a good result,
because from one side marks the presence of latent dimensions aimed at reducing
a large space and, in parallel, suggests that these dimensions could summarize
the main characteristics to faithfully map and group networks. The contrast
between Scale-free and the other networks on the horizontal axis is mainly dic-
tated by descriptors of the network vulnerability and topology. The complexity
of networks at meso and macro-level delineates the differences between networks
along the vertical axis, while only for the third dimension we observe substantial
contribution from Smallworldness, Motifs and Clustering coefficient28.

Anyway, compacting the information of 88 descriptors does not guarantee an
acceptable yield in distinguishing networks based on their generative process:
Erdos-Renyi and Stochastic block model networks remain confused with each
other even when a three dimensional space is considered.

As suggested by the Subgroup Discovery and mentioned at the end of the previous
paragraph, we remake the PCA considering only a small subset of descriptors,
composed by: Local Clustering Coefficient (first moment), Motif class 4, Motif
class 7, Motif class 8, Smallworldness. The first two dimensions explain 91.5%
of the total variability, which the main part is due to Dimension 1 (72.2%). As
proof of this, 4 out of 5 variables lie on the horizontal axis, while only 1 (Motif
class 8 ) characterizes the vertical axis. Reading Figure 3.2 from left to right the
first dimension can be interpreted as preferential attachment (Motif class 4 ) ver-
sus small-world mechanism (Smallworldness, Local Clustering Coefficient (first
moment) and Motif class 7 ), namely network structure with open triads versus
closed triads and cohesive networks. Looking from the bottom up, the second
dimension characterizes networks organized in groups. The presence of 4-nodes
cycles (Motif class 8 ) is probably due to the connection between pairs of nodes

28 See Annex 3 for tables of descriptions contributions and squared cosines (Table 3.9).
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Figure 3.2: Correlation Circle of the first two dimensions of the PCA on simulated networks using the
selected subset of descriptors

Note: Dataset to which is applied the PCA is composed by 2400 networks and 5 descriptors: Local Clustering Coefficient (first
moment), Motif class 4, Motif class 7, Motif class 8, Smallworldness.

of different groups, without excluding the possibility that this configuration can
also be displayed within the groups.

The layout of the networks in the space identified by the first and second di-
mensions of the PCA, reflects the peculiarities of generative processes. The first
dimension contrasts from left to right Scale-free and Small-world networks passing
through Erdos-Renyi and Stochastic block model networks that occupy a more
central position. The second dimension, on the other hand, projects from the
bottom upwards the Stochastic block model networks and gradually the other
networks less characterized by the features described by the second principal
component. As a confirmation of their benchmark function and their degree of
generality, the Erdos-Renyi networks are located in the position closest to the
origin of the axes, forming a compact group. But the most important result
is the perfect discrimination between networks coming from different generative
models through only two dimensions obtained from five descriptors. Although
Erdos-Renyi and Stochastic block model networks are close in space, they are
perfectly distinct and allow for no overlap29.

By calculating the pairwise Euclidean distance between the points-networks in
29 We did some tests including Motif class 3, Assortativity, Degree centrality (first and second moment), Hierarchy, Bonchev 2 and

Modified Zagreb in the analysis (together and separately), but we did not get substantial improvements in mapping the networks in
the two dimensions. Indeed, the two dimensions have turned out less explanatory power than those we have represented in Figure 3.2.
Anyway, even these descriptors can be considered as good for mapping networks in further studies.
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Figure 3.3: Mapping of simulated networks on the first two dimensions of the PCA using the selected
subset of descriptors

Note: Dataset to which is applied the PCA is composed by 2400 networks and 5 descriptors: Local Clustering Coefficient (first
moment), Motif class 4, Motif class 7, Motif class 8, Smallworldness.

the spaces shown in Figure 3.1 and 3.3, we can imagine two different situations:
1) one or more different networks have a distance equal to zero, namely they lie
on the same point; 2) the distance is equal to zero only in the case of networks
with themselves. The first case may be dictated by two reasons: either the net-
works are isomorphic or the spatial reduction of the PCA erroneously projects
two different networks at the same spatial point. To understand if the networks
are non-isomorphic, we then calculate these hind distances over both spaces and
find that the distances are zero only between the networks and themselves. We
can therefore say that the networks we have generated are non-isomorphic and
that the subset of selected descriptors manages to map them in different points
of space, thus having a certain degree of uniqueness.

As final consideration, the objective of mapping non-isomorphic networks in not
overlapping points of the space, and of distinguishing the networks according to
their generative process, was reached.
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3.5 Case study: binary cultural networks

It is clear that the partial correlations networks and those of probabilities are very
informative of the national culture, but given the simulation study was made for
binary networks, as case study, we exploit binary cultural networks inferred30

in Chapter 1. Although the conclusions of Chapter 2 implicitly state that the
informative content of the IW dataset is parsimonious in identifying the cultural
network of a country, the lack of structure due to the size of the networks from
IW dataset, makes us incline to use those from Large dataset. Furthermore, the
five selected descriptors are tested for networks of different sizes, the constant
size of networks estimated in the Chapter 1 should not affect their performance
(indeed). Thus, we use hierarchical clustering on principal components (hcpc) in
order to map the binary cultural networks in a reduced space and divide countries
according to clusters of the structures of their networks.

Figure 3.4 shows how descriptors31 are related on the first two dimensions in
the context of the national cultural networks. The two dimensions explain in
total 73.8% of the total variability. Here, descriptors assume different relations
between them and towards the two main dimensions, in fact the set of considered
networks have their own intrinsic characteristics, which may not coincide to those
from the simulation study.

Motif class 7 and Smallworldness describe elements on the first axes. Cultural
networks with high level of reachability between nodes stand in the right part of
it. When we talk about reachability between cultural traits (nodes) usually we
refer to cultures in which there are not few central cultural values, but overall
many aspects could be involved directly or indirectly in the definition of their
cultural attitudes. In other words, these networks are not characterized by an
high value of density, neither a power law distribution of degree centrality for
their nodes, but it is very likely that the path that leads from one cultural value
to another is quite short.
From one side (the bottom part) the average value of the Local Clustering Co-

30 It is worth to remember that is a single optimal Graph obtained by setting as a default the cut-off 0.5 on the posterior edge
inclusion probabilities.

31 We accept that the five selected descriptors may not have an universal meaning. For this reason we make some further tests
adding other descriptors, resulted as lightly important from the Subgroup Discovery. Individually adding Motif class 3, Assortativity,
Normalized Degree centrality (second moment), Hierarchy, Modified Zagreb and Bonchev 2 to further PCAs, we compare the distances
between the national cultural networks mapped in the first two dimensions via Rv coefficients in the way of DISTATIS. We found
values greater than 0.9, that means similar results of the mapping of cultural networks in the different PCAs, namely not a great
contribution of the added descriptors. The same is verified adding simultaneously Assortativity, Normalized Degree centrality (second
moment) and Modified Zagreb.
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efficient and from the other side (the upper part) Motif class 4 and Motif class
8, contributes to define the second dimension. The former describes networks
characterized by clusterized nodes (connected neighborhood), while the latter,
inversely, networks with less clusterized nodes and obviously few closed triads.
Remaining in a general context, in terms of cultural networks, in the first case,
cultural values are locally clusterized: people of a country identify cultural traits
(directly or indirectly) together with small groups of other cultural traits. In the
second case, there are fundamental cultural traits to which other cultural traits
revolve, or there are consequentialities (cycles) between cultural traits.

Figure 3.4: Correlation Circle of the first two dimensions of the PCA on binary cultural networks using
the selected subset of descriptors

Note: Dataset to which is applied the PCA is composed by 76 national cultural networks and the five selected descriptors: Local
Clustering Coefficient (first moment), Motif class 4, Motif class 7, Motif class 8, Smallworldness.

The almost orthogonality between Smallworldness and Local Clustering Coeffi-
cient gives an extreme importance to the Average Path Length32 and the triads
in defining the characteristics of the networks on the first axis. As partially men-
tioned above, in brief, the Average Path Length of the networks at the right of
the first dimension needs to be quite low, but at the same time not due to triads
and highly variable, in the way the relation between Smallworldness and Local
Clustering Coefficient can result as confused. This means that cultural traits
clusterize in higher order groups than triads in bottom part of the second dimen-
sion.

The “cultural map” depicted in Figure 3.5 is obviously completely different from
32 Involved at the denominator in the calculation of the Smallworldness, see Annex 3.
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the one proposed by Inglehart-Welzel, in fact the Rv coefficient between the dis-
tance matrices over their first two dimensions is close to 0. On the one hand,
we do not take into account the purely distributional part, on the other, there
is a substantial loss of information in using the binary cultural networks. In-
deed, taking the network structures, its descriptive potential of national culture
is lacking, i.e. the specific dyadic characteristics (like the sign and intensity of the
relationship) remain completely hidden. In this sense it is not easy to reach inter-
pretable conclusions or explain similarities between culture of countries, anyway
as a result from the hcpc, four main clusters of the structure of national cultural
networks were found.

Figure 3.5: Mapping of binary cultural networks on the first two dimensions of the PCA using the
selected subset of descriptors

Note: Colors of polygons that identify groups are not related to those of Figure 3.1 and 3.3.

Even though some countries of the European area are concentrated in the yellow
cluster, others scatter into the gray and blue groups. From the main important,
Great Britain, France, Spain and Greece are located far away from the yellow
group. In general only few geographical patterns are verified. Like in the case
of the blue group, where some countries of the East Europe are located within
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it as well as countries from the South-East Asia, while there is no trace of a
recognizable group of Latin American countries. We can consider countries close
to the origin of the axes (mainly grouped in the gray cluster) having a structure
closer to the random one. Finally, countries in the red cluster have no apparent
qualitative cultural relations, anyway the overall shape of their binary cultural
networks seems to be similar.

There are some national cultural networks that exacerbate some characteristics
identified by the Correlation circle in Figure 3.4 to the limit. Indonesia has the
strongest smallworld-like structure, while for Iran this structure is contaminated
by the simultaneous presence of motifs configurations that do not include closed
triads. At the contrary Chile and Turkey have cultural structures far away from
the small-world mechanism. Other particular cases are represented by Italy, Croa-
tia, Great Britain and Belarus. The first two are strongly described by Motif class
4 and Motif class 8, while the seconds have diametrically opposite structures in
respect to the firsts.

Figure 3.6: Non centered PCA of the cosine matrix of the network distances

Note: First two dimensions of the non centered PCA over the cosine matrix, which is generated from the DISTATIS applied over the
network distances listed below.

As a validation empirical result, we decide to compare via the between-distances
analysis of DISTATIS33, various distance measures calculated over the cultural
binary networks. The purpose is to investigate the relationship of similarity be-
tween the distance among networks due to the characteristics detected by the

33 See the Chapter 1 for an overall description of the method.
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subset of descriptors provided by the simulation study, and other popular net-
work distances34. Specifically, we consider the following network distances:

• descriptors : The Euclidean distance between networks based on the best
subset of descriptors.

• csd : Distance of Continuous Spectral Densities (Ipsen, 2004).

• edd : Edge Difference Distance35 (Hammond et al., 2013).

• hamming : Hamming distance (Hamming, 1950)

• him: Hamming-Ipsen-Mikhailov distance36 (Jurman et al., 2015)

The disposition of the distance network measures in Figure 3.6 clearly shows
the distinction between edd, hamming and him versus descriptors and csd. The
action of DISTATIS tends to reward the distances that are most similar to each
other, in order to find a reliable compromise, that is why the first three distances
have a greater importance on the first dimension (which explains the 66% of the
variability), compared to the other two, which seem to have a considerably effect
on the second one (which explains the 22% of the variability) and to measure
different aspects of the distances among networks. In general, it is clear how
descriptors and csd - although interrelated with Rv coefficient not particularly
high (0.53) - have a certain level of similarity. Ipsen (2004) formulates the csd
and shows its effectiveness regarding the discrimination between networks with
different sizes and coming from different generative models, in a similar way
proposed in this Chapter but without simulating networks. In such a way, the
parallelism with that work can serve as a validation of the goodness of the selected
descriptors. The edd, hamming and him are very similar to each other: him is
calculated as a combination of hamming and csd, then it is located a bit halfway
between the two, tending more towards hamming with which it has an Rv equal
to 0.91 (for csd is equal to 0.52); while edd seems to resemble hamming for binary
networks (Rv = 0.99).

3.6 Conclusions

The focus of this Chapter differs from that of the previous two, but it maintains
the thread of the study of distances and uses as a case study the binary networks

34 All the considered distances are calculated using functions contained in the R package NetworkDistance.
35 Used also for the elaborations of Chapter 1.
36 It combines the csd and hamming.
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of 60 cultural traits estimated in Chapter 1. The main objective of this Chapter
is to give an empirical answer as to which subset of descriptors should be used
to map in space a set of networks referring to the same field of application. The
descriptors must be able to project the networks with the least loss of informa-
tion on their structural content, maintaining their properties as much as possible,
thus respecting their distances. In other words, they must have a good degree of
discrimination and succeed in grouping together in different clusters the networks
generated by different processes.

For this purpose, the Chapter generates binary networks from four models (Ran-
dom, Scale-free, Small-world, Stochastic block model) and selects a wide set of
descriptors that are able to summarize different aspects of micro, meso and macro
analysis of networks. A subset of network descriptors is selected via Subgroup
Discovery and tested via PCA against the total set initially considered. The
results provide a subset of descriptors, which among those considered, respond
more closely to the research question. It is composed by the first moment of
the distribution of the Local Clustering Coefficient, from three configurations of
Motifs and from the Smallworldness. The goodness of this subset is verified both
within the mapping procedure through network simulation, and by the case study
of mapping of binary cultural networks, although, in this last case, descriptors
seem to measure different aspects of the distance between networks compared to
popular network distance measures.
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Annex 3

Subgroup Discovery: complete results

Table 3.5: Subgroup Discovery for Random networks (ER)

quality pr size chi2 description

18.37 1 600 2400 Motif class 3=(21421.452429-130070.355374]
18.36 1 599 2394.67 Motif class 9=(20571.392596-180656.357546]
18.36 1 599 2394.67 Motif class 7=(20267.36282-124892.64341]
18.33 1 597 2384.03 Smallworldness=(23831.134413-123377.334918]
18.28 1 602 2378.75 Motif class 6=(97547.052794-inf)
18.07 1 586 2304.79 Motif class 6=(97547.052794-inf), Loss conn m1=(-inf-91764.705882]

Table 3.6: Subgroup Discovery for Scale-free networks (SF)

quality pr size chi2 description

18.37 1 600 2400 Vulnerability casbet=(73339.510957-inf)
18.37 1 600 2400 Cluster m4=(-inf-0.434214]
18.37 1 600 2400 Norm edge compl=(-inf-1657.777778]
18.37 1 600 2400 Vulnerability deg=(90011.343369-inf)
18.37 1 600 2400 Degree st m1=(-inf-3339.063992]
18.37 1 600 2400 Vulnerability ran=(93538.14805-inf)
18.37 1 600 2400 Motif class 3=(-inf-21421.452429]
18.37 1 600 2400 K-core number=(-inf-200000]
18.37 1 600 2400 Vulnerability bet=(90574.950676-inf)
18.37 1 600 2400 Complexity B=(10474.510605-136556.391951]
18.37 1 600 2400 Eigenvector m1=(-inf-20402.67943]
18.37 1 600 2400 Eigenvector m2=(-inf-9132.412418]
18.37 1 600 2400 Eigenvector m3=(-inf-5140.46247]
18.37 1 600 2400 Coreness m3=(-inf-1023456.790123]
18.37 1 600 2400 Centr Bet-based=(33014.082402-inf)
18.37 1 600 2400 Coreness m2=(-inf-392592.592593]
18.37 1 600 2400 Motif class 8=(-inf-14770.494872]
18.37 1 600 2400 Motif class 7=(-inf-20267.36282]
18.37 1 600 2400 Coreness m4=(-inf-2874074.074074]
18.37 1 600 2400 Loss conn m3=(81782140797037.2-inf)
18.37 1 600 2400 Loss conn m4=(270026961973733536-inf)
18.37 1 600 2400 Coreness m1=(-inf-175308.641975]
18.37 1 600 2400 Cp=(54567.38256-inf)
18.37 1 600 2400 Loss conn m1=(9713119.14324-inf)
18.37 1 600 2400 Betweenness st m4=(47.484422-inf)
18.37 1 600 2400 Loss conn m2=(26442526088.369072-inf)
18.37 1 600 2400 Cluster m2=(-inf-128.564817]
18.37 1 600 2400 Betweenness st m2=(193.672568-inf)
18.37 1 600 2400 Cluster m1=(-inf-843.621399]
18.37 1 600 2400 Betweenness st m3=(86.680317-inf)
18.37 1 600 2400 Cluster m3=(-inf-7.263733]
18.37 1 600 2400 Smallworldness=(-inf-23831.134413]

Where, values of the intervals from the discretizion of network descriptors are
intended to be multiplied by 100000, and:

• quality : is the value of the binary quality function.

• pr : is the probability that the networks belonging to the target network
model are included in the subgroup described by a simple or complex pattern.
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• size: is the size of each subgroup

• chi2 : is a further quality function

• description: is the subgroup description SP .

Table 3.7: Subgroup Discovery for Small-world networks (SW)

quality pr size chi2 description

18.37 1 600 2400 Cluster m4=(3452.206547-inf)
18.37 1 600 2400 Motif class 4=(-inf-63772.1403]
18.37 1 600 2400 Motif class 2=(-inf-76497.016963]
18.37 1 600 2400 Cluster m3=(5865.589042-inf)
18.37 1 600 2400 Cluster m1=(32489.653057-inf)
18.37 1 600 2400 Cluster m2=(12796.608561-inf)

Table 3.8: Subgroup Discovery for Stochastic block model networks (BM)

quality pr size chi2 description

17.83 1 568 2221.85 Motif class 4=(63772.1403-95526.704877]
17.68 1 556 2170.93 Assortativity=(11636.693872-inf)
17.39 1 540 2080.01 Motif class 8=(126830.440771-inf)
17.23 1 528 2030.77 Motif class 4=(63772.1403-95526.704877], Degree st m2=(497.840128-1958.237337]
17.14 1 522 2001.28 Motif class 8=(126830.440771-inf), Motif class 4=(63772.1403-95526.704877]
17.09 1 519 1986.6 Motif class 4=(63772.1403-95526.704877], Triadic=(27.247355-641.896573]
17.07 1 518 1981.72 Motif class 4=(63772.1403-95526.704877], Hierarchy=(-178561.686463–44584.148882]
16.89 0.99 515 1936.67 Smallworldness=(133427.040746-221234.900902]
16.79 1 501 1899.53 Triadic=(27.247355-641.896573], Degree st m2=(497.840128-1958.237337]
16.75 1 499 1889.95 Motif class 4=(63772.1403-95526.704877], Zagreb M=(469991.013257-733119.306791]
16.75 1 499 1889.95 Motif class 8=(126830.440771-inf), Degree st m2=(497.840128-1958.237337]
16.69 1 495 1870.87 Motif class 8=(126830.440771-inf), Triadic=(27.247355-641.896573]
16.67 1 494 1866.11 Motif class 4=(63772.1403-95526.704877], Loss conn m1=(-inf-91764.705882]
16.64 1 492 1856.6 Motif class 4=(63772.1403-95526.704877], Loss conn m3=(-inf-2191558441.5]
16.6 1 490 1847.12 Motif class 8=(126830.440771-inf), Hierarchy=(-178561.686463–44584.148882]
16.6 1 490 1847.12 Triadic=(27.247355-641.896573], Hierarchy=(-178561.686463–44584.148882]
16.53 1 486 1828.21 Motif class 4=(63772.1403-95526.704877], Cluster m1=(12085.802877-20607.100011]
16.47 1 482 1809.38 Motif class 4=(63772.1403-95526.704877], Degree st m3=(50.353382-284.517633]
16.47 1 482 1809.38 Motif class 4=(63772.1403-95526.704877], Loss conn m4=(-inf-328733766250]
16.47 1 482 1809.38 Motif class 4=(63772.1403-95526.704877], Loss conn m2=(-inf-14610389.61]
16.47 1 482 1809.38 Smallworldness=(133427.040746-221234.900902], Motif class 4=(63772.1403-95526.704877]
16.45 1 481 1804.69 Smallworldness=(133427.040746-221234.900902], Bonchev2=(10340960504.7-403723694723.5]
16.41 1 479 1795.31 Motif class 4=(63772.1403-95526.704877], Degree st m1=(7146.531552-11942.310936]
16.38 1 477 1785.96 Triadic=(27.247355-641.896573], Cluster m1=(12085.802877-20607.100011]
16.35 1 475 1776.62 Motif class 8=(126830.440771-inf), Zagreb M=(469991.013257-733119.306791]
16.29 1 472 1762.66 Motif class 4=(63772.1403-95526.704877], Norm edge compl=(3617.770441-5938.66744]
16.29 1 472 1762.66 Smallworldness=(133427.040746-221234.900902], Degree st m2=(497.840128-1958.237337]
16.26 1 470 1753.37 Motif class 4=(63772.1403-95526.704877], Degree st m4=(5.300544-52.970125]
16.26 1 470 1753.37 Smallworldness=(133427.040746-221234.900902], Hierarchy=(-178561.686463–44584.148882]
16.24 1 469 1748.73 Motif class 4=(63772.1403-95526.704877], Motifness=(5983227.990388-23373670.803143]
16.19 1 466 1734.85 Triadic=(27.247355-641.896573], Zagreb M=(469991.013257-733119.306791]
16.19 1 466 1734.85 Triadic=(27.247355-641.896573], Degree st m3=(50.353382-284.517633]
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Selected network descriptors

Follow a description of the five selected descriptors.

• Local Clustering Coefficient (first moment): It defines the way in which
each node is clusterized inside the network via the level of connectedness of
its neighborhood. For binary undirected graphs:

lc(i) =
we
i

wi(wi − 1)/2

where, i is a generic node (vertex), wi is the neighborhood of node i (it
coincides with its Degree), we

i is the number of links between the wi neighbors
of vi.

m1(lc) =

∑v
i=1 lc(i)

v

where, m1 denotes the first moment of the Local Clustering Coefficient dis-
tribution (lc) and v is total number of nodes.

• Motif class 4: it is described by all 4-nodes configurations isomorphic to
the follow:

• Motif class 7: it is described by all 4-nodes configurations isomorphic to
the follow:

• Motif class 8: it is described by all 4-nodes configurations isomorphic to
the follow:
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• Smallworldness: it is calculated as the ratio between the Global Clustering
Coefficient and the Average Path Length. The Global Clustering Coefficient
may be obtained from the first moment of the Local Clustering Coefficient
when the latter is calculated considering only the triads of neighbors (it is
not our case).

SW (G) =
Cg/Cg

R

AvP/AvPR

where, Cg is the Global Clustering Coefficient of network denoted by graph
G, Cg

R is Global Clustering Coefficient for a Random graph with same size (v)
and Degree distribution; AvP is the Average Path Length of network denoted
by graph G, AvPR is Average Path Length for a Random graph with same
size (v) and Degree distribution.

Cg(G) =
number of closed triads

number of total triads

where, the number of closed triads is described also by Motif class 3.

AvP (G) =
1

v(v − 1)/2

∑
i6=j

geod(i, j)

where, i and j are two generic nodes and geod(i, j) is the geodesic distance
between them.

Overall set of descriptors: PCA results

Table 3.9: Contributes and squared cosine of the PCA on the overall set of descriptors

Contribution Squared cosine

Dim 1 Dim 2 Dim 3 Dim 1 Dim 2 Dim 3

Degree st m1 1,529282 0,370941 0,809146 0,672287 0,039451 0,08344
Degree st m2 0,911449 0,89348 1,366947 0,400682 0,095026 0,140962
Degree st m3 0,587722 1,04732 1,599937 0,258368 0,111387 0,164988
Degree st m4 0,370361 0,906372 1,932129 0,162814 0,096397 0,199244
Betweenness st m1 1,078588 1,190769 0,40048 0,474158 0,126644 0,041298
Betweenness st m2 1,181109 0,383205 0,473167 0,519227 0,040756 0,048794
Betweenness st m3 1,170448 0,433665 0,705902 0,51454 0,046122 0,072794
Betweenness st m4 1,119381 0,510153 0,979275 0,49209 0,054257 0,100984
Closeness st m1 1,978098 0,224935 0,637665 0,869591 0,023923 0,065757
Closeness st m2 1,791473 0,741927 0,857345 0,787549 0,078907 0,088411
Closeness st m3 1,562933 1,357756 1,091058 0,68708 0,144403 0,112512
Closeness st m4 1,347712 1,91575 1,285377 0,592467 0,203749 0,13255
Eigenvector m1 1,783705 0,053678 0,676076 0,784134 0,005709 0,069718
Eigenvector m2 1,5839 0,027511 1,051851 0,696297 0,002926 0,108469
Eigenvector m3 1,451016 0,021853 1,251402 0,63788 0,002324 0,129047
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Table 3.9: Contributes and squared cosine of the PCA on the overall set of descriptors

Contribution Squared cosine

Dim 1 Dim 2 Dim 3 Dim 1 Dim 2 Dim 3

Eigenvector m4 1,346087 0,022738 1,356943 0,591753 0,002418 0,13993
Pagerank m2 0,170295 2,327655 3,170039 0,074863 0,247557 0,326899
Pagerank m3 0,114677 0,345148 1,736763 0,050413 0,036708 0,179098
Pagerank m4 0,066884 0,153128 1,285214 0,029403 0,016286 0,132533
Cluster m1 0,836965 1,322332 3,069872 0,367938 0,140636 0,31657
Cluster m2 0,402255 1,897516 3,910493 0,176835 0,201809 0,403256
Cluster m3 0,294979 2,039881 4,062198 0,129675 0,216951 0,4189
Cluster m4 0,255948 2,064748 4,022957 0,112517 0,219595 0,414854
Eccentricity m1 2,094726 0,090813 0,268062 0,920861 0,009658 0,027643
Eccentricity m2 1,90271 0,442837 0,414213 0,83645 0,047098 0,042714
Eccentricity m3 1,656468 0,788456 0,611956 0,728199 0,083856 0,063106
Eccentricity m4 1,409422 1,024419 0,78842 0,619595 0,108952 0,081303
And m1 2,000439 0,124296 0,474585 0,879412 0,013219 0,04894
And m2 1,843377 0,442455 0,554992 0,810366 0,047057 0,057232
And m3 1,637053 0,772229 0,696787 0,719664 0,08213 0,071854
And m4 1,424246 1,020962 0,84372 0,626112 0,108584 0,087006
Dvd m1 1,681693 1,237 0,628161 0,739288 0,13156 0,064777
Dvd m2 1,24285 1,833702 1,040473 0,546368 0,195023 0,107295
Dvd m3 0,966457 1,948682 1,183067 0,424864 0,207251 0,122
Dvd m4 0,76793 1,843555 1,141726 0,337589 0,19607 0,117737
Coreness m1 1,154855 3,314172 0,0012 0,507685 0,352477 0,000124
Coreness m2 0,509731 4,373928 0,129881 0,224083 0,465187 0,013394
Coreness m3 0,295431 4,025198 0,214992 0,129874 0,428098 0,02217
Coreness m4 0,208555 3,491306 0,22053 0,091683 0,371316 0,022741
Loss conn m1 1,652353 1,302094 0,684622 0,72639 0,138484 0,070599
Loss conn m2 1,144636 1,819053 0,837107 0,503193 0,193464 0,086324
Loss conn m3 0,881251 1,630688 0,556882 0,387406 0,173431 0,057427
Loss conn m4 0,660669 1,244406 0,272083 0,290436 0,132348 0,028058
Modularity 0,955124 3,093347 0,12469 0,419882 0,328991 0,012858
Cp 2,026057 0,034334 0,64896 0,890674 0,003652 0,066922
Bonchev2 0,538105 3,478108 2,633052 0,236556 0,369912 0,271524
Bonchev3 2,089488 0,108235 0,124335 0,918559 0,011511 0,012822
Topological 0,498316 2,765703 3,293597 0,219065 0,294145 0,339641
Radial 1,93658 0,001733 0,044477 0,851339 0,000184 0,004587
Bertz 0,026592 4,432542 2,359456 0,01169 0,471421 0,243311
K-core number 1,098234 3,369793 0,01701 0,482794 0,358393 0,001754
STSD 0,061486 1,831795 0,316621 0,02703 0,19482 0,03265
Triadic 0,000673 0,530732 0,148656 0,000296 0,056446 0,01533
Motifness 0,751492 0,628672 0,03992 0,330363 0,066862 0,004117
Motif class 2 0,154362 0,004194 1,118432 0,067859 0,000446 0,115334
Motif class 3 0,558096 1,342997 4,713917 0,245344 0,142834 0,486106
Motif class 4 1,250009 0,109872 1,80523 0,549516 0,011685 0,186158
Motif class 6 0,699514 0,466322 0,000367 0,307513 0,049595 3,79E-05
Motif class 7 0,706108 1,225556 4,281786 0,310412 0,130343 0,441544
Motif class 8 1,284552 0,112657 0,092638 0,564701 0,011982 0,009553
Motif class 9 0,22613 1,168439 5,184881 0,099409 0,124269 0,534673
Motif class 10 0,122529 0,818747 4,655377 0,053865 0,087077 0,48007
Assortativity 0,515652 0,366106 2,38E-05 0,226686 0,038937 2,46E-06
Smallworldness 0,584292 1,365581 4,680376 0,25686 0,145236 0,482648
Scalefreeness 0,55634 0,075799 0,01168 0,244572 0,008062 0,001204
Hierarchy 2,13277 0,026069 0,083763 0,937586 0,002773 0,008638
Randic 0,123191 4,076322 2,584449 0,054156 0,433535 0,266512
Balaban J 1,095812 0,789957 0,174343 0,481729 0,084016 0,017979
Compactness 2,000439 0,124296 0,474585 0,879412 0,013219 0,04894
Zagreb M 1,750359 0,96045 0,703856 0,769474 0,102148 0,072583
Complexity B 1,03361 3,972196 0,176087 0,454385 0,422461 0,018158
Norm edge compl 1,534751 0,384498 0,802672 0,674691 0,040893 0,082773
Graph vertex compl 2,004728 0,154955 0,218985 0,881297 0,01648 0,022582
Medium Articulation 1,891424 0,29124 0,002902 0,831488 0,030975 0,000299
Eff compl 1,993302 0,068934 0,104992 0,876274 0,007331 0,010827
Graph index compl 1,536293 0,504169 1,238556 0,675369 0,053621 0,127722
Diameter 2,1135 0,102422 0,187547 0,929115 0,010893 0,01934
Graph energy 0,732475 4,215686 0,09929 0,322003 0,448357 0,010239
Centr Degree-based 0,175163 0,082013 4,055977 0,077003 0,008722 0,418259
Centr Bet-based 2,036427 0,001032 0,155333 0,895233 0,00011 0,016018
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Table 3.9: Contributes and squared cosine of the PCA on the overall set of descriptors

Contribution Squared cosine

Dim 1 Dim 2 Dim 3 Dim 1 Dim 2 Dim 3

Centr Clos-based 1,210933 0,740606 1,332853 0,532338 0,078767 0,137446
Group Cohesion 0,930399 2,282346 0,103759 0,409012 0,242738 0,0107
Gini index 1,667828 0,050072 1,210676 0,733193 0,005325 0,124847
Vulnerability bet 2,141183 0,000221 0,10222 0,941284 2,35E-05 0,010541
Vulnerability deg 2,129464 0,002163 0,086727 0,936132 0,00023 0,008943
Vulnerability ran 2,091579 0,184768 0,001276 0,919478 0,019651 0,000132
Vulnerability casbet 2,126419 0,048756 0,001045 0,934794 0,005185 0,000108
Balaban-like 0,838102 0,582856 0,50693 0,368438 0,061989 0,052275

Simulation mapping timing

The processing time for a machine that has a Xeon E5-1650v2 processor and 16
gigabytes of RAM was:

Table 3.10: Simulation mapping timing

Model Parameters timing (hours)

ER

n=200, v=[75-150] 1.75
n=200, v=[175-350] 18.5
n=200, v=[375-500] 94.5

SF

n=200, v=[75-150] 0.4
n=200, v=[175-350] 2
n=200, v=[375-500] 8.5

SW

n=200, v=[75-150] 0.5
n=200, v=[175-350] 6
n=200, v=[375-500] 55

BM

n=100, groups=3, v=[75,150] 0.6
n=100, groups=4, v=[75,150] 0.8
n=100, groups=3, v=[175,350] 21.3
n=100, groups=4, v=[175,350] 15.3
n=100, groups=3, v=[375,500] 81.5
n=100, groups=4, v=[375,500] 39.3
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Conclusions

In addition to the practical conclusions set out in Sections 1.7, 2.5 and 3.6, here
we summarise the main innovations contained in the three Chapters. This thesis
does not reach mathematical/demonstrative conclusions, but in the full field of
application of the PhD in Quantitative Methods for Economic Policy, it makes
use of empirical approach to reach conclusions applicable to real problems. More-
over, in the context of the curricula of Network Analysis and Online Data Mining
Methods for Economic Policy, it intends to open a window in the study of some
relevant issues of network analysis for real economic problems and it is therefore
open to theoretical formalizations or applicative extensions of the works contained
in it.

The main innovations of this thesis are listed below:

• The reticular structure of the interdependencies between cultural traits is
a new and fundamental component in the quantitative measurement of the
national culture and therefore of the cultural distances between countries.
Taking all together, the 10 cultural traits proposed by Inglehart-Welzel in
their Cultural Map, can be considered a parsimonious solution, because they
are suited to capture information about the culture of a country. However,
it is undeniable that the information added considering 60 cultural traits is
used in the right direction, providing even more evident results. Indeed, con-
sidering 60 variables adds interesting information in the relationship between
cultural distance and other distances from literature, and much more to the
impact on distance between countries in GDP per capita.

• Although cultural distances are not very correlated with distances from lit-
erature (connectedness, ethnic/linguistic, genetic and climatic), the found
cultural distances are good regressors of the economic distance between coun-
tries in GDP per capita. Culture is an important determinant of economic
mechanisms, especially when in its measurement is considered the network
structure of interdependencies between cultural traits.

• In addition, we propose a subset of network descriptors, which is suitable
of well discriminating networks according to their structure in the process
of mapping them in a space. It can be useful when one studies a set of
networks - even of different sizes - referring to the same field and one wants
to use classical methods for objects less complex than graphs, such as vectors
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of values.

The future extensions of these results are countless. Below is a list of them.

• The approach used in Chapter 1 can be easily applied to other WVS Waves,
to other surveys and to the temporal evolution of culture. It can also be
extended in all those situations where higher level objects that have an in-
dividual specification can be identified. From this point of view, the use in
this thesis of graphical modelling is innovative.

• Measures to compare the new cultural distance index (Chapter 2) can be
extended to other distance measures used in literature, such as HMISea or
other genetic, climatic, religious, etc., or to new distances, like food tradition,
music culture, cinema production, and so on. In the same way, the cultural
distance can be included in other econometric models that vary for the in-
vestigated outputs or for the very nature of the model. For example, nodal
(countries) attributes may be included, or other economic outputs may be
considered.

• Finally, the work of the Chapter 3 lends itself to various extensions and
specifications. As a first step, further simulations of various complexities
could be implemented. Second, even more network descriptors could be
included. Third, the Subgroup Discovery method can also be used with other
specifications or replaced by other classification algorithms. Fourth, the work
could be completed by mathematical formalizations of the properties of the
found subset of descriptors. Finally, the possible case studies could be the
most varied, both in the economic and other fields.
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