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Abstract

This paper proposes two Closed-loop Supply Chain (CLSC) games in which a manufacturer sets 

some green activity programs e¤orts and a retailer sets the selling price. Both strategies in�uence the 

return rate, which is a state variable. The pricing strategy plays a key role in the identi�cation of 

the best contract to achieve coordination as well as in achieving environmental objectives. The pricing 

strategy in�uences the return rate negatively, as consumers delay the return of their goods when the 

purchasing (and repurchasing) price is high. We then compare a wholesale price contract (WPC) and 

a revenue sharing contract (RSC) mechanism as both have interesting pricing policy implications. Our 

result shows that �rms coordinate the CLSC through a (WPC) when the sharing parameter is too low 

while the negative e¤ect of pricing on returns is too severe. In that case, the low sharing parameter 

deters the manufacturer to accept any sharing agreements. Further, �rms coordinate the CLSC when 

the sharing parameter is medium independent of the negative impact of pricing on returns. When the 

sharing parameter is too high the retailer never opts for an RSC. We �nd that the magnitude of pricing 

e¤ect on returns determines the contract to be adopted: For certain sharing parameter, �rms prefer an 

RSC when the price e¤ect on return is low and a WPC when this e¤ect is high. In all other cases, 

rms do not have a consensus on the contract to be adopted and coordination is then not achieved.

Journal of Economic Literature Classification: L1, M11, D24.

Keywords: Closed-Loop Supply Chain, Dynamic return rate, Coordination, Wholesale price contract, 

Revenue sharing contract.
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1 Introduction

A closed loop supply chain (CLSC) integrates forward and backward �ows into a unique system, including

product acquisition, reverse logistics, points of use and disposal, testing, sorting, refurbishing, recovery,

recycling, re-marketing, and re-selling. These activities have to be integrated in the a classical forward system

(Guide and Van Wassenhove (2009), Fleischmann et al. (2001)). The recent trend of closed-loop supply chain

(CLSC) has highlighted three main aspects that have the merit to be investigated in such a framework: 1:

the return rate is a dynamic phenomenon and should be evaluated accordingly (De Giovanni and Zaccour,

2014) 2: consumers return end-of-life/end-of-use products according to the purchasing price (Genc and De

Giovanni, 2017); 3: �rms partnering in a CLSC always look to the best contracts to be implemented so as to

achieve higher economic and environmental performance.

Firms look for the implementation of a CLSC since the returns have some residual value that contributes

to the margins. For instance, producing by means of virgin material is always more expensive than produ-

cing by means of returned products. Savings vary according to the industry. In the car engines industry,

Volkswagen can save up to 70% of costs (Volkswagen, 2011). Kodak saves 40-60% of production costs be-

cause it manufacturers by means of returned cameras rather than using raw material (Savaskan et al., 2004).

Fleischmann et al. (2002) reported that remanufacturing costs at IBM are much lower than those associated

with buying new parts, sometimes as much as 80% lower. Duracell saves 40% of the production costs when

producing by means of returned batteries (De Giovanni, 2017). Xerox saves 40-65% of its manufacturing costs

by reusing parts, components and materials from returned products (Savaskan et al., 2004). Remanufactured

cartridges cost 30% to 60% less on a per- copy basis than non-remanufactured cartridges. TriNet has been

purchasing remanufactured toner cartridges, saving 25% to 60% in costs over the price of new cartridges

within �ve years (www.stopwaste.com). Interface, Inc., is the world�s largest provider of commercial carpet

tile. To create e¢ ciency in the CLSC, the company has decided to lease carpets instead of selling them;

the ownership of o¤-lease products provides Interface motivations to close the loop and recover the residual

value of these products (Agrawal and Tokay 2010). Dell saves 30% of the production cost when recycling

their returns (De Giovanni and Ramani, 2018). Manufacturers have high economic interests for performing

the backward logistics activities and closing the loop, because the residual value that returns carried out

positively contributes to their pro�ts.

Our �rst contribution is in line with the investigation of the green activity program (GAP) strategy as

well as the selling price on returns. The latter represents a novelty with respect to the earlier mentioned

literature. The rationale behind this approach is that when the selling price is high, consumers should make

considerable sacri�ces to purchase it. Therefore, they delay the product return to exploit the good as much
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as they can. This intuition ful�lls a research gap in the literature of dynamic games, in which the relationship

between returns and pricing has been mainly disregarded. Rather, the static literature reports the negative

relationships between pricing and returns. For example, De Giovanni and Zaccour (2018) show that

a decision maker can be confronted with sophisticated consumers. When introducing a new

product in the market, consumers decide whether to return their product and purchase the

updated one according to the price: The higher the price of a product, the lower the return

rate, because the lower is the consumers�willingness to return their product and purchase a

new one. This model is based on two cases, one from the automotive industry and one from

the high-tech industry. The �ndings obtained apply in both cases; therefore, the results in De

Giovanni and Zaccour (2018) corroborate our assumptions on the relationship between pricing

and returns. Finally, other research like Zhou et al. (2017) and Miao et al. (2017) model a

trade-o¤ between pricing and returns.

Following the early intuitions, we consider a benchmark CLSC setup where the manufacturer optimally

sets the green e¤orts and the retailer sets the selling price in a dynamic framework. Notice that, the retailer

participates in determining the return rate through the pricing strategy, but she does not really exploit its

potentiality. Then, we contrast the results of the benchmark (WPC) game with an RSC game in which

the retailer transfers a share of her revenues to the manufacturer while paying no wholesale price. The

manufacturer can �nd an RSC very interesting to increase the return rate and enjoy the returns�residual

value even more. Further, the manufacturer seeks to exploit the property of the RSC that leads to a price

reduction (Cachon and Lariviere, 2005).

To recapitulate, we wish to answer the following research questions:

� how do �rms in a CLSC set their pricing and GAP strategies when the return rate depends on both

pricing and green e¤orts?

� how do �rms�strategies and pro�ts change when moving from a WPC to an RSC setting?

� how do returns change when moving from one setting to another?

Our �ndings demonstrate that the manufacturer prefers an RSC when more investments in green e¤orts

under an RSC are needed. At the same time, the CLSC performs higher returns as the green e¤orts have

a dominant e¤ect on pricing. When �xing the sharing parameter at a high level, the manufacturer always

prefers the RSC. When the sharing parameter is low, its preferences are fully dependent on the pricing e¤ect

on returns. When the latter is low, the manufacturer opts for an RSC; otherwise, he will opt for a WPC.

The retailer never prefers an RSC when the sharing parameter is too high, because she transfers too much
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revenues to the manufacturer. In contrast, when the sharing parameter is too low, the retailer�s preferences

mainly depend on the pricing e¤ect on returns. When this is too severe, she will opt for a WPC because the

low sharing parameter is not su¢ cient to properly involve the manufacturer to accept an RSC. Finally, we

identify two Pareto-improving regions in which �rms reach coordination in CLSC. The �rst is represented

by a low sharing parameter and a high negative e¤ect of pricing on returns, according to which coordination

is reached through a WPC. The second region is represented by the case in which the sharing parameter is

medium, which calls for the adoption of an RSC, independent of the negative e¤ect of pricing on returns.

For certain sharing parameter values, the negative e¤ect of pricing on returns determines the contract to be

adopted: An RSC, when this e¤ect is low, and a WPC when this e¤ect is high. In all other cases, the �rms

have divergent contractual preferences and therefore coordination is never reached.

The remaining of the paper is structure as follows. Section 2 proposes the dynamic games to be analyzed.

Section 3 proposes the solutions for all models, while Section 4 compares the games�outcomes. Section 5

brie�y concludes.

Notation Description

M;R Manufacturer, Retailer

t Time

! (t) Wholesale price at time t

p (t) Price at time t

A (t) Green activity programs at time t

� Revenue sharing parameter

�M ; �R Marginal revenues for M and R

� Returns�residual value

r (t) Return rate

k Green activity programs sensitivity to r

� Price programs sensitivity to r

� Market potential

� Consumers sensitivity to price

D Demand

� Discount factor

Table 1. Notations
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2 Dynamic games

All notations that we use in this paper are listed in Table 1. A Closed-loop Supply Chain (CLSC) is composed

of one Manufacturer, �rm M , and one Retailer, �rm R. Both �rms are involved in the management of both

the forward and the reverse �ows. M decides the green activity programs to be carried out, namely A (t) ;

which includes, among others, investments in green technologies, green process innovation, green advertising,

green marketing and reverse logistics. R is a pure seller that purchases goods from M at a wholesale price,

! (t) ; and sets the optimal selling price, p (t) ; according to the WPC. R�s marginal pro�ts, are the given

by �R = p (t) � ! (t) ; while M�s marginal pro�ts are given by �M = ! (t) + �r (t) : �r (t) represents the

marginal bene�t that M receives when collecting used-product from the market. We assume that � > 0

otherwise M would not have any interest in collecting used products. Thus, � is the per-return residual

value while r (t) is the fraction of sold goods that will be returned. r (t) is a dynamic stock that takes the

form:

_r (t) = kA (t)� �p (t)
p
r (t)� �r (t) (1)

such that r (t) 2 (0; 1) : When r (t) = 0, M does not enjoy any return, while when r (t) = 1 all consumers

return their good when it reaches the end-of-use/life stage. De Giovanni and Zaccour (2013) and De Giovanni

et al. (2016) have investigated the return rate as a dynamic equation that mainly evolves according to the

GAP investments. Hereby, we introduce also the price e¤ect in the state dynamics following the idea

that when consumers pay a high price for their goods, they attempt to substitute it very late over time.

First, they try to enjoy the product for as long as they can after the economic sacri�ce requested to purchase

it. Second, consumers will eventually need to purchase a new product to continue satisfying their needs;

therefore, they will again face an important sacri�ce when purchasing the product again. According to Eq.

(1), �rms can make consumers aware of their green investments and sensibilize consumers in returning their

products according to the parameter k > 0; which exempli�es the return rate changes according to the

GAP investments that M a¤ords. Further, consumers can delay their return because of the pricing strategy

according to the parameter � > 0; which describes the return rate changes according to R�s pricing strategy.

Finally, there is a natural decay rate � a¤ecting the return rate state, as consumers forget to send back their

end-of-use/life products if they are not exposed to the GAP e¤orts.

Both the returns and the pricing strategies have an e¤ect on the demand, which can be described as

follows:

D (r (t) ; p (t)) = �
p
r (t)� �p (t) (2)
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where � is the market potential and explains the amount of consumers exposed to the product and � > 0

is the consumers�sensitivity to price. Interestingly, M�s gives a positive contribution to both the state and

the demand, while the opposite applies for R�s strategy. We model the GAP e¤orts strategy using a classical

quadratic cost function, e.g., C (A (t)) = [A(t)]2

2 :

Following the same assumptions as in De Giovanni (2017), we start our analysis from a Wholesale Price

Contract (WPC) scenario, in which M sells some goods to R at ! while R sets p (t) > ! causing an issue of

double marginalization. We will use the superscript W to refer to the WPC game. Accordingly, the �rms�

pro�t functions take the following forms:

JWM = max
!W(t);AW(t)

Z +1

0

e��t
��
�
q
rW (t)� �pW (t)

��
!W (t) + �

q
rW (t)

�
� CW

�
AW (t)

��
dt (3)

JWR = max
pW(t)

Z +1

0

e��t
��
�
q
rW (t)� �pW (t)

��
pW (t)� !W (t)

��
dt (4)

where � is the discount factor that we assume to be the same for the two �rms.

One of the main novelty presented in Eq. (1) is the relationship between the return rate, r (t), and

the pricing strategy, p (t). Therefore, we evaluate the e¤ectiveness of an RSC within this framework. M�s

wholesale price takes null values, i.e., ! = 0; while R still sets the selling price. We use the superscript R to

refer to the RSC game. Accordingly, the �rms marginal pro�ts are given by �RM = pR (t)�+�
p
rR (t) and

�RR = p
R (t) (1� �), where � is the sharing parameter and informs on the �rms�negotiation on how revenues

are shared. Finally, the �rms�pro�ts in the R�game are given by:

JRM = max
AR(t)

Z +1

0

e��t
��
�
q
rR (t)� �pR (t)

��
pR (t)�+�

q
rR (t)

�
� CR

�
AR (t)

��
dt (5)

JRR = max
pR(t)

Z +1

0

e��t
��
�
q
rR (t)� �pR (t)

�
pR (t) (1� �)

�
dt (6)

Both the W�game and the R�game are played á la Stackelberg. We resolve the game by assuming

that the players use a stationary feedback strategy, which is standard in di¤erential games over the in�nite

time horizon (Dockner et al., 2000). When modeling CLSCs, one would resolve the game using

an open-loop strategy due to the complex relationships between controls and states (Genc

and De Giovanni, 2018). Although we cannot obtain an analytical solution by using feedback

strategies, we can derive a time-consistent equilibrium. Moreover, the value of the information

obtained in the feedback strategy is much more appropriate from a managerial perspective in

both channel and supply chain management studies.
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3 Equilibria

In this section, we present the solutions for the dynamic games earlier introduced. In both cases, we solve

the games á la Stackelberg, where M is the leader. As for conventional solutions in dynamic games with

in�nite time horizon, all strategies and value functions are written as a function of the state.

3.1 A dynamic CLSC using a wholesale price contract - W-Scenario

In this section, we present the solution of the W -game. Hereby, M decides the green e¤orts,

A (t), along with the wholesale price, ! (t) ; when selling the products to R. The latter charges

a selling price, p (t) ; such that p (t) > ! (t) : M announces that the chain uses a WPC to regulate

the �nancial �ow; R considers this announcement and decides the optimal selling price, p (t);

M takes p (t) into consideration and optimally sets its controls. The �rms�strategies and pro�ts are

summarized in the following proposition.

Proposition 1 The equilibrium strategies in the W-Scenario are given by:

!W� =

�
�LW1 �

�
�� + �BW1

��
�

p
rW (7)

pW� =

�
���� � �BW1

�
2�

p
rW (8)

AW� =
kBW1
�

(9)

where the pairs
�
BWi ; L

W
i

�
with i = 1; 2 are the coe¢ cients of the value functions VWM

�
rW
�
and VWR

�
rW
�
;which

are given by:

VW�
M = BW1 r

W +BW2 (10)

VW�
R = LW1 r

W + LW2 (11)

These value functions describe the optimal pro�ts along the optimal return rate trajectory, rW (t) : The optimal

time-path of the return rate reads as follows:

rW (t) =
�
r0 � rWSS

�
e�t[�((������B

W
1 )�+2��)] + rWSS (12)

where rWSS is the steady-state return rate and is given by:

rWSS =
2�BW1 k

2

�
��
���� � �BW1

�
�+ 2��

� (13)
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Proof. See the Appendix. �

From the equilibria, one can see that value functions are linear in the state variable rW ,

although the state equation contains the square root of r. The reason is that the present games

is a special case of the framework dating back to Sethi (1983) and also discussed in Sethi and

Thompson (1981) and Dockner et al. (2000).

From the Appendix, we can see that BW1 has two roots, speci�cally:

BW1 =

�
(����)�+ 2� (� + �)� 2

q
� (� + �) ((����)�+ � (� + �))�����2

�
�2

(14)

Both of them are positive as the price, p, is always larger than the returns�value, �: Thus, ���� > 0:

We can take the negative root out. This guarantees that AW�
SS > 0: Notice that the green e¤orts strategies

are state independent, meaning that M sets the green e¤orts while disregarding the value of the stock.

Intuitively, the impact of green e¤orts e¢ ciency, exempli�ed by k in the state and � in the cost function,

suggests that when M should increase or decrease these e¤orts. From the Appendix, one can see that LW1 is

given as follows:

LW1 =
�
�
�+�� + �BW1

�2
4� (��� � (� + �)) (15)

This guarantees that pW� > !W� always holds at the steady-state, as pW��!W� =
(�+��+�BW

1 �2�LW1 )
2� > 0.

Both the price and wholesale price strategies depend on the return rate. Therefore, when the CLSC performs

the return rate, �rms know that the portfolio of consumers increases, generating more market potential. In

this case, increasing the prices will not be detrimental for sales. The latter takes the following form:

DW =

�
�+

�
2�� + �BW1

��
2

p
rW (16)

Interestingly, we can see that there is a trade-o¤ between environmental performance, given by rW , and

the double marginalization e¤ect, pW��!W�; as increasing the return rate is detrimental for consumers, who

are subject to higher prices. Since BW1 > 0 and LW1 > 0; both �rms have a certain convenience in increasing

the returns. This result has a direct and positive e¤ect on their pro�ts, given that @VW�
M

@rW = BW1 > 0 and

@VW�
R

@rW = LW1 > 0: From the Appendix, we can also see that

BW2 and LW2 are always positive, given that:

BW2 =
B21k

2

2��
and LW2 =

LR1 B
W
1 k

2

��
(17)
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Consequently, the CLSC business is economically interesting for both �rms even if the return rate is

negligible. Finally, rWSS is globally asymptotically stable because
�
���� � �BR1

�
�+2�� > 0: Accordingly,

the return rate is positive at the steady-state. Note that lim
��>0

rWSS =
BW
1 k2

�� ; thus highlighting the considerable

impact of pricing on the returns. These circumstances create the basis to evaluate an alternative price-based

mechanism to mitigate this negative e¤ect.

3.2 A dynamic CLSC using a revenue sharing contract - R-Scenario

Next we solve the R-game, in which �rms use the revenue sharing contract to coordinate their �nancial

�ows. The WPC earlier described leaves the issue of double marginalization e¤ect, as p (t) > ! (t) always

holds. This can be very detrimental for sales, as the double marginalization leads to lower sales. In addition,

since pricing is also in�uencing negatively the returns (e.g., Eq. 1), there is a further interest to look into

a mechanism to mitigate the negative e¤ects on the return rate. In this setting, M only decides the green

e¤orts, A (t) ; while R charges a selling price, p (t) without being subject to the constraint p (t) > ! (t) : In

addition, �rms share the revenues generated by the business through the sharing parameter � 2 (0; 1) : M

announces that the chain uses an RSC to regulate the �nancial �ows; R considers this announcement and

decides the optimal selling price, p (t); M takes p (t) into consideration and optimally sets A (t). The �rms�

strategies and pro�ts are summarized in the following proposition.

Proposition 2 The equilibrium strategies in the R-Scenario are given by:

pR� =
� (1� �)� �LR1
2� (1� �)

p
r (18)

AR� =
kBR1
�

(19)

where the pairs
�
BRi ; L

R
i

�
are the coe¢ cients of the value functions V RM

�
rR
�
and V RR

�
rR
�
;which are given

by:

V RM = BR1 r
R +BR2 (20)

V RR = LR1 r
R + LR2 (21)

These value functions describe the optimal pro�ts along the optimal return rate trajectory, rR (t) : The optimal

time-path of the return rate reads as follows:

rR (t) =
�
r0 � rRSS

�
e�t[�((��+2��)(1��)��

2L1)] + rRSS (22)
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where rRSS is the steady-state return rate and is given by:

rRSS =
2 (1� �)�B1k2

�
�
(��+ 2��) (1� �)� �2LR1

� : (23)

Proof. See the Appendix. �

From the Appendix, we can see that BR1 has one unique solution, speci�cally:

BR1 =
�
�
�LR1 + � (1� �)

� �
(2�� + ��) (1� �)� ��LR1

�
2� (1� �)

�
(��+ 2� (� + �)) (1� �)� �2LR1

� : (24)

This is a positive expression, which guarantees that AR�SS > 0: Note that, even in the revenue sharing

setting, the green e¤orts strategies are state independent, meaning that M always disregards the value of the

stock when setting the green e¤orts, independent of the contract the CLSC uses. Further, the green e¤orts

structure is similar to the one derived in the WPC contract, thus we can refer to the previous discussion.

From the Appendix, one can see that LW1 has two roots, one of which is positive and one of which is negative.

To have positive returns, we take the negative root out, which is given by:

LR1 =
(��+ 2� (� + �)) (1� �)� 2

q
� (1� �)2 (� + �) (��+ � (� + �))
�2

: (25)

Further, this guarantees that rR 2 (0; 1) and pR > 0: The price positively depends on the return rate.

Therefore, when the CLSC performs the return rate, �rms can charge a higher price. Interestingly, when

�rms enjoy high returns, they also enjoy a higher market potential, which allows them to increase the price

to extract more economic value from the market. Also, this result informs researchers on the importance of

dynamic elements: the contribution that the state, rR (t), gives to the �rms�pro�t function is more important

than a single strategy, e.g., pricing. Therefore, CLSC is a dynamic phenomenon and should be studied as

such. Consequently, the sales under a revenue sharing contract are given by:

DR =
� (1� �) + �LR1

2 (1� �)
p
rR (26)

Since BR1 > 0 and LR1 > 0; both �rms have a certain convenience in contributing for increasing the returns.

This result has a direct and positive e¤ect on their pro�ts, given that @V
R�
M

@rR = BR1 > 0 and
@VR�

R

@rR = LR1 > 0:

From the Appendix, we can also see that BR2 and LR2 are always positive, given that:

BR2 =
BR

2

1 k2

2��
and LR2 =

LR1 B
R
1 k

2

��
(27)
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As in the WPC, the CLSC business is economically interesting for both �rms even if the return rate is

neglegible. Finally, rRSS is globally asymptotically stable when �
�
(��+ 2��) (1� �)� �2LR1

�
> 0: Accord-

ingly, the return rate is positive at the steady-state. Note that lim
��>0

rRSS =
BR
1 k

2

�� ; thus highlighting the

considerable impact of pricing on the returns. Interestingly, when the returns are not a¤ected by pricing, the

return rate takes the same structure as in the W-game. We seek now to evaluate the impact of the sharing

parameter, �; on the �rms�strategies and pro�ts as well as on the sales.

Numerically, we can see that @BR
1

@� > 0 and @LR1
@� < 0: Figure 1 displays the relationship between the

coe¢ cients and the sharing parameter, �1 .

Figure 1: The relationship between the coe¢ cients Bi; Li with respect to �:

Consequently, we can formulate the following corollary:

Corollary 1 The behavior of strategies, demand and pro�ts with respect to the sharing para-

meter, �; is as follows: @AR
SS

@� > 0;
@rRSS
@� > 0;

@pRSS
@� > 0, @DR

SS

@� > 0;
@VR

MSS

@� > 0 and
@VR

RSS

@� > 0;

8� 2 (0; �].

Proof. See the Appendix. �

The results of Corollary 1 are clearly displayed in Figures 2 and 3.

Accordingly, we can leave the following remarks. The RSC does not provide the usual bene�ts of decreased

price as claimed by Cachon (2003). This is due to the fact that the pricing in�uences the state variable, which

decreases due to the higher price. This implication calls M to invest more in green e¤orts, AR, given the

fact that he is receiving a share: higher share implies higher economic availability, and thus a larger chance

1We carry out the numerical analysis by setting the parameters at the following values:
� = 2; � = 0:6; � = 0:2; � = 0:1; � = 0:2; � = 1; � = 0:2; k = 0:5: Instead, we leave � as free.
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to increase the green e¤orts. At the same time, R needs more economic resources now, since a part of her

revenues is transferred to M . The joint e¤ect of pricing and green e¤orts translates into higher returns and

sales, thus we assist to a positive reaction from the market that returns used goods and purchases new ones.

Finally, there is a tough negotiation to be carried out before starting the game on the sharing parameter.

While M is always happy to receive a share, R bene�ts from it til a certain level. In fact, when the sharing

parameter is too high, e.g., � > �; R transfers too much revenues to M with the results that her pro�ts

decrease. Interestingly, when � = �; the �rms gain the same pro�ts.

Figure 2. Price, green e¤orts and returns with respect to �:

F igure 3. The relationship between the VM snd VR with respect to �:
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4 Comparison between games

In this section we compare the outcomes of both the WPC and the RSC games to answer our initial research

questions. We use the same benchmark parameters that have been previously set while we focus in the

(�; �)�space analysis. The motivations for doing so are twofold. First, the analysis of the sharing parameter

will inform on the e¢ ciency of an RSC with respect to a WPC in the exchange of �nancial �ows. Second,

the sharing parameter has a direct e¤ect on pricing. Thus, the impact of pricing on the return rate adds new

insights in this literature frame.

From Figure 4, it is interesting to see that M adjusts the green e¤orts according to both the sharing

parameter value and the impact of pricing on returns. When these two e¤ects are low, M is not very much

interested in the business; instead, he does care about R�s power. Even when he gets a minimal revenue

and/or there is no impact of R on the returns. When the sharing parameter is high, M has a large incentive

for investing in green e¤orts. When the share increases, he invests more than in the WPC. We can see that

when the pricing strategy becomes very severe (for example when the pricing strategy in revenue sharing

is much larger than the pricing strategy in the wholesale price contract) the manufacturer wishes to invest

more in green e¤orts in order to overcome the negative e¤ect of the pricing strategy. Nevertheless, this only

happens when the business is interesting for M; that is, when the sharing parameter is high. Otherwise,

when the sharing parameter is low, M does not invest more in green e¤orts when a revenue sharing contract

is implemented.

Figure 4. Comparison between green e¤orts, A
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Figure 5 displays the areas in which pR>pW : Intuitively, when the sharing parameter is too large, R

transfers a considerable amount to M ; therefore, she needs to set a higher price to make the business

pro�table. In this case, the CLSC obtains the reverse e¤ect of what we expect from an RSC, that is, the

price reduction compared to the WPC setting. We can see that this only happens when the sharing parameter,

�; is su¢ ciently small. Further, R sets higher prices in RSC when the negative impact of pricing on returns

increases. This is a counter-intuitive result as we expect R to lower the price for high values of �: In fact,

this happens only when R retains a su¢ ciently large amount of revenues. For example, when the sharing

parameter is low, R retains more revenues than M , thus she sets an RSC price lower than a WPC price.

Nevertheless, when her fraction is low, she needs more economic resources. Then, she opts for charging larger

prices while expecting M to invest more in green e¤orts.

Figure 5: Comparison between pricing strategies

Figure 6 displays the comparison between the return rate at the steady-state in the two proposed games.

Here, the returns most likely re�ect the green e¤orts and the pricing strategies. We can see that when

the latter becomes more important, the returns decrease more under an RSC. This also happens when the

sharing rate is low. Therefore, M does not invest too much in green activity e¤orts because the business is

not appealing, while the opportunities for building an e¤ective reverse �ow are minimal. We can see that, in

order to enjoy a very e¢ cient CLSC, the sharing parameters should be high while the impact of pricing on

returns should be minimal. Supply chains will be very much e¢ cient in managing their own returns if and

only if the customers perceive that the pricing doesn�t a¤ect the returns. In this sense the CLSC can give

an interesting rebate to customers to increase their willingness to return the products and, therefore, have a

lower pricing e¤ect on returns (Genc and De Giovanni, 2018).
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Figure 6: Comparison between return rates, r

Figure 7 compares the sales in the two games that we investigate. Accordingly, the adoption of an RSC

allows the CLSC to sell more products in the market in most of the cases. In this regard, an RSC is more

socially sustainable as more people access to the product. It is interesting to see that this happens also when

pR>pW ; thus �rms can optimally adjust the green e¤orts to create a compensation e¤ect when the price is

detrimental for both the sales and the returns. Finally, there is only one case in which the sales under an

RSC are lower than the sales under a WPC, that is, when � is very high. In this case, the negative e¤ects

generated by a pricing strategy are too severe and the green e¤orts are not su¢ ciently high.

Figure 7. Comparison between sales, D

Figure 8 displays the M�s preferences in the selection of the coordination mechanism. This shape is very
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similar to the one in Figure 4 and highlights a clear message. When the sharing parameter is su¢ ciently

large, M always supports the adoption of an RSC. This is very much intuitive as the larger the sharing

parameter, the higher the fraction of revenues that goes in his pocket. Interestingly, this �nding holds true

independent of the negative e¤ect that pricing has on returns. Therefore, under these circumstances, M is

always willing to invest more in green e¤orts to overcome the negative e¤ects generated by pricing, as he

gains su¢ ciently large revenues to be reinvested in green initiatives. Instead, when the sharing parameter is

medium vs. low, the convenience of adopting an RSC highly depends on � : when � is low, M always opts

for an RSC; when � is high, M�s preferences for an RSC decrease according to increasing values for �: In

the latter case, the negative impact of pricing on returns is too severe, and investing more in green e¤orts

translates in a marginally convenient option.

Figure 8: Comparison between M�s pro�ts, VM

Figure 9 displays R�s preferences with respect to the coordination mechanism to be adopted. We can

mainly identify three regions:

1. The sharing parameter, �; and the impact of pricing on returns, �; are too high and the RSC is a

non-feasible (n.f.) option for R. Hereby, the revenues transferred to M are too high and her pro�ts become

negative. So, when the sharing parameter is too high, R will never be interested in the business if � is also

high. In contrast, when � is low, R pro�ts are positive and she opts for the adoption of an RSC. Therefore,

the impact of pricing on returns plays a key role in determining whether R �nds an RSC convenient for

coordinating the CLSC.
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2. The sharing parameter, �; is very low and the impact of pricing on returns, �; is high. In this region,

R should be very much happy to coordinate the CLSC through an RSC because her fraction of revenues

is the largest. Nevertheless, the negative impact of pricing on returns has a very detrimental e¤ect on this

preference; thus, R opts for a WPC when the e¤ect of pricing on returns is too severe. Again, it is interesting

to see that the negative e¤ect that pricing exerts on returns by delaying the moment in which consumers

return the product has a considerable weight on the R�s preferences.

3. In all cases that are not contemplated in 1 and 2, R always opt for an RSC, independent of �:

F igure 9. Comparison between R�s pro�ts, VR

Finally, Figure 10 informs on the regions in which a Pareto-improving situation is realized. Four regions

are identi�ed.

1. The blue region highlights that both �rms have a preference for an RSC. As mentioned, the role of �

is vital to determine whether the adoption of an RSC leads to a Pareto-improving situation.

2. The orange region indicates that both �rms have a preference for a WPC. Hereby, the sharing parameter

is too low to engageM in investing in green e¤orts such that the whole CLSC gets bene�ts. Also, the impact

of pricing on returns is too detrimental, thus backward activities simply become less important.

3. Firms have divergent preferences (d.f.), speci�cally: R opts for an RSC while M would prefer a WPC.

The sharing parameter seems to be too low for M to convince him in implementing an RSC.

4. There exists a non-feasible (n.f.) region in which R would opt for a WPC whileM would select a RSC.

The latter is not feasible for R, thus �rms have divergent preferences.

We would highlight the role that the parameter � can have in moving �rms�preferences for a contract to

another. Let�s take for example the case of � = 0:2: When � is low, �rms reach coordination through an
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RSC: although M receives a low share, the marginal impact of pricing does not hurt the return rate. Thus,

he does not need to invest too much in green e¤orts to perform the return rate. When � is medium, �rms

have divergent preferences and coordination is never reached. In this case, M gains through the R�s share

of revenues is too low to induce higher investments in green e¤orts. When � is very high, both �rms prefer

the adoption of a WPC; M will invest the minimum e¤orts in the return rate and, consequently, backward

activities and closing the loop become negligible targets.

Figure 10. Pareto-improving region

5 Conclusions

This paper studies a dynamic CLSC that is involved in managing both the backward and the forward �ows

of goods. The �rms being part of the CLSC, namely, manufacturer and retailer, coordinate their �nancial

�ows by choosing between a wholesale price contract (WPC) or a revenue sharing contract (RSC). The

manufacturer is the chain leader and fully bene�ts from the returns�residual value. Nevertheless, the return

rate, which consists of the fraction of past sold products that comes back to the manufacturer�s plants to be

either reused or recycled, is negatively in�uenced by the pricing strategy. The latter is set by the retailer.

This is the main contribution to the literature of dynamic games in CLSC, which focuses on increasing the

return rate by some green e¤orts, generally set by a manufacturer. In addition to that, we also model a return

rate that is negatively in�uenced by the retailer�s pricing. The motivations for this assumption lie on the

relationship between consumers�willingness to return a product and the product value. When consumers pay

high prices for purchasing goods, they will be more parsimonious in returning them. In particular, they will

postpone the return with the purpose of exploiting the returns residual value as much as possible. According
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to this assumption, we �rst model a WPC game, in which the manufacturer sets the green e¤orts along with

the wholesale price, while the retailer sets the pricing strategy. Later we model an RSC game, in which the

manufacturer does not set the wholesale price anymore, while the �rms share the revenues generated within

the CLSC according to an exogenous sharing parameter. The motivations for contrasting a wholesale price to

a revenue sharing contract lies on the fact that the implementation of an RSC generally leads to a decrease of

the selling price, with the purpose of increasing the demand, thus generating more revenues. The reduction

of the selling price in the CLSC can be a driver to limit the negative e¤ect of pricing on the return rate.

Our results show that the manufacturer invests more in a CLSC using an RSC when the sharing parameter

is su¢ ciently high. In fact, this investment fully depends on the amount of money that the manufacturer

receives. In such cases, the negative e¤ect of pricing on returns is not a problem. Nevertheless, when the

latter e¤ect is severe, the manufacturer does not invest more in an RSC when the sharing parameter is low.

In that case, his revenues will be too low to allow the green e¤orts to compensate for the negative e¤ect of

pricing. The CLSC enjoys the positive e¤ect of price reduction when the sharing parameter is not too high.

Therefore, there is a need to negotiate the sharing parameter before starting the game in order to get the

desired e¤ect. In fact, when the sharing parameter is too high, the retailer needs to charge a higher price

than the WPC price because she needs more economic resources to consider the business as interesting. The

two strategies (green e¤orts and pricing) contribute to the return rate with opposite sign. Nevertheless, we

�nd that the return rate shape follows the green e¤orts shape, which seems to have a dominant e¤ect with

respect to the pricing strategy. Thus, any time the manufacturer invests more due to the implementation

of an RSC, the returns turn out to be higher than the WPC case. Instead, the consumers enjoy an e¢ cient

combination of pricing and green e¤orts when an RSC is adopted. Thus, the RSC is socially sustainable

in most of the cases. The manufacturer prefers the adoption of an RSC any time he invests more in green

e¤orts under an RSC while the CLSC performs higher returns. The sharing parameter plays a key role. It

is su¢ cient to have a high sharing parameter to make the manufacturer always prefers the RSC. When the

sharing parameter is low, his preferences will be fully dictated by the in�uence of pricing on returns. When

the latter e¤ect is low, the manufacturer prefers an RSC; otherwise, he will opt for a WPC. On her side, the

retailer never opts for an RSC when the sharing parameter is too high, because she transfers a fraction that is

not economically viable for her. In contrast, when the sharing parameter is too low, the retailer�s preferences

are mainly driven by the e¤ect of pricing on returns. When this is too severe, she will opt for a WPC because

the sharing parameter will be too low to convince the manufacturer to accept the deal. Finally, we identify

two Pareto-improving regions, which represent the areas in which �rms reach coordination in CLSC. The �rst

is represented by a low sharing parameter and a high negative e¤ect of pricing on returns. In that case, both

�rms prefer a WPC. The second area is represented by the case in which the sharing parameter is medium.

19



In that case, both �rms will prefer an RSC, independent of the negative e¤ect of pricing on returns. For

certain sharing parameter values, the target of coordination fully depends on the negative e¤ect of pricing

on returns: when this is low, an RSC allows �rms to reach coordination; when this e¤ect is high, a WPC

allows �rms to achieve coordination. In all other cases, the �rms have divergent contractual preferences and

coordination is never reached.

This research is not free of limitations, which are listed here to inspire future research in this direction. We

assume that the CLSC does not experience any competitive e¤ect within each tier. Introducing competition in

the manufacturer and/or at the retailer levels will probably change some of our results. We model coordination

while considering that the retailer never bene�ts of returns, as consumers directly send back products to the

manufacturer. Having the retailer involved in the collection process will need a further re�ection on the

coordination mechanisms to be adopted. We assume that the returns�residual value is exogenous and �xed,

while it most likely depend on how consumers used the product during the residence time. Therefore, the

consumers�behavior also matters in the determination of the goods�residual value. We have modeled a

negative impact of pricing on returns. Nevertheless, additional research can be carried out to

show the positive e¤ect of pricing on a state variable like green goodwill and, consequently,

modeling the return rate as a function of the stock. This would de�nitely lead to completely

di¤erent results as pricing would positively in�uence the returns. This is an ongoing research

direction that the authors are exploring.

6 Appendix

Proof. of Proposition 1. We search for a pair of bounded and continuously di¤erentiable value functions

VWM (rW) and VWR (rW) for which a unique solution for rW(t) does exist, and the HJB equations:

�VWM =
�
�
p
rW � �pW

��
!W +�

p
rW
�
�
�
�
AW

�2
2

+ V
W 0
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�
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(28)

�VWR =
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�
p
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� �
pW � !W

�
+ V

W 0
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�
kAW � �pW

p
rW � �rW

�
(29)

are satis�ed for any value of rW (t) 2 (0; 1]: Since we solve the game á la Stakelberg, where M is the leader.

Therefore, we start by solving the R�s optimization problem. The optimization of R�s HJB with respect to

the pricing strategy leads to:

pW =
!W� �

p
rW

�
�V
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�
2�

(30)
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Substituiting Eq. (30) in the M�s HJB gives:
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Maximizing with respect to green e¤orts, AW , and whoselsale price, !W , gives:
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Plugging Eq. (33) in Eq. (30) ; we obtain the optimal price:
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Substituting the optimal strategies inside Eq. (29) and Eq. (31) and simply�ng we obtain:
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To solve the previous pair of equations, we can conjecture linear value functions VWM = BW1 r
W + BW2 and

VWR = LW1 r
W + LW2 : Substituting these conjectures and their derivatives inside Eqs (35)� (36) gives:
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By identi�cation, we obtain the following system of equations:
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Then, the remaining parameters are given by:
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Proof. of Corollary 1. The results in Corollary 1 follow the following derivatives:
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Proof. of Proposition 2. We search for a pair of bounded and continuously di¤erentiable value functions
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V RM (r
R) and V RR (r

R) for which a unique solution for rR(t) does exist, and the HJB equations:
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are always satis�ed for any value of rR (t) 2 (0; 1]: Since we solve the game á la Stakelberg, where M is

the leader. Nevertheless, the pricing and green e¤orts strategies are independent; therefore, solving the

Stakelberg game corresponds to solving the Nash game. In fact, the �rms reaction functions are given by
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Therefore, the optimal strategies result as follows:
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Substituiting the optimal strategies inside the �rms�HJBs gives:
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To solve the previous pair of equations, we can conjecture linear value functions V RM = BR1 r
R + BR2 and

V RR = LR1 r
R + LR2 : Substituting these conjectures and their derivatives inside Eqs (53)� (54) gives:
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By identi�cation, the model parameters are:
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We can see that there exists one solution only for BR1 while we take the negative root for RR1 . The solution

is given as follows:
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6.1 Pareto analysis on di¤erent sets

Hereby, we carry out the Pareto analysis on two di¤erent parameter sets to demonstrate the

robustness of our �ndings. Speci�cally, we use the following two parameter sets:

- high parameter values, by �xing the parameters as follows: � = 3; � = 0:8; k = 0:15;� =

0:3; � = 0:3; � = 0:15 and � = 1:5;

- low parameter values, by �xing the parameters as follows: � = 1; � = 0:4; k = 0:05;� =

0:1; � = 0:1; � = 0:05 and � = 0:5:

As we display in Figures A1 and A2, the �ndings that we obtain in Figure 10 are con�rm

when taking di¤erent parameter sets.
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(66)

Figure A1 - Pareto improving region with high parameter values (67)

(68)

Figure A2 - Pareto improving region with low parameter values (69)
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