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consciousness—and where treating HBOs as not 
having consciousness may cause harm to them—we 
should proceed as if they do have consciousness. 
This article emphasizes a methodological advantage 
of adopting the precautionary principle: it enables 
us to sidestep the question of whether HBOs have 
consciousness (the whether-question) and, instead, 
directly address the question of what kinds of con-
scious experiences HBOs can have (the what-kind-
question), where the what-kind-question is more trac-
table than the whether-question. By addressing the 
what-kind-question (and, in particular, the question of 
what kinds of valenced experiences HBOs can have), 
we will be able to examine how much moral consid-
eration HBOs deserve. With this in mind, this article 
confronts the what-kind-question with the assistance 
of experimental studies of consciousness and sug-
gests an ethical framework which supports restricting 
the creation and use of HBOs in bioscience.

Introduction

40 years ago, Hilary Putnam [1] presented the now-
famous “brain in a vat” thought experiment:

A human being [...] has been subjected to an 
operation by an evil scientist. The person’s brain 
[...] has been removed from the body and placed 
in a vat of nutrients which keeps the brain alive. 
The nerve endings have been connected to a 

Abstract This article proposes a methodologi-
cal schema for engaging in a productive discussion 
of ethical issues regarding human brain organoids 
(HBOs), which are three-dimensional cortical neural 
tissues created using human pluripotent stem cells. 
Although moral consideration of HBOs significantly 
involves the possibility that they have consciousness, 
there is no widely accepted procedure to determine 
whether HBOs are conscious. Given that this is the 
case, it has been argued that we should adopt a pre-
cautionary principle about consciousness according 
to which, if we are not certain whether HBOs have 
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super-scientific computer which causes the per-
son whose brain it is to have the illusion that 
everything is perfectly normal. [...]  The com-
puter is so clever that if the person tries to raise 
his hand, the feedback from the computer will 
cause him to ’see’ and ’feel’ the hand being 
raised. [1], pp. 5-6)

In the 1980s, this was science fiction—there was 
no technology to keep a disembodied brain alive in 
a vat at that time. However, the recent development 
of bioscience has made “brains in a vat” possible, at 
least in a certain sense. This is not in the sense that 
one’s brain can be safely removed from their body 
and kept alive in a vat for some substantial amount 
of time; that scenario still belongs to science fiction.1 
Rather, it is in the sense that three-dimensional cor-
tical neural tissues—so called “human brain orga-
noids” (HBOs) —have successfully been artificially 
created and cultured in vitro. It is, moreover, an ongo-
ing project to develop and use such HBOs for scien-
tific and medical purposes [2–4].

There are many ethical questions about HBOs. 
Should we give moral consideration to HBOs? Is it 
morally permissible to treat HBOs as a mere means 
for our benefits? Is it even morally permissible to cre-
ate HBOs in the first place? How far are we permit-
ted to develop HBOs? Having noticed that these are 
urgent ethical issues, many scholars have begun to 
conduct ethical research on HBOs [5–9]

In addressing such ethical issues concerning 
HBOs, it matters whether the HBOs can “feel” or 
“think”; that is, whether they can have conscious 
experiences,2 since it is widely accepted that con-
sciousness is morally significant in some way 

[10–12]. Thus, much attention has recently been 
devoted to the possibility that HBOs have conscious-
ness and to the ethical implications which follow 
from this possibility [13–18].

However, the question of whether HBOs have, or 
can have, consciousness is difficult to answer. This is 
in part because, while we can observe the shape, size, 
and structure of an HBO, we cannot directly observe 
the presence or absence of consciousness in them. 
There is no consensus regarding an objective standard 
for detecting the presence of consciousness in crea-
tures [19] and this lack of consensus extends to HBOs 
[16, 18, 20]. In addition, there are many competing 
theories of consciousness, which provide differ-
ent predictions as to whether HBOs (can) have con-
sciousness (see Sect.  3). We, thus, find ourselves in 
an epistemological predicament: we do not know how 
to determine whether HBOs (can) have conscious-
ness. Even if we need to give moral consideration to 
HBOs if they have consciousness, we cannot establish 
an ethical protocol to regulate the creation and use of 
HBOs in bioscience because we do not know whether 
the conditional holds.

Against this background, this paper proposes a 
schema for engaging in a productive discussion of 
ethical issues regarding HBOs. There are three sig-
nificant characteristics of this schema:

1. It adopts a precautionary principle about con-
sciousness, which requires us to assume that 
HBOs have consciousness.

2. It shifts focus from the original question of 
whether HBOs have consciousness to the ques-
tion of what kinds of conscious experiences an 
HBO can have, where the latter question is much 
more tractable than the former question.

3. It explores how we should treat HBOs on the 
basis of what kinds of conscious experiences they 
may have.

The biggest advantage of this schema is, as this 
paper will argue, that it enables us to discuss the cre-
ation and use of HBOs in bioscience in a relatively 
simple ethical framework, which can potentially be 

1 Nevertheless, the science-fictional scenario might be not so 
far from reality. Vrselja et al. [72] have recently succeeded in 
restoring and maintaining microcirculation and molecular and 
cellular functions of an intact pig brain under ex vivo normo-
thermic condition for four hours post-mortem. Although it is 
unlikely that the pig brain under such conditions experiences 
the “illusion of normality” described in Putnam’s scenario, 
it does not seem implausible to think that the pig brain does 
have some sort of conscious experience. This technology may 
be applied to human beings in the future, which would lead to 
serious ethical issues [73]. For instance, suppose that a per-
son whom I love is severely injured in a traffic accident and 
the only way to save her life is to preserve her brain in such 
ex vivo normothermic conditions. Is it morally permissible for 
me to make such a decision to do so?

2 This paper focuses on phenomenal conscious experiences, 
which is defined in what-it-is-like terms rather than in func-
tional terms [74],[75].
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applied to other cases, such as the experimental use 
of human embryos and fetuses.

This paper shall proceed as follows: In Sect.  2, 
we briefly explain what HBOs are and how much 
they can plausibly be developed in the near future. 
In Sect. 3, we review the recent debate over how we 
can know whether an HBO is conscious and how this 
leads to an epistemological predicament. Section  4 
presents the precautionary principle about conscious-
ness as a way to escape the predicament, suggesting 
a new question about consciousness of HBOs to ask: 
what kinds of conscious experiences they have? In 
Sect. 5, we directly examine this question. Although 
the discussion in Sect. 5 is tentative and speculative, 
it serves as a useful demonstration of how to deter-
mine the kinds of conscious experiences which HBOs 
may have. Finally, Sect.  6 provides several positive 
suggestions—in light of our discussion in the preced-
ing sections—concerning how we should restrict the 
creation and use of HBOs from an ethical perspec-
tive. In this section, we also discuss our suggestion’s 
implications for experimental uses of embryos and 
other animals such as flies, mice and macaques.

Human Brain Organoids

A Japanese research group successfully created three-
dimensional cortical neural tissues by inducing them 
from human pluripotent stem cells for the first time 
in 2008 [2, 3]. Such cortical neural tissues have been 
named “cerebral organoids” [4], though we shall call 
them HBOs. HBOs have been produced in such a way 
that they mimic various parts of the brain, includ-
ing the cerebrum, midbrain, hypothalamus, pituitary 
gland, and hippocampus. Since these region-specific 
brain organoids can reproduce neurogenesis in vitro, 
they are expected to be used not only in basic research 
to elucidate the process of neurogenesis but also in 
applied research for neuro-related diseases and in 
clinical applications such as drug discovery [21, 22].

Despite these benefits, however, there are still many 
limitations to using HBOs. Current HBOs are different 
in size, number of neurons, and maturity from the nor-
mal brain and they also lack sensory input and behav-
ioral output. In particular, although electrophysiologi-
cal activities occur in HBOs during their development, 
those activities are not initiated by sensory input and 
do not produce any behavioral output. Further, in 

terms of size, a typical HBO is much smaller than the 
brain of a mouse and is, at best, about the size of a 
pea or the brain of a honeybee. In terms of maturity, 
current HBOs do not mimic normal neurogenesis, 
even when cultured in vitro for long periods of time, 
because they do not have blood vessels. Moreover, 
current HBOs differ in structure from whole human 
brains, though some region-specific brain organoids 
have structural similarities with those regions of 
human brains and recently-induced brain organoids 
have multi-layered neural structures as also seen in 
human brains [23].

Recent studies on HBOs have been directed toward 
overcoming these limitations. Some studies have 
shown that HBOs could vascularize by being trans-
planted into the brains of mice and non-human pri-
mates and that HBOs could further develop inside 
these creatures [24–26], though there is no evidence 
showing that they can develop toward becoming 
normal mature human brain parts. Another study 
reported that HBOs that involve direct synaptic con-
nections between cerebral neurons and photoreceptor 
cells responded to the input of external light stimuli 
[27]. In the future, region-specific brain organoids 
will likely be more refined and connected with other 
brain organoids as well as with both living and non-
living systems to create more complexly structured 
brain organoids [28].

The Epistemological Predicament

Let us now turn to the question of whether HBOs 
have consciousness. One straightforward way to 
judge whether one is conscious is to ask: if one says 
yes, one is conscious; if one does not respond, one is 
not conscious. Of course, this method only applies to 
healthy human beings with enough understanding of 
the language and concepts involved in the question. 
Another natural approach is to examine whether one 
can perform intentional actions. If a creature can per-
form intentional actions, this is at least prima facie 
evidence that it has consciousness [29],otherwise, 
we may contend that it lacks consciousness. HBOs 
fail these standards, for they cannot produce verbal or 
behavioral outputs.

There are, however, several theories of conscious-
ness which allow that HBOs can have consciousness. 
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For instance, Integrated Information Theory (IIT) 
states that consciousness is grounded in a causal 
informational structure that can internally gener-
ate integrated information [30, 31]. Given that sim-
ple systems like a photodiode can have such a causal 
informational structure, IIT allows that even such 
simple systems can have consciousness [32]. Even 
current HBOs show electrophysiological neural activ-
ities with some activation patterns [33, 34]. Since this 
suggests that current HBOs have a primitive form of 
causal informational structure, IIT would predict that 
they have consciousness.3

More radically, panpsychism states that microphys-
ical entities are conscious [35, 36]. Many philosophers 
of consciousness have recently taken panpsychism as 
a serious theoretical option on the basis of reasonable 
arguments which suggest that it can successfully inte-
grate consciousness into our current scientific picture 
of the world [37], chap. 4,for discussions of panpsy-
chism, see [38]. Panpsychism, moreover, does not 
typically assert that every macro-physical object can 
have distinctive kinds of consciousness but, instead, 
claims that whether such objects have distinctive kinds 
of consciousness depends on the arrangements of 
microphysical entities, which can have consciousness 
in themselves. Thus, panpsychists do not typically 
claim that chairs and socks have distinct kinds of con-
sciousness; rather, they hold that the consciousness 
belonging to such objects is a mere sum of the primi-
tive kinds of consciousness instantiated by microphys-
ical entities. Nevertheless, many panpsychists seem to 
accept that biological entities including flies, insects, 
plants, bacteria and amoeba, can have distinctive 
kinds of consciousness [37], chap.4). Given this, it is 
plausible to predict that it follows from panpsychism 
that HBOs would also have some distinctive kind of 
consciousness.4

Furthermore, HBOs are not mere artificial biologi-
cal entities; they share human genes and mimic the 
developmental processes of human brains to some 

extent. Biological naturalists of consciousness may 
regard this fact as pointing favorably to the potential 
presence of consciousness, since they emphasize the 
importance of evolutional and developmental pro-
cesses for consciousness [39].

In contrast, some theories of consciousness do 
not allow that HBOs can have consciousness. For 
instance, the enactive theory of consciousness (ET) 
states that having a body through which one can 
skillfully interact with the surrounding environment 
is necessary for having conscious experiences [40]. 
Given that in vitro HBOs do not have bodies to inter-
act with the surrounding environment, ET denies the 
in-principle possibility that in vitro HBOs have con-
sciousness, regardless of how structurally developed 
they might be.5

Further, according to representational theories of 
consciousness, the answer to the question of whether 
an HBO has consciousness depends on the degree 
of its sophistication. For instance, a first-order rep-
resentational theory states that, if a system can rep-
resent what happens outside of it in such a way that 
the representation is ready for further cognitive pro-
cesses, the system has consciousness [41–43]. A 
higher-order representational theory states that, if a 
system can conceptually represent its first-order rep-
resentational state (which represents what happens 
outside of it), the system has consciousness [44, 45]. 
Our brain seems to be developed in such a way that 
it first gains the capacities to represent what happens 
outside of it (the first-order [FO] developmental stage 
and then gains the capacities to further represent the 
first-order representational states (the higher-order 

4 Panpsychists would also allow that region-specific HBOs can 
have consciousness but it is unclear what panpsychists would 
say about whether the parts of our brain have their own con-
sciousnesses in addition to the one belonging to our whole 
brain. The answer to this question would depend on how they 

5 Although we assume that in vitro HBOs do not have bodies 
to interact with the surrounding environment, future technol-
ogy might allow them to have bodies that they would be capa-
ble of moving within a tank and with which they would be able 
to interact with other HBOs, for example. It is unclear what ET 
would say concerning this conceivable case.

3 We do not claim that IIT implies that all HBOs have con-
sciousness. If, for instance, an HBO did not have a feedback 
loop and, therefore, was incapable of generating integrated 
information, it would not have consciousness on this view.

deal with the combination problem—namely, the problem 
of explaining how micro-level consciousnesses give rise to 
macro-level consciousness. For instance, Roelofs [76] admits 
that parts of our brain are themselves conscious but contends 
that their consciousnesses are integrated into one unified con-
sciousness of the whole brain when a functional connection 
holds between those parts. Although there seem to be intrigu-
ing ethical issues regarding conscious entities which are parts 
of a broader conscious entity, the present paper shall focus 
entirely on non-partial conscious entities that do not constitute 
a broader conscious entity.

Footnote 4 (continued)
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[HO] developmental stage). If an HBO is developed 
to the extent that its neural structure and activity-
patterns are the same as those of a human brain on 
the FO developmental stage but not on the HO devel-
opmental stage [15], pp. 761–762), then it is plausi-
bly considered to have the capacity to represent what 
happens in the surrounding environment, but not 
to have the capacity to represent the first-order rep-
resentation itself. According to the first-order repre-
sentational theory, then, the HBO in question can be 
conscious; while, according to the higher-order repre-
sentational theory, it cannot be. If the HBO is further 
developed so as to acquire the capacities to represent 
the first-order representations, the higher-order repre-
sentational theory would also admit that it could be 
conscious.

Note that it is possible that there are borderline 
cases to which the representational theories of con-
sciousness would not provide a determinate answer. 
For instance, the developmental stage of an HBO may 
be such that it is unclear whether it has the first-order 
representational capacity (a related issue is raised by 
Carruthers [46]. In such cases, the first-order rep-
resentational theory cannot provide a determinate 
answer as to whether this HBO has consciousness. 
There are analogous borderline cases for the higher-
order representational theory as well.

The preceding discussion of this section has shown 
that the answer to the question of whether HBOs 
can have consciousness depends on what standard 
or theory of consciousness one adopts. The liberal 
theories of consciousness such as IIT and panpsy-
chism hold that even currently existing HBOs can 
have consciousness, while the conservative theories 

of consciousness such as ET deny this (we owe the 
labels of “liberal” and “conservative” to Murray [47]. 
Further, the intermediate theories of consciousness, 
such as representationalist theories, state that whether 
HBOs can have consciousness depends on their 
developmental level (where the higher-order theory 
of consciousness is more conservative than the first-
order one). (Fig. 1 is here).

The obvious next question is to ask what stand-
ard or theory of consciousness we should adopt. It is 
here that we arrive at an epistemological stalemate. 
There is no consensus as to what standard or theory 
of consciousness is the most promising and it does 
not seem that the debate over the correct indicators of 
consciousness will be resolved in the near future [48]. 
Thus, we do not know how to determine whether 
HBOs have consciousness.

Although the question of whether HBOs have con-
sciousness matters for how we ought to treat them, 
it appears that there is no good way to resolve the 
question of whether they do possess consciousness. 
We are, then, left in the unenviable position of being 
uncertain as to how to proceed with an ethical discus-
sion of HBOs.

The Precautionary Principle about Consciousness

Our proposal for escaping this predicament is to 
adopt a precautionary principle about conscious-
ness (PPC), according to which, if there is theoretical 
disagreement over whether X has consciousness—
and where treating X as not having consciousness 
would cause more harm to X than benefit to X— we 

Fig. 1  Classification of 
the Various Approaches to 
Consciousness of Human 
Brain Organoids
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ought to err on the side of being liberal with attribu-
tion of consciousness and assume that X does have 
consciousness [6, 15, 49], p. 762,[50]. The anteced-
ent of the conditional is clearly satisfied for HBOs. 
While, as we have seen, some liberal theories of 
consciousness state that even current HBOs have 
consciousness, conservative theories of conscious-
ness deny this, and we do not have a principled way 
to settle this disagreement.6 Moreover, in the case 
where HBOs actually possessed consciousness, treat-
ing HBOs as not having consciousness would cause 
harm to HBOs rather than benefit them. In contrast, 
in the case where HBOs actually lacked conscious-
ness, treating HBOs as having consciousness would 
not cause harm to HBOs. As a whole, then, treating 
HBOs as not having consciousness would bring about 
more harm to HBOs than benefit to them. Thus, we 
can legitimately apply the PPC to HBOs and should, 
then, assume that HBOs are conscious. This assump-
tion enables us to proceed with the ethical discussion 
concerning HBOs.

This section makes several clarificatory remarks 
on the PPC and its applications to HBOs. The first 
remark is regarding the scope of the subjects of poten-
tial harms and benefits. Our formulation of the PPC 
takes only X—the entity whose possession or lack of 
consciousness is in question—as the subject of poten-
tial harms and benefits. Because of this, we do not 
have to consider the possibility that non-X entities are 
harmed by X being treated as having consciousness in 
determining whether we should apply the PPC to X.

However, non-X entities can be harmed by X 
being treated as having consciousness [51, 52]. For 
instance, if the use of X for scientific experiments 
is prohibited due to the assumption that X has con-
sciousness and the prohibition is significantly disad-
vantageous for pharmaceutical research, treating X 

as having consciousness may cause much harm to 
patients who would otherwise benefit from the phar-
maceutical research on X.

How should we address these sorts of potential 
disadvantages for non-X entities? Our proposal is that 
such disadvantages should be considered in discuss-
ing the cancellation conditions of the PPC rather than 
its application conditions. Whether a precautionary 
principle is acceptable or permissible depends in part 
on the proportion of its positive effects to its nega-
tive effects [53]. If the negative effects provided by 
applying the PPC to HBOs are proportionally larger 
than its positive ones, then we may be forced to call 
it off. For instance, if it follows that we ought not to 
create HBOs for any purpose, the negative impact 
on our well-being, in particular on the well-being of 
those who (will) have diseases that may be effectively 
treated by using HBOs, seems to be too large. In this 
case, we may need to cancel our application of the 
PPC to HBOs.

Our position is, thus, as follows: we can determine 
whether we should apply the PPC to HBOs based 
only on considerations of harm and benefit to HBOs 
themselves. However, we may need to cancel the 
application of the PPC if it turns out that applying it 
causes more harm to other creatures than the benefit 
that it causes to HBOs. We may be forced to cancel it 
after further consideration and observation of its con-
sequences. In this sense,

the application of the PPC to HBOs is tentative.
Note, however, that the more likely a creature is to 

have consciousness, in the sense that more theories 
of consciousness predict that it has consciousness, 
the less acceptable it is to cancel the PPC and to treat 
this creature as not having consciousness, even if the 
experimental uses of the creature—which were harm-
ful to it—produced large benefits to other creatures 
like human beings. Whether we can legitimately can-
cel the PPC depends not only on how much harm its 
application causes to other creatures but also on how 
likely the creature in question is to have conscious-
ness (for the implication of this point, see Sect. 6).

Our second clarificatory remark is on the relation 
between the PPC and ethical treatment. The PPC does 
not, in itself, determine how we should treat HBOs. 
The possession of consciousness does not necessar-
ily imply the possession of moral status, which would 
require us to give moral consideration to X for X’s 
own sake. One sufficient condition for having moral 

6 We are able to make the PPC more stringent by adding con-
ditions that limit which theories of consciousness are to be 
seriously considered. For instance, we could add the condi-
tion that we should take seriously only scientific theories of 
consciousness in the sense of being experimentally testable 
and could find that panpsychism is not scientific in that sense, 
which would allow us to eliminate panpsychism from the list 
of theories of consciousness to be considered. This paper does 
not put such additional constraints on the PPC but, instead, 
holds that every theory of consciousness that is seriously dis-
cussed in academic contexts (including in philosophy) should 
be considered.
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status is to have valenced experiences, such as pleas-
ant and painful experiences [54]. That is, if X can 
have painful experiences, then we ought to treat X in 
such a way that X does not have painful experiences 
(or, at least, X has less painful experiences). Note, 
however, that the possession of consciousness does 
not necessarily mean the possession of the capaci-
ties to have sensory valenced experiences, since there 
may be a primitive form of consciousness that is 
unable to involve valence. The possession of such a 
primitive form of consciousness may not be sufficient 
for having moral status [55].7 Whether we should 
give moral consideration to X is mainly determined 
by what kinds of conscious experiences X can have, 
rather than by the mere fact that X has conscious-
ness [12, 18],see also Sect.  6). In other worlds, the 
possession of consciousness is a “gatekeeper” to get 
us to the question of what kinds of conscious experi-
ences X has, a question which does have direct moral 
significance.8

Moreover, even if it turns out that we should give 
moral consideration to X, it still remains open as to 
how much moral consideration we should give. This 
is also determined in part by what kinds of conscious 
experiences X can have (see Sect.  6). Accordingly, 
without examining what kinds of conscious experi-
ences an HBO can have, we cannot specify whether 
and how much we should give moral consideration to 

it. Thus, the PPC does not directly provide any deter-
minate answer as to how we ought to treat HBOs.

Here one may suspect that the PPC does not 
resolve our predicament at all but, rather, merely 
pushes it back one level. The line of thought is as fol-
lows: Our predicament is caused by the intractability 
of the question of whether an HBO has consciousness 
(the whether-question). The question of what kinds 
of conscious experiences an HBO has (the what-kind 
question) seems no less intractable than the whether-
question. Thus, it seems that we would face the exact 
same predicament in attempting to address the what-
kind question as we did in attempting to address the 
whether-question.

Our response to this worry is that the what-kind 
question is more tractable than the whether-question. 
The intractability of the whether-question lies in the 
hard problem of consciousness—namely, the deep 
mystery of what “switches” consciousness on and 
off. We cannot answer the whether-question without 
knowing what needs to be present in order to switch 
consciousness on. In contrast, when we address the 
what-kind question with PPC, it is presupposed that 
the consciousness switch is on. Hence, in address-
ing the what-kind question, we can sidestep the hard 
problem of consciousness.

It is important to note here that experimental stud-
ies of consciousness have productively explored the 
correlations between conscious experiences and (1) 
physiological states, (2) sensory stimuli, (3) brain 
areas, and (4) cognitive functions [41, 56–58] and 
that, through these studies, we have gained much 
knowledge about their relations. Further, assuming 
that HBOs have consciousness, we can employ these 
accumulated scientific findings about consciousness 
in order to address the what-kind question. That is to 
say, we can consider what kinds of conscious experi-
ences an HBO may be able to have in terms of (1) 
what types of physiological states it can be in, (2) 
what types of sensory stimuli it is sensitive to, (3) 
what types of neural network structure it has, and (4) 
what types of cognitive functions it has. For instance, 
if an HBO is sensitive to optical stimuli [27], it might 
be plausibly counted as potentially having primi-
tive visual experiences. This is the reason why the 
what-kind question is tractable (see Sect. 5 for more 
detailed discussion). The PPC can shift our focus 
from the whether-question to the what-kind question 

7 4, Sect. 11 endorses the “existentialist view” about the moral 
significance of consciousness, according to which to have con-
sciousness is to exist as having intrinsic value such that the 
elimination of this existence implies the loss of its intrinsic 
value. The existentialist view states that even the possession of 
primitive consciousness confers some degree of moral status 
on its possessor. However, since the existentialist view is not 
widely accepted and even discussed, this paper shall not con-
sider it further.
8 One may wonder why we did not directly formulate the 
PPC in terms of valenced experiences rather than conscious-
ness itself as in  Shepherd [77]. The reason concerns the root 
of our epistemological uncertainty about consciousness. The 
fundamental reason why we cannot observationally determine 
whether X has valenced experiences is that we do not know 
when consciousness occurs; not that we do not know when 
valence is instantiated in consciousness (given the presence 
of consciousness). The relevant epistemological uncertainty 
lies fundamentally in the nature of consciousness rather than 
the nature of valenced experiences. Accordingly, since the PPC 
is introduced to address such epistemic uncertainty, it should 
be formulated in terms of consciousness rather than valenced 
experiences.
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and thereby opens up a space in which to produc-
tively discuss how we should treat HBOs.

The third clarificatory remark is that the applica-
tion of the PPC to HBOs is primarily for problem-
solving rather than problem-finding. This principle 
was introduced to address the already occurring ethi-
cal worries concerning HBOs, rather than to discover 
novel ethical issues. We are not obliged to consider 
whether we should apply the PPC to X unless there 
are preexisting ethical issues regarding X. We ought 
to do so only when there are preexisting ethical issues 
concerning X. Although we may be able to uncover 
new ethical issues by employing the PPC to various 
entities, it is neither the intended purpose of this prin-
ciple nor are we obliged to seek such new issues out.

In light of these remarks, let us consider a worry 
about the unlimited application of the PPC. If we take 
seriously the most liberal theory of consciousness—
namely, panpsychism—the PPC would be applied to 
every living being and even microphysical entities. 
However, it seems practically impossible and prima 
facie implausible to hold that we should give moral 
consideration to every living being and microphysical 
entity. Hence, it appears that we should somehow limit 
the application of the PPC. Yet, we cannot appeal to 
any specific standard or theory of consciousness for 
this purpose, for the epistemological problem rears its 
head again: we do not know how to determine what 
standard or theory of consciousness to adopt. Thus, it 
seems entirely unclear how we could limit the applica-
tion of the PPC.

Our response to this worry is threefold. The first 
is to appeal to our third point that the PPC is primar-
ily for problem-solving rather than problem-finding. 
There is no serious ethical issue as to how we ought 
to treat, for example, microphysical entities or primi-
tive biological entities, such as ameba, for their own 
sakes. Even though panpsychism implies that they are 
conscious, there is no obligation to apply the PPC to 
them and thereby open up a new ethical discourse. 
Our second response is to notice that, even if we apply 
the PPC to primitive biological creatures and micro-
physical entities, it does not follow that we should 
give them moral consideration. This is because it 
depends on what kinds of conscious experiences they 
can have and there is no panpsychist who explicitly 
endorses the view that microphysical entities are sen-
tient (though it is unclear what panpsychists say about 
primitive biological entities). The third response is 

that, if it followed from the PPC that we need to give 
significant moral consideration to primitive biologi-
cal entities and microphysical entities, it would be so 
burdensome to us that it is reasonable to cancel the 
application of the PPC to them.

Let us here summarize the main line of discus-
sion in this Sect. If an HBO has consciousness but 
is regarded as not having consciousness and treated 
accordingly, the HBO may be harmed by this treat-
ment. We should adopt the PPC to prevent such 
potential harms. Adopting the PPC enables us to 
address what kinds of conscious experiences HBOs 
may have. Through addressing the what-kind ques-
tion, we can examine whether and how much we need 
to give moral consideration to HBOs.  Depending 
on its results (in particular, the size of the negative 
impact on human beings), we may need to cancel the 
application of the PPC to HBOs.

What is It Like to Be an HBO?

The PPC enables us to focus on the what-kind question—
that is, the question of what kinds of conscious experi-
ences HBOs have—while leaving aside the whether-
question concerning the presence of consciousness itself. 
This section, accordingly, addresses the what-kind ques-
tion. However, this section does not aim to provide deci-
sive and comprehensive answers to this question. Rather, 
it aims to demonstrate how we can infer the kinds of 
conscious experiences that HBOs are likely to have. For 
this methodological demonstration, we will present some 
inferences from observable features of HBOs to the kinds 
of conscious experiences they may have. Although these 
inferences are partly grounded in experimental findings 
of consciousness studies, they also depend on assump-
tions the reliability of which remains to be examined. 
In this sense, the inferences presented in this section are 
highly speculative.

It is important to note that there is no widely 
shared protocol which specifies what kinds of expe-
riences a creature can have when that creature can-
not provide introspective reports in response to ver-
bal questions. For such beings, our ability to specify 
which kinds of experiences they may possess typi-
cally depends largely on their similarity (or lack 
thereof) to standard human beings. The more dissimi-
lar a creature is to human beings, the more difficult 
it is for us to infer what kinds of experiences it can 
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have. HBOs stand in an interesting position in this 
respect, however. When one focuses on their appear-
ances and behaviors, HBOs are much more dissimilar 
to human beings than non-human animals and per-
haps even AI robots. Yet, HBOs share some aspects 
of gene expression with human brains at develop-
mental stages. Moreover, some HBOs are designed 
to mimic developmental processes of specific regions 
in human brain, such as cerebral cortex [2, 3], the 
hippocampus [59], and mid-brain and hypothalamic 
[60]. Because of the genetic and developmental simi-
larity to human brains, we can take advantage of the 
accumulated knowledge of experimental studies of 
consciousness on human beings to reason what kinds 
of experiences HBOs may have. That is to say, we can 
infer what kinds of conscious experiences an HBO 
may have from (1) what types of physiological states 
it can be in, (2) what types of stimuli it is sensitive 
to, (3) what neural network structures it has, and (4) 
what types of cognitive functions it has (as discussed 
above in Sect. 4).

Let us first focus on the glucose metabolic condi-
tions of HBOs. HBOs are able to be in different glu-
cose metabolic conditions, which in part depends on 
culturing conditions. It has been suggested that the 
state or level of human consciousness varies depend-
ing on the glucose metabolic levels of our brains 
[61, 62]. Assuming that the difference in the level of 
consciousness correlates with the difference along 
some phenomenological dimension (perhaps such 
as feeling lively or drowsy), we might infer that the 
consciousness of HBOs can differ in that phenomeno-
logical dimension from the fact that they can differ in 
glucose metabolic level.

There are two remarks which we should make 
about this inference. First, the inference depends on 
the assumption that the levels of consciousness cor-
relate with some phenomenological difference. How-
ever, this assumption can be doubly questioned as 
follows: (1) The notion of “levels of consciousness” 
has been challenged on both conceptual and theo-
retical bases [63] and (2) even if the notion of “lev-
els of consciousness” makes good sense, it is unclear 
whether their difference corresponds to some phe-
nomenological difference. Further conceptual, theo-
retical, and phenomenological research on levels of 
consciousness is needed to address these issues. The 
second remark which we should make is that the 
inference in question becomes acceptable only on the 

precautionary assumption that HBOs are conscious. 
Given that there can be unconscious organisms that 
can metabolize glucose, the fact that X is able to be 
in states which differ in glucose metabolism does not 
in itself imply that X actually is conscious.9 Thus, it 
is only when we can plausibly assume that X is con-
scious on a distinct ground (which, in our case, is the 
PPC) that the difference in glucose metabolism sug-
gests that there would be some phenomenological 
difference.

To see the second point more clearly, let us use 
an analogy. On the presupposition that a cup of ice-
cream is in a box, the fact that I smell vanilla from 
the box is good evidence that there is vanilla ice-
cream in the box. Without that presupposition, how-
ever, the fact that I smell vanilla from the box is not 
good evidence that vanilla ice-cream is in the box. 
This is because there may equally be vanilla cook-
ies, vanilla cakes, or some kind of perfume, rather 
than vanilla ice-cream in the box. Likewise, on the 
presupposition that HBOs have consciousness, the 
fact that they can be in different glucose metabolic 
states is counted as prima facie evidence that their 
consciousness can differ in levels (and, accordingly, 
along some phenomenological dimension). With-
out this presupposition, however, the fact that HBOs 
can be in different glucose metabolic states does not 
suggest that their consciousness can differ in lev-
els, since we would not have a principled reason to 
believe that they have consciousness at all. The same 
applies to all of the inferences that we will present 
in this section. Simply put, all of these inferences 
wholly rely on the precautionary assumption that 
HBOs are conscious.

With this said, let us now turn to the neural activ-
ity patterns of HBOs. It has been found that synchro-
nous firing occurs in two-dimensional neuronal struc-
tures that are made by disassembling an HBO into 
small cells and scattering them on a plate to produce 
two-dimensional neuronal connections [33]. This is 
indirect evidence that synchronous firing also occurs 
in HBOs when they are intact (though it is technically 
difficult to examine this prediction due to the cur-
rent limitations of microscopes). Assuming that the 

9 This seems to be the reason why Shulman et al. [61] stated 
that high global energy production and consumption is not suf-
ficient but only necessary for the presence of consciousness.
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presence of synchronous neural activities is a good 
indicator of the unification of consciousness [64], 
we might infer from the likelihood of synchronous 
neuronal firings within HBOs that they have unified 
conscious experiences rather than having multiple 
streams of consciousness in “one great blooming, 
buzzing confusion” [65], p. 462). Note, however, that 
this inference would be defeated if it turns out that 
some conditions other than the presence of synchro-
nous neural activities must also be satisfied for neu-
ronally-based conscious experiences to be unified and 
HBOs do not satisfy them. Likewise, if it turns out 
that synchronous firing does not occur in HBOs, the 
inference does not hold. In this sense, this inference is 
tentative and defeasible.

Let us then focus on the neural network structures 
of HBOs. Although no HBO has successfully been 
built that resembles any specific region of mature 
human brains in structure, we can imagine HBOs 
with such structural similarity with mature human 
brains. If an HBO is cultured to structurally resem-
ble a part of human brains that is found to contribute 
to a kind of sensory information processing, then we 
might infer that the HBO can have primitive sensory 
experiences of that kind. For instance, if an HBO 
structurally resembles a part of human brains which 
is responsible for visual processing—namely, the vis-
ual cortex—then we might reason that the HBO can 
have primitive visual experiences, such as an experi-
ence of a flash of light followed by an experience of 
darkness.10

By focusing on the neural network structure of 
HBOs, we can also consider what non-sensory expe-
riences they can have. For instance, if an HBO is 
structured in such a way that it contains neural feed-
back connections, which seem related to predictions 
in a broad sense [66], we might reason that it has the 

primitive capacity of prediction and that it, therefore, 
can have a primitive cognitive experience of predict-
ing. Furthermore, it is known that cerebral limbic 
systems play a key role in having emotional experi-
ences with positive and negative valance [67]. Given 
this, we might reason that an HBO that is designed to 
structurally resemble cerebral limbic systems can have 
primitive emotions.

In general, we can reason that, if an HBO acquires 
more complex structures, then it is likely to have 
more kinds of conscious experiences. For instance, 
the capacity to think about oneself verbally seems 
to be grounded in various brain areas including the 
anterior cortical midline, the posterior cortical mid-
line, the lateral inferior parietal lobe, the medial 
temporal lobe—including the insula, amygdala, and 
hippocampus—and the anterior and middle lateral 
temporal cortex [68]. If HBOs are designed to resem-
ble the large neuronal networks in those areas, they 
might be regarded as potentially having the cognitive 
experiences involving self-representation.

In summary: this section has demonstrated how 
we can address the what-kind question on the ground 
of the PPC. We can infer what kinds of conscious 
experiences current and future HBOs may have from 
their glucose metabolic conditions, their neural activ-
ity patterns, their neural network structures and so 
on. Although the inferences presented in this section 
are highly speculative and non-comprehensive, they 
shall be capable of being further refined based on 
future neuroscientific findings about consciousness.

An Ethical Framework to Guide HBO Research

Koplin and Savulescu [15] propose an ethical frame-
work to limit the creation and use of HBOs on the 
basis of a similar framework for animal ethics (e.g., 
[69]. Their position distinguishes between three kinds 
of HBOs: (a) non-conscious brain organoids, (b) 
conscious or potentially conscious brain organoids, 
and (c) brain organoids with the potential to develop 
advanced cognitive capacities. For non-conscious 
brain organoids, they claim that “research should be 
regulated according to existing frameworks for stem 
cell and human biospecimen research” (p. 765). For 
conscious or potentially conscious brain organoids, 
they propose six additional restrictions (p. 765):

10 One may cast doubt on this claim by suggesting that it is 
controversial that a specific part of our brain can produce a 
conscious experience without possessing the appropriate con-
nections with other parts of the brain. Certainly, it may seem 
plausible that the visual cortex cannot produce a visual expe-
rience without being appropriately connected with other areas 
of our brain. However, this doubt works only when we do not 
assume that an isolated visual cortex has consciousness. When 
we do make this assumption, the most plausible answer to the 
what-kind question would be that the isolated visual cortex has 
visual experiences. In this way, our claim relies heavily on the 
precautionary assumption that HBOs have consciousness.
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 1. The expected benefits of the research must be 
sufficiently great to justify the moral costs, 
including potential harms to brain organoids.

 2. Conscious brain organoids should be used only 
if the goals of the research cannot be met using 
non-sentient material.

 3. The minimum possible number of brain orga-
noids should be used, compatible with achieving 
the goals of the research.

 4. Conscious brain organoids should not have 
greater potential for suffering than is necessary 
to achieve the goals of the research.

 5. Conscious brain organoids must not experience 
greater harm than is necessary to achieve the 
goals of the research.

 6. Brain organoids should not be made to experi-
ence severe long-term harm unless necessary to 
achieve some critically important purpose.

   For brain organoids with the potential to 
develop advanced cognitive capacities, they fur-
ther add (p.765):

 7. Brain organoids should be screened for advanced 
cognitive capacities they could plausibly develop. 
In general, such assessments should err on the 
side of overestimating rather than under-estimat-
ing cognitive capacities.

 8. Cognitive capacities should not be more sophis-
ticated than is necessary to achieve the goals of 
the research.

 9. Welfare needs associated with advanced cognitive 
capacities should be met unless failure to do so is 
necessary to achieve the goals of the research.

 10. The expected benefits of the research must 
be sufficiently great to justify the expected or 
potential harms. This calculation should take 
into account the implications of advanced cog-
nitive abilities for brain organoids’ welfare and 
moral status.

Although we basically agree with the proposed 
ethical framework, we suggest several modifications. 
First, there should be no option for category (a)—that 
of “non-conscious brain organoids”. [15], p. 762) 
assume that “a brain organoid lacks even a rudimen-
tary form of consciousness until it resembles the brain 
of a fetus at 20 weeks’ development”. As we have dis-
cussed, however, the plausibility of this assumption 
depends on what standard or theory of conscious-
ness to adopt (see also [70]. Some liberal theories 

of consciousness such as IIT and panpsychism allow 
that even those underdeveloped brain organoids can 
have a primitive form of consciousness.

Additionally, we want to make another remark 
regarding category (b)—that of conscious and poten-
tially conscious brain organoids. As Shepherd [12] 
argues, the morally significant kinds of conscious 
experiences are valenced experiences (that is, affec-
tive experiences). This is because those beings that 
can have valenced experiences have experiential 
interests: positively valenced experiences are intrinsi-
cally good for them and negatively valenced experi-
ences are intrinsically bad for them. However, there is 
no a priori reason to think that every conscious entity 
can have valenced experiences. At the very least, we 
can imagine a primitive form of consciousness that 
does not involve any such valence. Given this, (b) 
should be further divided into two sub-categories: 
(b-1) conscious brain organoids that cannot have 
valenced experiences and (b-2) conscious brain orga-
noids that can have valenced experiences. The first 
six conditions hold only for (b-2).

Nevertheless, it is not easy to identify the border-
line between (b-1) and (b-2). Currently existing brain 
organoids are unlikely to have typical affective expe-
riences such as bodily pain or pleasure. However, 
valenced experiences are not necessarily sensory. It 
is also possible that currently existing brain organoids 
have primitive valenced experiences. Further research 
on valenced experiences is needed to distinguish 
between HBOs belonging to (b-1) and those belong-
ing to (b-2).

There should also be another modification regard-
ing the distinction between categories (b) and (c). We 
agree that brain organoids with advanced cognitive 
capacities—those belonging to group (c)—should 
be given more moral consideration than brain orga-
noids without these capacities, since they can have 
more complex valenced experiences and, therefore, 
also have more sophisticated experiential interests. 
However, there does not seem to be a clear-cut line 
between (b) and (c); rather, the distinction seems to be 
a matter of degree. For example, if relatively simple 
HBOs contain recurrent neural connections, they may 
be understood as having the cognitive capacity of pre-
diction—though this capacity would be much more 
primitive than our own. Given that there are such bor-
derline cases between (b) and (c), it seems better to 
abolish the distinction and to, instead, provide a wide 
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and flexible framework that can accommodate the 
gradation between (b) and (c).

Given those modifications, we propose a revision 
to the ethical framework presented by Koplin and 
Savulescu. For HBOs that can have valenced experi-
ences, we suggest that:

1. The expected benefits of the research must be suf-
ficiently great to justify the moral costs, including 
the potential harms to these brain organoids. The 
assessments of such potential harms should err 
on the side of overestimating rather than under-
estimating.

2. HBOs should be used only if the goals of the research 
cannot be met using materials that cannot have 
valenced experiences.

3. The minimum possible number of brain orga-
noids should be used, compatible with achieving 
the goals of the research.

4. HBOs must not experience greater harm than is 
necessary to achieve the goals of the research.

5. HBOs should not be constructed in such a way as to 
have greater potential for suffering—namely, they 
should not be given the capacities to have more 
sophisticated kinds of valenced experiences—than 
is necessary for achieving the goals of the research.

6. Brain organoids should not be made to experience 
severe long-term harm unless this is necessary to 
achieve some critically important purpose.

7. Brain organoids should be ranked according 
to how sophisticated the valenced experiences 
which they can have are.11 We should use lower-
ranked conscious brain organoids if the goals of 
the research can be met without using higher-
ranked ones.

This revised ethical framework is simpler than 
the one put forward by Koplin and Savulescu in that 
it unitarily frames moral limitations based only on 
valenced experiences and their degree of sophistica-
tion. Nevertheless, it still covers all relevant types of 
HBOs and offers practical guidance concerning how 
to treat different types of HBOs. We propose that 

HBO research should be conducted within this uni-
tary ethical framework.12

Let us consider, for illustration, two possible ways 
of applying this framework. First, suppose that exist-
ing HBOs have negatively valenced experiences when 
their conscious level is too low and that levels of con-
sciousness can be successfully inferred from glucose 
metabolic conditions. In this case, we can apply the 
fourth and sixth conditions of our framework, claim-
ing that we ought to keep HBO glucose metabolic 
levels higher, since lower levels are tied to negatively 
valenced experiences. Secondly, if it turns out that 
HBOs have negatively valenced experiences by being 
physically damaged and such negatively valenced 
experiences become greater when their neural struc-
tures become more sophisticated, we can apply the 
seventh condition of our framework and claim that, 
if the use of less sophisticated HBOs is sufficient for 
a given experimental purpose which involve physi-
cally damaging the HBOs, we ought not to use more 
sophisticated HBOs for that purpose.

We want to emphasize that this framework can 
also potentially be applied to the use and creation of 
human embryos and fetuses, non-human animals, and 
even robots for scientific purposes. In order to exam-
ine whether (or to what extent) they deserve moral 
consideration, we should first examine whether some 
theories of consciousness predict that they have con-
sciousness. If there are such theories, we can then 
apply the PPC to these entities. This enables us to, in 
turn, consider what kinds of conscious experiences 
such entities have and to rank them according to how 
sophisticated the valenced experiences which they 
may have are. Based on this, we can consider how we 
ought to treat these entities on the basis of our ethical 
framework developed above.

As we have argued in Sect.  4, we are allowed to 
cancel the application of the PPC to a kind of entity 
just in case (1) the application produces a large nega-
tive impact on our well-being and (2) the majority 
of theories of consciousness predicts that these enti-
ties do not possess consciousness (namely, if only 
fairly liberal theories of consciousness predict that 

11 For a methodology of how to rank different kinds of affec-
tive experiences (and, accordingly, different types of conscious 
creatures), see Shepherd [12].

12 This ethical framework does not address issues over own-
ership and stewardship regarding HBOs. For instance, who 
should be counted as an owner of an HBO? The creator or 
the original cell’s donator? Such issues need to be discussed 
within the context of another framework.
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they possess consciousness). Given this, for example, 
if it turns out that macaques have conscious experi-
ences which are as sophisticated as those belong-
ing to human beings and that they deserve as much 
moral consideration as we do, the experimental use of 
macaques without informed consent ought to be pro-
hibited. Even if this prohibition produces a large neg-
ative impact on the advancement of neuroscience and, 
thereby, on our well-being indirectly, we are not legit-
imately allowed to cancel the application of the PPC. 
This is because the majority of theories of conscious-
ness predict that macaques possess consciousness.

In contrast, imagine that a high-tech company pro-
duces a new type of caregiving robot, which is excep-
tionally sophisticated in its functionality, to the extent 
that care receivers sometimes mistake them for human 
caregivers. Suppose further that we work the caregiv-
ing robots to exhaustion and to the point of bodily 
damage for the sake of care receivers. If we assume 
that this kind of caregiving robot has consciousness, 
we might infer that they have fairly sophisticated 
valenced conscious experiences, concluding that it is 
morally unacceptable to exploit them for the sake of 
care receivers. However, if the majority of theories of 
consciousness are committed to biological naturalism, 
which holds that only evolutionarily-selected living 
beings have the potential for consciousness, then we 
are allowed to cancel the application of the PPC to the 
caregiving robots. This is because applying this princi-
ple would both produce a large negative impact on care 
receivers and the majority of theories of consciousness 
predict that these robots do not possess consciousness.

Let us close this section by acknowledging two limi-
tations of this paper. First, the effectiveness of the ethi-
cal framework proposed here depends on the further 
development of consciousness studies—particularly 
those concerning the correlation between valenced 
experiences and the physiological, informational, neu-
ral, and functional conditions of our bodies, including 
our brains. We are in need of much more knowledge 
about such correlations if we are to reliably address the 
what-kind question for non-human beings who cannot 
provide introspective reports. Second, we do not claim 
that our ethical framework is capable of capturing 
every ethical issue regarding the use or creation of liv-
ing beings. For instance, the use of fetuses for scientific 

purposes may involve some distinctive ethical issues 
that the use of HBOs does not face and which are not 
directly related to the potential for having conscious 
experiences [71]. Our proposed ethical framework is 
designed to capture consciousness-based moral status, 
not other types of moral status, and, thus, aims at pre-
senting a new perspective on the use and creation of 
various kinds of possibly conscious entities.

Conclusion

This paper proposes a new theoretical schema to 
address ethical issues concerning HBOs. This schema 
has two key features. The first is to adopt the PPC to 
shift focus from the question of whether HBOs have 
consciousness to the question of what kinds of con-
scious experiences an HBO can have. The second is 
to rank how much moral consideration HBOs deserve 
based on the kinds of valenced experiences that we 
infer that they are likely to have. This theoretical 
schema enables us to offer a concrete ethical frame-
work to limit the creation and use of HBOs in biosci-
ence—one which is a revised and unified version of 
the framework which Koplin and Savulescu [15] have 
proposed. This new ethical framework provides effec-
tive guidance regarding how to proceed in, and fur-
ther develop, HBO research.
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