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Nonlinear Wave Growth Analysis of Whistler‐Mode
Chorus Generation Regions Based on Coupled
MHD and Advection Simulation
of the Inner Magnetosphere
Yusuke Ebihara1, Takuya Ikeda1, Yoshiharu Omura1, Takashi Tanaka2, and Mei‐Ching Fok3

1Research Institute for Sustainable Humanosphere, Kyoto University, Uji, Japan, 2International Center for SpaceWeather
Science and Education, Kyushu University, Fukuoka, Japan, 3NASA GSFC, Greenbelt, MD, USA

Abstract We show the regions where nonlinear growth of whistler‐mode chorus waves is preferred to
occur in the inner magnetosphere. A global magnetohydrodynamics (MHD) simulation was used to
obtain large‐scale electric and magnetic fields under the southward interplanetary magnetic field condition.
With the electric and magnetic fields obtained by the MHD simulation, we ran a comprehensive inner
magnetosphere‐ionosphere model to solve the evolution of phase space density of electrons. Hot electrons
originating from the tail region drift sunward and penetrate deep into the inner region due to a combination
of convection and substorm‐associated electric fields. Cold electrons also drift sunward, resulting in a
contraction of the plasmasphere. We obtained the following results. (1) The whistler waves can first grow
due to the linear mechanism (pitch angle anisotropy) in the premidnight‐prenoon region outside the
plasmapause, followed by rapid, nonlinear mechanism accompanied with rising‐tone chorus elements. (2)
When the solar wind speed is high, the whistler waves grow more efficiently due to linear and nonlinear
mechanisms over a wider area because of deep penetration of hot electrons and the large contraction of the
plasmasphere. This is consistent with the observation that the outer belt electrons increase for the fast solar
wind. (3) For slow solar wind, the linear growth is mostly suppressed, but the nonlinear growth can still take
place when external seed waves are present. This may explain the persistence of dawn chorus and large‐
amplitude chorus waves that are often observed in the premidnight‐postdawn region in relatively weak
geomagnetic activities.

1. Introduction

Whistler‐mode chorus waves are intense, discrete electromagnetic emissions in the VLF range, which are
often observed outside the plasmapause in the morning magnetosphere (Burtis & Helliwell, 1969, 1976;
Tsurutani & Smith, 1974). Statistical studies have shown that the wave amplitude increases with the auroral
electrojet (AE) index with magnetic local time (MLT) centered in the postmidnight sector (Meredith et al.,
2003). The highest amplitude of the chorus waves is distributed in the region 4 < L < 6 from 0300 and
1000 MLT. The chorus waves are sometimes accompanied with rising tones, in which frequency of the wave
increases monotonically (Santolík et al., 2003).

With quasilinear theory for the generation of the whistler waves proposed by Kennel and Petschek (1966),
Jordanova et al. (2010) have solved a four‐dimensional advection equation for trapped electrons and have
shown the global distribution of the linear growth rate of the chorus wave. Hot electrons with energy of
1–30 keV propagate earthward due to the enhanced dawn‐dusk electric field. Due to pitch angle anisotropy
of the newly injected hot electrons, intense whistler‐mode waves are shown to grow outside the plasma-
sphere (L > 4) in the premidnight to dawn sector. This is consistent with observations (Meredith et al.,
2003). It has been suggested that when the wave amplitude reaches a certain threshold, coherent chorus
waves grow efficiently due to a nonlinear effect (Hikishima et al., 2009; Katoh & Omura, 2007; Nunn,
1974; Omura et al., 2008; Roux & Pellat, 1978; Trakhtengerts, 1995). As the wave grows at a frequency of
the largest linear growth rate, the wave becomes coherent suppressing the growth of other waves around
the frequency. Once the wave amplitude exceeds a threshold amplitude for an absolute nonlinear instability,
the wave amplitude grows with frequency increasing monotonically at the equator (Omura et al., 2009). The
nonlinear wave growth stops near the optimum wave amplitude (Omura & Nunn, 2011) and then decreases

©2020. The Authors.
This is an open access article under the
terms of the Creative Commons
Attribution License, which permits use,
distribution and reproduction in any
medium, provided the original work is
properly cited.

RESEARCH ARTICLE
10.1029/2019JA026951

Key Points:
• Coupled model is used to specify the

region where whistler‐mode chorus
waves grow nonlinearly in the inner
magnetosphere

• When solar wind speed is high,
whistler waves growmore efficiently
due to linear and nonlinear
mechanisms over wide areas

• For slow solar wind, linear growth is
mostly suppressed, but nonlinear
wave growth still takes place with
external seed waves

Correspondence to:
Y. Ebihara,
ebihara@rish.kyoto‐u.ac.jp

Citation:
Ebihara, Y., Ikeda, T., Omura, Y.,
Tanaka, T., & Fok, M.‐C. (2020).
Nonlinear wave growth analysis of
whistler‐mode chorus generation
regions based on coupled MHD and
advection simulation of the inner
magnetosphere. Journal of Geophysical
Research: Space Physics, 125,
e2019JA026951. https://doi.org/
10.1029/2019JA026951

Received 16 MAY 2019
Accepted 31 DEC 2019
Accepted article online 3 JAN 2020

EBIHARA ET AL. 1 of 15

A Self-archived copy in
Kyoto University Research Information Repository

https://repository.kulib.kyoto-u.ac.jp

https://doi.org/10.1029/2019JA026951
https://doi.org/10.1029/2019JA026951
mailto:ebihara@rish.kyoto-u.ac.jp
https://doi.org/10.1029/2019JA026951
https://doi.org/10.1029/2019JA026951
http://publications.agu.org/journals/
http://crossmark.crossref.org/dialog/?doi=10.1029%2F2019JA026951&domain=pdf&date_stamp=2020-01-13


gradually to the level of the threshold amplitude, resulting in a short subpacket of a chorus wave element.
The subpacket propagates away from the equator interacting with counter streaming resonant electrons
in the downstream of the wave propagation. The gyro‐phases of the resonant electrons are modulated by
the wave with frequencies higher than that of the original triggering wave. The phase‐modulated resonant
electrons generate a new wave with the higher frequency in the upstream from the equator. The new wave
triggers another cycle of the nonlinear wave growth, which is repeated to produce successive subpackets.
Through the repetition of the subpacket formation, the wave frequency gradually increases forming a
rising‐tone chorus element consisting of a series of subpackets.

The importance of resonant interaction of electrons with the whistler‐mode chorus waves has been sug-
gested in the generation of diffuse aurora (pulsating aurora) (Cornwall et al., 1970; Davidson, 1979;
Rosenberg et al., 1971, 1981), loss of energetic electrons (Cornwall, 1964; Davidson & Walt, 1977; Dungey,
1963; Kennel & Petschek, 1966; Lyons et al., 1972; Rosenberg et al., 1971; Spjeldvik & Thorne, 1975), and
rebuilt of the outer radiation belt (Horne & Thorne, 1998; Summers et al., 1998; Summers & Ma, 2000).
Recent in situ observations show one‐to‐one correspondence between chorus waves and pulsating patches
(Nishimura et al., 2010), magnetospheric electrons and pulsating patches (Jaynes et al., 2013), and chorus
waves, electrons inside the loss cone, and pulsating patch (Kasahara et al., 2018). A good correlation between
chorus elements (riser) and electron precipitation has been obtained on the basis of ground observations
(Foster & Rosenberg, 1976; Rosenberg et al., 1971). The coherent chorus waves have been suggested to scat-
ter and accelerate electrons more efficiently due to nonlinear cyclotron resonant interaction (Albert, 2002;
Bortnik et al., 2008; Kubota & Omura, 2018; Omura et al., 2007, 2015, 2019; Summers & Omura, 2007).
Note that the nonlinear interaction between the chorus waves and particles is different from the linear
one. Diffusion taking place in momentum space is considered in the quasilinear theory (Lyons, 1974;
Summers et al., 1998), whereas nondiffusive processes, such as phase trapping, are involved in the nonlinear
theory (Omura et al., 2015).

The purpose of this study is to specify, for the first time, the regions where the nonlinear chorus waves are
preferred to grow in the inner magnetosphere. The nonlinear wave growth theory that we used in the pre-
sent study is based on a nonlinear growth rate obtained by assuming formation of an electromagnetic elec-
tron hole in the velocity phase space and its deformation due to the frequency variation and the spatial
inhomogeneity of the background magnetic field (Omura et al., 2008). Associated with the nonlinear wave
growth process, we calculated the threshold and optimum wave amplitudes that have also been derived by
Omura et al. (2009) and Omura and Nunn (2011). A number of nonlinear theories have been suggested on
the wave growth process (Nunn, 1974; Roux & Pellat, 1978; Trakhtengerts, 1995; Vomvoridis et al., 1982).
While these theories basically assume nonlinear trajectories of resonant particles, the models and assump-
tions for the nonlinear growth rates are different from those used by Omura et al. (2009) and Omura and
Nunn (2011). A global magnetohydrodynamic (MHD) simulation is used to determine self‐consistently
the global magnetic field and the electric field. We also solve a four‐dimensional advection equation to
obtain the phase space density of trapped electrons (hot electrons) with energy from ~keV to ~MeV under
the electric and magnetic fields obtained by the global MHD simulation. The evolution of the cold electron
density is also solved. Finally, we calculated the linear and nonlinear growth rates in the equatorial plane in
the inner magnetosphere in response to different solar wind conditions.

2. Methods
2.1. Global MHD Simulation

The global MHD simulation REPPU (REProduce Plasma Universe) (Tanaka, 2015) is used to specify the
magnetic and electric fields. REPPU employs a grid system based on triangular prisms. A sphere at the inner
boundary (2.6 RE) is first divided into 12 pentagons. We further divide each pentagon into five triangles and
obtain 60 triangles in total (Level 1). Dividing each triangle into four, we obtain 240 triangles (Level 2). We
use Level 6, in which a sphere is divided into 61,440 triangles, and stack 320 triangular prisms outward from
the inner boundary. The outer boundary of the simulation domain is located at 200 RE at midnight and 600
RE at noon. The region between 1 and 2.6 RE is not solved by REPPU, but the ionosphere is coupled with the
magnetosphere in the manner described below. After mapping the field‐aligned current and the plasma
pressure in the inner boundary of the simulation domain to the ionosphere, we calculate the ionospheric
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conductivity. Second, we obtain an electric potential in the ionosphere Φi

by solving a partial differential equation, and impose the electric field to
the inner boundary of the simulation domain. Readers may refer to
Ebihara et al. (2014) for detailed information about the calculation of
the ionospheric conductivity. Many substorm‐associated phenomena that
are observable in the ionosphere and the magnetosphere are known to be
reproduced by REPPU. They include, for example, auroral electrojets
(Ebihara et al., 2019; Takashi Tanaka, 2015) Joule dissipation rates

(Ebihara et al., 2019), a westward traveling surge (Ebihara & Tanaka, 2015a; Tanaka, 2015), and counter
electrojet at the magnetic equator (Ebihara et al., 2014), earthward fast flow in the plasma sheet (Tanaka
et al., 2017), dipolarization in the near‐Earth magnetosphere (Tanaka et al., 2017), generation of field‐
aligned currents directly related to substorm expansion (Ebihara & Tanaka, 2015a, 2015b; Tanaka, 2015).

We impose the following solar wind parameters on the outer boundary of the MHD simulation. The y com-
ponent of the IMF (IMF By) is held constant to be −2.5 nT, whereas the z component of the IMF (IMF Bz) is
changed as shown in Table 1. The solar wind speed is changed as shown in Table 2. At T = 0, the solar wind
speed increases to 1,000 km/s for Run 1 (fast solar wind case), whereas it remains to be 400 km/s for Run 2
(slow solar wind case). The solar wind density is held constant to be 2.5 cm−3. The magnetosphere is
expected to achieve quasi‐steady state by T = 0.

2.2. Advection of Trapped Electrons

A comprehensive inner magnetosphere‐ionosphere (CIMI) model is used to solve an advection equation for
phase space density of trapped electrons (Fok et al., 2014). The phase space density f is specified by four para-
meters, the geomagnetic latitude (MLAT) λi, the MLT ϕi, M, and K. M is the first adiabatic invariant, being

p2⊥=2m0B, where p⊥ is the moment in the perpendicular direction, andm0 is rest mass.K ¼ J
ffiffiffiffiffiffiffiffiffiffiffiffiffi
8m0M

p
, where

J is the second invariant (Roederer, 1970). The subscript i implies a quantity at the ionospheric altitude.
Position space (λi and ϕi) is fixed at the ionospheric altitude. The advantage of the use of position space fixed
at the ionospheric altitude is that the equatorial plane is not necessary to be a plane. The equatorial plane
(minimum B plane) can be warped by the magnetospheric current systems. The original version of CIMI
takes into account pitch angle diffusion, energy diffusion, and cross diffusion. We exclude all the diffusion
terms and we solve the equation as

∂f
∂t

þ _λi
∂f
∂λi

þ _ϕi
∂f
∂ϕi

¼ −
f

0:5τb

� �
Loss cone

(1)

where τb is the bounce period of the electrons. The operator denotes the bounce‐averaged value. The hot
electron density Nh is calculated by

Nh ¼ ∫fdp: (2)

CIMI also solves the evolution of cold electron density Nc as

∂Nc

∂t
þ _λi

∂Nc

∂λi
þ _ϕi

∂Nc

∂ϕi
¼ Fn þ Fs

Bi
(3)

where Bi is the strength of the magnetic field at the ionosphere altitude and Fn and Fs are the upward flux of
cold electrons supplied from the ionosphere in the Northern Hemisphere and the Southern Hemisphere.

The three‐dimensional distribution of the magnetic field provided by REPPU is used for calculation of the
bounce‐averagedmagnetic drift (including the curvature and the grad‐B drift) velocity. The ionospheric elec-
tric field determines the bounce‐averaged E × B drift velocity. CIMI starts solving the advection equation at T
= 0. The initial condition of f is given by a combination of the empirical model AE8 (Vette, 1991) and the
kappa distribution (Xiao et al., 1998) with density of 0.01 cm−3, characteristic energy of 1 keV, and κ of 4.
At the outer boundary, we impose the kappa distribution with density of 0.5 cm−3, characteristic energy of
1 keV, and κ of 4. The pitch angle distribution at the boundary is assumed to be isotropic. At the inner bound-
ary, f is given to be zero. The outer and inner boundaries of the simulation domain of CIMI are located at 66.0°

Table 1
IMF Bz Used for the Boundary Condition of the MHD Simulation

Time T (min) IMF Bz (nT)

From −480 to −300 5
From −300 to −180 −5
From −180 to 0 5
From 0 onward −5
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and 8.7° MLAT, respectively, at the ionospheric altitude. The phase space
density in theM‐K space is converted to the energy‐equatorial pitch angle
space. The primary output of CIMI is the phase space density of hot elec-
trons f from ~1 keV to ~4 MeV with all pitch angles.

2.3. Linear Wave Growth Rate

From the dispersion relation of the whistler‐mode wave, the resonance
velocity is given by (Omura et al., 2013)

VR ¼ c
1

1þ ξ2

� �1=2

1−
Ωe

γω

� �
; (4)

where

ξ ¼ ω Ωe−ωð Þ½ �1=2
ωpe

; (5)

c, γ, ω, Ωe, and ωpe are the speed of light, the Lorentz factor, the wave frequency, the electron cyclotron fre-
quency, and the electron plasma frequency, respectively. The cyclotron frequency and the electron plasma
frequency are given by

Ωe ¼ eB
me

(6)

and

ωpe ¼
ffiffiffiffiffiffiffiffiffiffi
e2N
ε0me

s
; (7)

respectively. e is the elementary charge,me is the rest mass of the electron,N is electron density, ε0 is the elec-
tric constant, and γ is given by

γ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− v=cð Þ2

q ; (8)

where v is the speed of electron. For relativistic case, the linear growth rate of the whistler‐mode wave ΓL is
given by (Xiao et al., 1998)

ΓL ¼ πωpe
2ηrel

2ωþ ω2
peΩe= ω−Ω2

e

� �2 Arel−βð Þ (9)

where

Arel ¼
k

ω−Ωe
∫
∞

0

dp⊥
ΔR

p2⊥
γR

p⊥
∂f 1
∂p‖

−p‖
∂f 1
∂p⊥

h i
p‖¼pR

∫
∞

0

dp⊥
ΔR

p2⊥
∂f 1
∂p⊥

h i
p‖¼pR

; (10)

ηrel ¼ πνh
ω−Ωe

k
∫
∞

0

p2⊥dp⊥
ΔR

∂f 1
∂p⊥

� �
p‖¼pR

; (11)

and

β ¼ 1
Ωe=ω−1

; (12)

and

Table 2
Solar Wind Speed Used for the Boundary Condition of the MHD Simulation

Time T (min) Solar wind speed (km/s)

From −480 to 0 400
From 0 onward 1,000 (Run 1) 400 (Run 2)
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ΔR ¼ 1−
ωpR
c2kγR

: (13)

Here ω is the wave frequency, k is the wave number derived from dispersion relation, p is the momentum, νh
is the ratio of the hot electron density to the cold electron density, and f1 is the phase space density of hot
electrons divided by the cold electron density. Arel implies pitch angle anisotropy. pR and γR are the resonant
values of the electron parallel momentum and the Lorentz factor, respectively.

2.4. Nonlinear Wave Growth Rate

The nonlinear growth rate of the whistler‐mode chorus emission is calculated on the basis of the theory pro-
vided by Omura et al. (2013). The nonlinear wave growth theory is based on the nonlinear motions of reso-
nant electrons approximated by those of electrons with the average perpendicular velocity V⊥0, which is also
used for calculation of the resonant currents modifying the wave frequency and amplitude. With this
approximation, the nonlinear growth rate of the whistler‐mode chorus wave is given by

ΓN ¼ Qω2
ph

2
ξ

ωΩw

� �1=2 Vg

Ut‖

χV⊥0

cπγ

� �3=2

exp −
γ2V 2

R

2Ut‖
2

� �
; (14)

where

χ2 ¼ 1

1þ ξ2
; (15)

ωph ¼
ffiffiffiffiffiffiffiffiffiffi
Nhe2

ε0me

s
; (16)

and

Vg ¼ cξ
χ

ξ2 þ Ωe

2Ωe−ω

� �−1
: (17)

The parameter Ut|| is the thermal momentum per unit mass in the parallel direction and Nh is the hot elec-
tron density. The parameter Q represents the depth of the electron hole generated by trapped resonant elec-
trons (Omura et al., 2009), which is assumed to be 0.5. The parameterΩw is the normalized wave amplitude,
Vg is the group velocity of the wave, and k is the wave number. The wave amplitude Bw is assumed to be
0.01% of the magnitude of the local magnetic field (Santolík et al., 2004).

The temporal growth rate must be positive to emit chorus waves at equator. This condition is satisfied when
Ωw > Ωth, where Ωth is the threshold wave amplitude (Omura et al., 2009) for the nonlinear wave growth.
The threshold wave amplitude is given by

Ωth

Ωe
¼ 100π3γ3ξeωeω4

ph
eV5
⊥0χ5

eas2 eUt‖

Q

 !2

exp
γ2eV2

ReU2
t‖

 !
; (18)

where eV⊥0 ¼ V⊥0=c, eω ¼ ω=Ωe, a
e ¼ ac2=Ω2

e , eUt‖ ¼ Ut‖=c, and eωph ¼ ωph=Ωe.

s2 ¼ 1
2ξχ

γω
Ωe

V⊥0

c

� �2

− 2þ Λ
χ2 Ωe−γωð Þ

Ωe−ω

� �
VRVp

c2

( )
; (19)

and
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Vp ¼ ω
k
¼ cχξ: (20)

We assume that Λ = ω/Ωe (Omura et al., 2009). The parameter a represents magnetic inhomogeneity
(Omura et al., 2009), which is given by

a ¼ 1

h2
B hð Þ
B0

−1
� �

; (21)

where h is a small distance along a magnetic field line from the equatorial plane and B0 is the magnetic field
in the equatorial plane. For this particular study, we use h of 0.2 RE to calculate the parameter a.

When the wave amplitude is higher than the optimumwave amplitudeΩopt, rising‐tone chorus elements are
emitted (Omura & Nunn, 2011). The optimum wave amplitude is given by

Ωopt

Ωe
¼ 0:81π−5=2Q

τ
s1 eV g

s0 ωeUet‖ χ ~ωph eV ⊥0

γ

 !2

exp −
γ2 eV 2

R

2eU 2
t‖

 !
; (22)

where

s0 ¼ χ
ξ
V⊥0

c
; (23)

and

s1 ¼ γ 1−
VR

Vg

� �2

: (24)

We assume that τ = 0.5 based on observations (Kurita et al., 2012). The parameters V⊥0 and Ut||(=γVt||) are
given by

V⊥0 ¼ ∫v⊥F1d
3v

∫F1d
3v

(25)

and

V2
t‖ ¼

∫v2
‖
F1d

3v

∫F1d
3v

; (26)

where F1 is the velocity distribution function of the hot electrons obtained by CIMI.

3. Results
3.1. Large‐Scale Electric Field

We turned IMF Bz southward at T = 0 upwind of the magnetosphere. The southward IMF reached the sub-
solar point of the magnetosheath at T ~7 min (Run 1, fast solar wind) and T ~12 min (Run 2, slow solar
wind). Figure 1 summarizes electric potential at the ionosphere altitude at T = 0, 30, 60, and 90 min. A
two‐cell pattern of the electric potential, which resembles the DP2 current system (Nishida et al., 1966), is
evident when the magnetosphere is exposed to the southward IMF. The two‐cell pattern of the electric
potential, a positively charged cell on the dawnside and a negatively charged one on the duskside, gives rise
to the dawn‐dusk electric field in the inner magnetosphere. The magnitude of the electric potential is
obviously larger for Run 1 than for Run 2. The ionospheric electric field is used to calculate the E × B drift
velocity of the hot and cold electrons trapped in the inner magnetosphere. Note that the ionospheric electric
field is basically regarded as a potential field. CIMI can implicitly take into account the E × B drift of mag-
netospheric particles due to the inductive electric field (Fok et al., 2011). The reason is as follows. The coor-
dinate system of CIMI is fixed at the ionosphere where the plasma beta is extremely low, so that the
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induction electric field is supposed to be zero at the ionosphere. In themagnetosphere, when the resistivity is
zero along a field line and the concept of frozen‐in is valid, the induction electric field Ei (= −Vt × B) is
thought to be generated as the magnetic field changes, where Vt is the speed of plasma following the
magnetic field. All the particles undergo the E × B drift in accordance with Ei. For detailed explanation,
readers may refer to Fok et al. (2011). Of course, grad‐B and curvature drift of electrons is incorporated in
CIMI in accordance with the instantaneous magnetic field provided by REPPU.

3.2. Auroral Electrojet and Penetration of Hot Electrons

Figure 2 shows the calculated auroral electrojet activity index AE (Davis & Sugiura, 1966), which is widely
used to estimate the strength of the auroral electrojet. The AE index (=AU − AL) is calculated based on the
variation of theH‐component of the ground magnetic field taken at different MLTs at 67° MLAT. For Run 1,
AL starts to show an abrupt negative excursion when the fast solar wind arrives at themagnetosphere, which
is regarded a substorm associated with a shock. Since then, the AL has been less than −500 nT with some
irregular fluctuations. Usually, a cycle of a substorm is characterized by a negative excursion of AL
(Akasofu, 1968), but it is difficult to identify each substorm from the AL variations for Run 1. REPPU is also
capable of reproducing many aspects of a substorm other than the AL variations as summarized in
section 2.1.

The differential flux of electrons with 15 keV with equatorial pitch angle of 81° is also shown in Figure 2. As
the electrons are transported to low L values, they are accelerated so as to conserve the first two adiabatic
invariants. For Run 1 (fast solar wind case), the inner boundary of the newly penetrated electron population
reaches L= 3.7 at T= 90min. It is interesting to note that the electrons keep penetrating earthward whereas
AL gradually increases (recovers) during the period from T ~60 to ~80 min. This implies that the deep pene-
tration of the hot electrons is not only caused by substorm‐associated electric field but also the large‐scale
convection electric field shown in Figure 1. For Run 2 (slow solar wind case), when the southward IMF
reached the magnetosphere, AL starts to decreases gradually for ~40 min, corresponding to a substorm
growth phase. The electrons penetrate to lower L value gradually due to the large‐scale convection electric
field. AL decreases abruptly at T= 52min, corresponding to the beginning of the substorm expansion phase.
The inner boundary of the newly injected electrons keeps penetrating earthward, whereasAL shows gradual
increase (recovery) during the interval from T= 75 to 90 min. The inner boundary of the newly injected elec-
trons reaches L = 4.7 at T = 90 min. Hereinafter, we focus on this moment (T = 90 min). The AE and AL
values at T= 90 min are 1,064 and −908 nT for Run 1 (fast solar wind) and 321 and−242 nT for Run 2 (slow
solar wind), respectively. The simulation results presented in this paper are obtained for the ideal, steady
solar wind condition. When realistic solar wind variation is imposed to the REPPU code, the simulated
AE values and the Joule dissipation rates in the ionosphere are in good agreement with observations
(Ebihara et al., 2019).

Figure 1. Simulated ionospheric electric potential in the MLT‐MLAT coordinates at T = 0, 30, 60, and 90 min for Runs 1 (top) and 2 (bottom). The outer circle
corresponds to 40 MLAT (L = 1.7).
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3.3. Electron Densities, Pitch Angle Anisotropy, and Magnetic Field

Figure 3 summarizes the number density of cold electrons Nc, the number density of hot electrons Nh, pitch
angle anisotropy Arel, and the strength of the magnetic field in the equatorial plane at T = 90 min. The hot
and cold densities are calculated by equations ((2)) and ((3)), respectively. The cold electrons that preexist in
the inner magnetosphere drift sunward due to the enhanced convection electric field, resulting in a contrac-
tion of the plasmasphere. The plasmasphere is smaller for Run 1 (fast solar wind) than for Run 2 (slow solar
wind) because the convection electric field for Run 1 is stronger than for Run 2. Hot electrons originating in
the nightside boundary (tail region) penetrate deeper into the inner region for Run 1 than for Run 2. The
inner edge of the penetrating hot electrons closely coincides with the outer edge of the plasmasphere. The
coincidence can be understood in terms of a last‐closed equipotential line or a forbidden region (Cowley
& Ashour‐Abdalla, 1976; Ejiri, 1978). Figure 14 of Ejiri et al. (1980) clearly demonstrates the inner

Figure 2. Simulated AU and AL indices and differential flux of electrons with energy 15 keV and equatorial pitch angle of 81° as a function of L and time at mid-
night for Runs 1 (fast solar wind) and 2 (slow solar wind).
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boundaries of the penetrating ions and electrons as a function of energy and L. The inner boundary of the
electrons closely coincides with the theoretical location of the plasmapause indicated by a letter “P” in
Figure 14 of Ejiri et al. (1980). The pitch angle anisotropy Arel depends on wave frequency as indicated by
(10). Here we plot Arel at the wave frequency where the maximum linear growth rate occurs. Obviously,
Arel increases largely, in particular, near the leading edge of the newly injected electrons. The magnetic field
shows day‐night asymmetry. On the dayside, the magnetosphere is largely compressed by the solar wind. On
the nightside, the magnetic field is stretched. The day‐night asymmetry is greater for Run 1 than for Run 2.

3.4. Linear and Nonlinear Wave Growth

Figure 4 summarizes some quantities related to the wave growth at T = 90 min. For Run 1 (fast solar wind
case), major features can be summarized as follows.

1. We seek the maximum value of the linear growth rate ΓL of the whistler‐mode wave at each position by
varying wave frequency ω from 0.01Ωe to 0.99Ωe. The maximum linear growth (MLG) rate normalized to
local cyclotron frequency (Figure 4a) increases to 10−3–10−2 on average at L = 4–5 in the premidnight‐
prenoon region. This is consistent with the simulation result obtained by Jordanova et al. (2010). The
MLG rates occur at wave frequencies of ~0.4Ωe (Figure 4b) at L= 4–5 in the premidnight‐prenoon region.
High‐MLG rates are found in the region where both hot electron density and pitch angle anisotropy Arel

are high (Figure 3).
2. When the wave amplitude reaches the threshold amplitudeΩth (equation (18)), the whistler‐mode waves

are expected to grow nonlinearly (onset of the nonlinear growth). The threshold amplitude at frequency
of MLG (Figure 4c) significantly decreases and is lower than the optimum amplitude (Figure 4d) in the
region where the linear growth rate is high. This implies that the whistler‐mode waves grow due to the
nonlinear processes with high growth rates (Figure 4e). The maximum nonlinear growth rate at the fre-
quency of the MLG is ~4 × 101 (Figure 4e), which is ~3–4 orders of magnitude higher than the linear one
(Figure 4a).

3. We seek the maximum optimum amplitude (MOA) (equation (22)) by varying wave frequency ω. The
MOA takes place at ~0.6Ωe (Figure 4f). The MOA (Figure 4g) increases largely in the premidnight‐
prenoon region, indicating that the whistler waves can grow largely. At the frequency of the MOA, the
nonlinear growth rate ΓN for optimum amplitude (Figure 4h) reaches ~2 × 10−2 at L ~4.0–5.0 in the
premidnight‐prenoon region, which is comparable to, or ~1 order of magnitude higher than that of the
linear growth rate. The nonlinear growth rate ΓN (Figure 4 h) divided by the group velocity of the chorus
wave is related to the convective growth. This means that the wave amplitude increases as the wave pro-
pagates from the equatorial plane (Omura et al., 2013). The nonlinear growth rate ΓN at the MOA
(Figure 4h) is found be high in the premidnight to prenoon region, implying that the chorus waves grow
efficiently as they propagate from the equatorial plane. The whistler waves can be excited at various fre-
quencies in the course of the nonlinear growth (Hikishima et al., 2009). When some of the coherent
waves, including those coming from external sources, are present at the frequency of theMOA, the waves
are expected to trigger chorus waves nonlinearly (Omura et al., 2015).

For Run 2 (slow solar wind case), major features of the simulation results are summarized as follows.

1. The normalized MLG rate (Figure 4i) is ~4 × 10−4 in the midnight‐dawn sector, which is much lower
than for Run 1 (fast solar wind case). The MLG occurred at ~0.4Ωe (Figure 4j).

2. The optimum amplitude is higher than the threshold amplitude (that is,Ωopt >Ωth) (Figure 4l), meaning
that the whistler‐mode waves can grow nonlinearly at the frequency of the MLG. The nonlinear growth
rates at the frequency of the MLG (Figure 4m) are extremely lower than for Run 2.

3. The optimum amplitude (Figure 4o) and the nonlinear growth rates for the optimum amplitude
(Figure 4p) are also high at the wave frequency of theMOA. However, they are smaller, and less extensive
than for Run 1.

Figure 5 summarizes the number densities (Nh and Nc), the pitch angle anisotropy Arel at wave frequency
where the maximum linear growth rate occurs, and the normalized growth rates as a function of L at mid-
night at T= 90min. For Run 1 (left panels), the cold electron density (top panel) decreases with L abruptly at
L ~3.6, which can be regarded as the plasmapause. The hot dense electrons increase at L > 3.6, which origi-
nate from the nightside boundary (tail region). The inner edge of the hot dense electrons nearly coincides
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with the plasmapause. The hot tenuous electrons at L < 3.6 preexist in the inner magnetosphere. Pitch angle
anisotropy Arel (middle panel) increases at L ~4.4–5.5. The bottom panel summarizes the linear and
nonlinear growth rates. The MLG rate (black line) is high in the region where the pitch angle anisotropy
is high (at L ~4.4–5.5). The nonlinear growth rate for the threshold amplitude at the frequency of the
MLG (red line in bottom panel) is also high at L ~4.4–5.3. This indicates that the whistler waves can also
grow due to the nonlinear process when waves grow sufficiently in advance due to the linear process. The
nonlinear growth rates for the optimum amplitude at the frequency of the MOA (blue line in bottom
panel) are high outside the plasmasphere because the hot electron density is high. This implies that the
rising‐tone chorus waves can be emitted significantly outside the plasmapause (Omura et al., 2013). For
Run 2 (the right panels), the linear growth rate is extremely low because of low pitch angle anisotropy
(middle panel). While the pitch angle anisotropy is low, the nonlinear growth rates for the optimum
amplitude at the frequency of the MOA (blue line in bottom panel) are high outside the plasmapause
because the hot electron density is high.

4. Discussion

From these simulation results, we can draw three inferences. First, the whistler‐mode waves can grow first
in a specific region in the premidnight‐postnoon region outside the plasmapause due to the linear mechan-
ism, followed by the nonlinear growth. Second, the whistler waves grow more efficiently over wider areas
under the fast solar wind condition because of deep penetration of hot electrons and the large contraction
of the plasmasphere. Third, the chorus waves grow nonlinearly in the premidnight‐postnoon region outside
the plasmapause for the slow solar wind condition, if coherent whistler waves coming from external sources
are present in the equatorial plane (Omura et al., 2013).

Regarding the first inference, the following processes can occur in a specific region in the premidnight‐
postnoon region outside the plasmapause. (1) The whistler waves grow first due to the linear mechanism.
(2) When the wave amplitude exceeds the threshold amplitude, further growth can take place due to the
nonlinear mechanism (Omura et al., 2009). (3) When the wave amplitude exceeds the optimum amplitude,
the nonlinear wave growth saturates, and the wave amplitude decreases, forming a subpacket with a rising
tone. (4) The nonlinear wave growth process is repeated at progressively higher frequencies, resulting in a
rising‐tone chorus element (Omura et al., 2019; Omura & Nunn, 2011). These nonlinear processes are well
demonstrated by simulations (Shoji & Omura, 2013). Simulation results taking into account the linear
growth only may underestimate the growth of the whistler‐mode waves significantly.

Figure 3. From left to right, number density of cold electrons Nc, number density of hot electrons Nh, pitch angle anisotropy Arel at the wave frequency where the
maximum linear growth rate occurs, and magnetic field B in the equatorial plane at T = 90 min for Runs 1 (top) and 2 (bottom). The Sun is to the left.
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The second inference may be related to the observations that the averaged electron flux measured at geosyn-
chronous orbit increases with the solar wind speed (Baker & Mcpherron, 1990; Kellerman & Shprits, 2012;
Paulikas & Blake, 1979). When the averaged IMF Bz is negative in the fast solar wind stream, the electron
flux is shown to increase (Miyoshi & Kataoka, 2008). According to the global MHD simulation, when the
solar wind speed is high, a large amount of the solar wind kinetic energy is converted to the magnetic energy
(Poynting flux) in the mantle region in the high latitude magnetosphere, together with the solar wind mag-
netic energy (Ebihara et al., 2019). The energy conversion is regarded as a dynamo process in the mantle
region, which is associated with the generation of the Region 1 field‐aligned current and the convection
(Tanaka, 2000). A combination of the enhancement of the convection electric field and the frequent occur-
rence of substorms may result in the deep penetration of hot electrons into the inner region and the contrac-
tion of the plasmasphere (Ebihara & Tanaka, 2013), giving rise to the efficient growth of the waves linearly
and nonlinearly.

For the third inference, we note that triggered chorus waves are observed together with precipitation of ener-
getic electrons in relatively weak geomagnetic activities (Foster et al., 1976; Foster & Rosenberg, 1976;
Rosenberg et al., 1971). According to statistical studies, the chorus waves are often observed at L > ~5 not
only in high geomagnetic activities but also in relatively weak activities, such as the conditions that AE is

Figure 4. (a, i) Maximum linear growth (MLG) rate normalized to local cyclotron frequency ΓL/Ωe, (b, j) normalized wave frequency ω/Ωe at MLG, (c, k) threshold
wave amplitude at MLG, (d, l) ratio of optimum amplitude to threshold amplitude at frequency of MLG, (e, m) normalized nonlinear growth rate for threshold
amplitude ΓN,th/Ωe at frequency of MLG, (f, n) normalized wave frequency ω/Ωe at maximum optimum amplitude (MOA), (g, o) optimum wave amplitude at
frequency of MOA, and (h, p) normalized nonlinear growth rate for optimum amplitude ΓN,opt/Ωe at frequency of MOA in the equatorial plane at T = 90 min for
Runs 1 (top) and 2 (bottom).
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less than 100 (Meredith et al., 2003) and that AL is larger than −200 nT (Li et al., 2016). Large‐amplitude
whistler‐mode chorus waves with amplitude >5 mV/m are often observed in the premidnight‐postdawn
region near the equatorial plane during low geomagnetic activity (AE < 300 nT) (Tyler et al., 2019). The
simulation results show that for the slow solar wind case, the linear growth is suppressed (Figure 4i),
while the nonlinear growth occurs efficiently (Figures 4o and 4p). The calculated AE is 320 nT at this
moment. This may explain the statistical results in terms of the nonlinear growth that is initiated by the
coherent whistler waves coming from other regions.

Coherent elements of the chorus wave are thought to accelerate the electrons efficiently due to the nonlinear
processes (Omura et al., 2007; Summers &Omura, 2007). When an amplitude of the chorus wave is relatively
high and the wave packet is long‐lasting, electrons with energy a few hundreds of kiloelectron volts are
immediately accelerated to a few MeV range through relativistic turning acceleration (Omura et al., 2007)
and ultrarelativistic acceleration (Summers & Omura, 2007), which occurs when an initial Lorentz factor
γ is larger than Ωe0/ω, where Ωe0 is the cyclotron frequency in the magnetic equatorial plane. A numerical
calculation employing a Green's function method shows the acceleration of electrons quickly and efficiently
(Omura et al., 2015). It has also been found that relativistic electrons can be more efficiently accelerated
through Landau resonance with obliquely propagating chorus waves (Omura et al., 2019). These efficient
acceleration processes may explain reasonably the prompt intensification of relativistic electrons during
the substorm interval (Foster et al., 2014).

We have specified the regions where the nonlinear growth of the chorus waves is preferred to occur. The
next step is to calculate the interaction with electrons and to evaluate overall impacts of the nonlinear
growth of the chorus waves on the electron distributions in the inner magnetosphere. The first attempt
has been accomplished by incorporating Green's function method into a test particle simulation (Kubota
& Omura, 2018). The bounce‐averaged treatment of the Green's function method has been suggested by
Omura et al. (2015), which helps implement the method into a global simulation, such as CIMI.

Figure 5. (top) Cold and hot electron densities, (middle) pitch angle anisotropyArel at wave frequency where themaximum linear growth rate occurs, and (bottom)
maximum linear growth rate (black), nonlinear growth rate with threshold amplitude at frequency of MLG (red), and nonlinear growth rate with optimum
amplitude at frequency of MOA (blue) at midnight meridian at T = 90 min for Runs 1 (left) and 2 (right). The growth rates are normalized to the local cyclotron
frequency.
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5. Conclusions

Using the global MHD simulation and the advection simulation (CIMI), we calculated linear and nonlinear
growth rates and threshold and optimum amplitudes for the nonlinear growth. We reached the following
conclusions.

1. In the premidnight‐prenoon region outside the plasmapause, the whistler waves can first grow due to the
linear mechanism, followed by rapid, nonlinear growth accompanied with rising‐tone chorus elements.
That is because at the wave frequency of maximum linear growth (MLG), the threshold wave amplitude
(at which the nonlinear growth begins) decreases, and the optimumwave amplitude (at which the rising‐
tone chorus emission occurs) is much larger than the threshold wave amplitude.

2. For the fast solar wind, hot electrons are transported deep earthward, and the plasmasphere is largely
contracted. The pitch angle anisotropy and the optimum wave amplitude are high. Because of these rea-
sons, the whistler waves can grow more efficiently due to both the linear and nonlinear mechanisms
under the fast solar wind.

3. For the slow solar wind, the linear growth is mostly suppressed, but the nonlinear growth can still take
place when some coherent waves coming from external sources are present. This may explain the persis-
tence of dawn chorus and the large‐amplitude chorus waves that are often observed in weak geomagnetic
activities.
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