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Abstract 

Metabolic disorders such as Diabetes Mellitus are reaching epidemic proportions in 

societies that have incorporated the Western diet. Much research has focussed on the 

detrimental effects of added sugars in the diet and in particular, the effects of fructose and 

high fructose corn syrup (HFCS). Better understanding on how these sugars are 

metabolised and the signalling pathways they induce at the cellular level is required. 

Prevention through improved diet and exercise are always the best approach to 

minimising lifestyle diseases, however, for individuals who have a metabolic disorder, 

non-pharmaceutical intervention is always desired. The use of vanadium-derived 

complexes as dietary supplements or used in food fortification offer one such alternative 

due to their purported antidiabetic and anti-cancer effects; however, their mode(s) of 

action are still not completely understood. 

This study used vibrational spectroscopic techniques such as Fourier-transform infrared 

(FTIR) microspectroscopy to gain insights into biochemical changes induced by sugars 

and treatments with sodium orthovanadate. Treatments were applied to the insulin-

responsive cell lines 3T3-L1 mouse adipocyte (fat cells) and HepG2 (human 

hepatocarcinoma, HCC) as they have been reported to be representative models for 

understanding biochemical changes induced by diet and treatment. FTIR spectra were 

collected on multiple cells treated with increasing concentrations of vanadate in a similar 

manner to standard cytotoxic assays, where strong correlations were found between the 

standard cell viability curves and principal component scores plotted versus vanadate 

concentration. It was also found that the combined FTIR/chemometrics (multivariate) 

models developed in the cytotoxic assay studies provided deeper insights into the 

biochemical processes induced by vanadate where its anti-diabetic effects were 

interpreted, followed by its transition to cytotoxic effects. The cytotoxic assay method 

and chemometrics models allowed the estimation and verification of IC50 values that 

could be used to further assess vanadates cytotoxic effects with the use of rational design 

of experiments (DoE). 

Analysis of the FTIR spectra acquired from the DoE study further confirmed the findings 

of the cytotoxicity studies and provided insights into the unique metabolic pathways 

induced by fructose, particularly its ability to induce protein synthesis, which is a 

hallmark of fructose metabolism. Combined vanadate-fructose treatments were shown to 

increase oxidative stress in all cell types studied, consistent with the literature, and 
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resulted in apoptotic pathways that were characterised by lipid synthesis and subsequent 

peroxidation, resulting in lipotoxicity. 

In the HepG2 cell line, low concentrations of vanadate were observed to increase cell 

viability in the presence of glucose and unexpectedly, viability was induced through 

protein synthesis rather than de novo lipid synthesis. It was found that lipid synthesis in 

HepG2 cells was a characteristic of induced apoptotic pathways, however, when vanadate 

reached a critical concentration, protein aggregation and the possible transition of HepG2 

cells from an epithelial to a mesenchymal phenotype occurred. When the new phenotype 

was treated with normal supplemented media, it was observed that the cells reverted back 

to their epithelial phenotype, however, more work is required to verify this observation. 

Hyperspectral imaging and chemometrics were used to investigate the effects of the DoE 

treatments on 3T3-L1 adipocytes using laboratory-based FTIR imaging systems and a 

special four-beam synchrotron based focal-plane-array (FPA) system to better understand 

compositional and morphological changes induced in single cells. These studies revealed 

a common pattern in all treatments where membrane and interior lipid compositions could 

be partitioned into the first principal component of all images, while the second principal 

component images revealed lipid and fatty acid compartmentalisation, providing insights 

into the way adipocytes store lipids and fatty acids into specialised compartments. 

Overall, the investigations performed in this study have established improved protocols 

for optimising FTIR spectral acquisition parameters, leading to the reduction of noise, 

and the acquisition of spectra that provided detailed insights into the biochemical 

processes occurring within treated cells that can be used to compliment standard 

biochemical assay techniques. FTIR is an averaging method and is not specific in terms 

of being able to identify individual proteins or specific pathways, however, it was able to 

provide detailed average environmental changes that were consistent with known 

biochemical pathways, which have provided new insights into the biochemical 

mechanisms induced by vanadium compounds in terms of their anti-diabetic and anti-

cancer action. 
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Chapter 1 Spectroscopic and Chemometric Investigations into 

the Modes of Action of Vanadium Prodrugs for Better 

Understanding of the Metabolic Syndrome 
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1.1 Introduction: The Sugar Epidemic 

“Fructose is a poison that is slowly killing us” is a big claim made by David Gillespie in 

the book Sweet Poison.1 Fructose is a naturally occurring simple sugar, primarily found 

in fruits (the name fructose is derived from the words “fruit sugar’) and its major delivery 

source to the body is either through the consumption of table sugar (sucrose), fruit/fruit 

juices, or a product known as High Fructose Corn Syrup (HFCS).2 Sucrose is a 

disaccharide (two sugar groups chemically bonded) of glucose and fructose,3 rapidly 

hydrolysed in the body into its monomers (monosaccharides). Figure 1.1 provides the 

cyclic chemical structures of sucrose and its hydrolysis into D-glucose and D-fructose.  
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Figure 1.1: The structure of the disaccharide sucrose, glucose and fructose (only the predominant chemical 

structures are given). 

The consumption of foods and food supplements with moderate to large amounts of added 

sucrose has been claimed to have deleterious effects on the health and wellbeing of many 

people worldwide.4 However, bodies such as Nutrition Australia have refuted the claims 

made in the Sweet Poison book that sugars such as fructose are detrimental to health 

stating “Sweet Poison is based on gross misinterpretations of key aspects of the scientific 

literature, and entirely ignores others”.5 A number of scientific papers cited within the 

Sweet Poison book, takes a contrary stance to this assessment.2-4,6 However, an evidence-

based review of the effect of normal dietary intake of fructose on obesity in healthy 

individuals found when fructose was delivered in a normal dietary manner, the incidence 

of hyperlipidaemia and obesity did not increase and biologically relevant changes in 

triacyl glycerides (TAGs) or body weight did not occur.7 

The key point is in the statement “normal dietary manner”. Prior to recent modernisation 

(mid to late 1800’s), humans consumed between 16-24 g of fructose daily in the form of 

fruits and honey.  Today, daily fructose consumption is in the range of 8-100 g due to 

refined foods and processed fructose.2,8 A higher than average intake of added sugars is 

linked to the onset of metabolic diseases such as type 2 diabetes mellitus (T2DM),2-4 

cardiovascular disease (CVD),3,9 obesity and cancer.8 Such consumption levels are also 
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strongly linked to fructose not being regulated by the body’s insulin pathway,10-11 in the 

same way it regulates glucose.  

Figure 1.2 provides a schematic illustrating glucose and fructose metabolism in the liver. 

Post ingestion of sucrose through the stomach leads to molecule breakdown into its 

component monosaccharides, in the duodenum. In the case of HFCS, fructose is already 

available for metabolism. Food nutrients, such as amino acids and simple sugars, are 

transported to the liver through the portal vein where metabolism starts. Hepatocytes 

transform the nutrients into fuels and precursors required by other parts of the body that 

are removed from the liver via blood.12 

In healthy individuals, glucose is utilised by skeletal (muscular) and adipose tissue, then 

converted into energy reserves regulated through the secretion of the hormone insulin and 

transported into cells through the glucose transporter proteins (GLUTs) in particular 

GLUT1 and predominantly GLUT4.13-14 A major role of adipose tissue is lipid storage as 

fuel reserves in the form of TAGs.15 During fasting or increased energy demand, fuel 

stored in adipose tissue is used to provide energy to other tissues throughout the body. 

Adipose tissue mainly consists of adipocytes, which until recently were thought to only 

store energy; however, they are now recognised to have other important functionality in 

key physiological processes as discussed in Chapter 4, which are important to the 

development of obesity and metabolic syndrome.16  

In complex signalling pathways postulated to originate in the hypothalamus, specific 

hormones moderate food intake and control glucose and energy homeostasis. Ghrelin is 

a fast-acting hormone produced in the gastrointestinal tract with many functions including 

its orexigenic function (i.e., stimulation of hunger), ability to regulate glucose 

homeostasis through insulin inhibition, regulation of energy expenditure through 

thermogenesis and cardio-protective functionality.17 It is a key regulator of obesity, 

insulin resistance and diabetes and these functions are independent of its orexigenic 

effects, possibly through a mechanism of energy dysregulation.17  

Leptin is primarily produced in adipose tissue and to a lesser extent in the stomach and is 

released into the circulatory system as a function of adipocyte energy stores.18 It functions 

as a feedback mechanism for the reduction of food intake, thus regulating body weight 

and energy homeostasis. Leptin secreted in the stomach is stimulated by insulin released 

during food intake, supressing appetite and producing a sense of satiety.19 
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Figure 1.2: Sugar metabolism in the liver. Sucrose is cleaved in the small intestine into glucose and 

fructose. Glucose metabolism is regulated by the insulin pathway, whereas fructose metabolism is 

unregulated. In this figure, the following definitions are: HK, hexokinase; FK, fructokinase; ADP, 

adenosine diphosphate; ATP, adenosine triphosphate; PHI, phosphohexose isomerase; F-1-P, fructose-1-

phosphate; G-6-P, glucose-6-phosphate; F-6-P, fructose-6-phosphate; F-1,6-P, fructose 1,6-biphosphate; 

PFK-1, phosphofructokinase; GA, glyceraldehyde; G-3-P, glycerol-3-phosphate; DAHP, 

dihydroxyacetone phosphate; GA-3-P, glyceraldehyde-3-phosphate; PK, pyruvate kinase; Acetyl-CoA, 

acetyl coenzyme A; NADHP, nicotinamide adenine dinucleotide phosphate; and TCA, tricarboxylic acid 

cycle (citric acid or Kreb’s cycle). Each enzyme plays its role in converting glucose and fructose into energy 

stores for utilisation by the various tissues in the body. Adapted from Port, et al. Curr Opin Endocrinol 

Diabetes Obesity, 2012, 19:367-374, with permission Wolters Kluwer Health, Inc.20 
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Excessive food intake, induced by hyperphagia, results in overexpression of circulating 

leptin, which is believed to lead to long term leptin and insulin resistance.21-22 The 

mechanisms of leptin resistance are unclear and there is no consensus whether 

abnormalities in ghrelin and leptin signalling are a cause or consequence of obesity, 

however, it is established that obese patients are leptin resistant.23   Figure 1.3 describes 

the ghrelin, insulin and leptin pathways in sugar metabolism used in cells and tissues to 

maintain glucose and energy homeostasis. 

1.2  Fructose Metabolism 

Fructose is not regulated by the insulin pathway (Figure 1.2) but it uses the GLUT5 

transporter in the small intestine where it is absorbed at a slower rate than glucose. 

Fructose is cleared at a rate >70% from portal circulation and transported to the liver8,20,24 

where it is phosphorylated by fructokinase,10 to fructose-1-phosphate (F-1-P), which is 

then cleaved by aldolase-B into triose phosphates where it promotes de-novo lipogenesis 

(DNL) in hepatocytes. This leads to the production of TAGs that circulate through the 

blood, as shown in the fructose metabolism pathway in Figure 1.2 and conceptualised in 

Figure 1.3. When excessive uptake of TAGs occurs, such as in adipocytes,25 the cells 

become enlarged, which can result in obesity, insulin resistance and metabolic disorders 

through a process known as hypertrophy. Adipocyte hypertrophy is associated with 

dysfunctional adipose tissue induced by cellular stress, decreased metabolic flexibility 

and diabetes, as the cells attempt to adapt to excessive nutrient levels to protect other 

tissues from lipotoxicity.26 In adipocytes, GLUT5 expression is confined to the plasma 

membrane, where it is responsible for cellular uptake of fructose from the blood.27  

Hypoxia increases GLUT5 expression nine-fold in humans, which is an interesting 

finding given that hypoxia becomes more common in obese individuals.28 When the 

adipocyte cell diameter exceeds 100 µm, hypoxia may ensue because the tissue diffusion 

distance of O2 is exceeded, resulting in the release of hypoxic-response genes, 

endoplasmic reticulum and oxidative stress conditions, inflammation and metabolic 

dysfunction.26,29 By deduction, GLUT5 expression induced by higher serum fructose 

content, increases TAG production and hypertrophy that leads to leptin dysfunction, 

insulin resistance and metabolic syndromes, and the processes that regulate adipocyte 

hypertrophy are poorly understood.26  
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Figure 1.3: Conceptualisation of the ghrelin, insulin and leptin cascade. Preprandial signalling through 

ghrelin results in the feeling of hunger. After food ingestion and breakdown, nutrients, including sugars 

such as glucose and fructose are metabolised, primarily in the liver until a feeling of satiety has been 

reached. Adipose tissue then releases leptin which crosses the blood brain barrier and signals the 

hypothalamus to limit the intake of more food.17 

Adipocytes are approximately 90% lipid,30 consistent with the optical micrograph 

(Figure 1.4) fixed to a calcium fluoride (CaF2) window. The optical micrograph shows 

the multilocular morphology of the cell associated with the lipid droplets and when these 
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become too large, hypertrophy can restrict O2 entry, resulting in the release of toxic 

cytokines (adipokines) that can trigger biochemical pathways associated with 

inflammatory responses and disease.31-32 

 

Figure 1.4: Diagrammatic and optical micrograph of a single 3T3-L1 mouse adipocyte cell collected during 

this work. 

Even though high levels of fructose are cleared by portal circulation, significant amounts 

escape into circulation following a large fructose load, which is taken up primarily by the 

kidney, muscle and adipose.20 Studies have shown that serum fructose concentrations 

increase 50-100-fold (2-4 mM) over basal levels (0.04 mM),33 with oral loads of 0.5 

g/kg.34-35 

The rapid depletion of adenosine triphosphate (ATP) and phosphate reserves increases 

adenosine monophosphate (AMP) with ADP/ATP ratio, which leads to an increase in 

purine nucleotide degradation to produce uric acid to restore balance.20 Uric acid is a 

possible biomarker of impaired hepatic function29 and excess production can lead to a 

condition known as hyperuricaemia. However, fructose overconsumption impairs this 

balance leading to irregular ATP homeostasis in obese diabetics with a corresponding 

increase in unregulated TAG production,10,29 The increased uric acid production results 

in proinflammatory and oxidative effects which have been inferred in the development of 

non-alcoholic fatty liver disease (NAFLD).36 

When aldolase-B cleaves F-1-P into glyceraldehyde (GA) and dihydroxyacetone 

phosphate (DAHP), these can enter glycolysis. DAHP and glyceraldehyde-3-phosphate 

(GA-3-P) are produced during the regulated metabolism of glucose in the liver and all 

three intermediates are in equilibrium. Therefore, fructose metabolism bypasses two 

major rate limiting steps of the insulin pathway, glucokinase and PFK1,10 enabling 

fructose-derived intermediates to enter the glycolytic pathway downstream of these 

enzymes. Fructose overrides the PFK1 termination of glycolysis resulting in ATP 
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production that downregulates mitochondrial oxidative respiration, leading to DNL and 

nucleotide biosynthesis and, therefore, the consumption of high doses of fructose can 

result in unregulated TAG production.20 

Increased DNL promotes dyslipidaemia, impairs insulin sensitivity, increases 

endoplasmic reticulum stress, induces mitochondrial dysfunction, increases apoptotic 

activity and visceral adiposity.37 This is because there is no feedback mechanism 

regulating fructose phosphorylation, which when left unchecked, depletes hepatic ATP 

regardless of cellular energy status.20 This depletion is associated with an arrest in hepatic 

protein synthesis and induces inflammatory and pro-oxidative hepatic cell damage,29 with 

an unfavourable energy balance that is different from a maintained energy state via 

insulin-regulated glucose metabolism. 

In insulin-regulated glucose metabolism, a decrease in ATP favours mitochondrial 

respiration over glycolysis, however, unchecked fructose phosphorylation promotes 

glycogen synthesis and glycolysis to initiate hepatic glucose disposal but antagonises the 

usual insulin-regulated feedback mechanisms.20 Continued exposure to fructose 

upregulates the GLUT5 fructose transporter and fructokinase, thus self-perpetuating 

DNL. Typically, in insulin-regulated metabolism of glucose, AMP is re-phosphorylated 

to ATP by adenosine monophosphate kinase (AMPK) in a balanced manner to maintain 

glucose and energy homeostasis. Insulin decreases glucagon levels and AMPK activation, 

hypothesised to increase fatty acid oxidation, reduce adiposity, and improve 

mitochondrial function in skeletal muscle.38 Individuals with insulin resistance, diabetes 

or obesity experience greater impairment in energy homeostasis compared to healthy 

individuals.39 

1.3  Metabolic Syndrome; its Causes, Complications and Effects 

According to the World Health Organisation (WHO) and the International Diabetes 

Federation (IDF), from 1980 to 2014, diabetics increased 390% from 108 to 422 million40 

and this number is expected to reach 700 million by 2045.41 The IDF estimates that in 

2019 the health expenditure of diabetes was USD 760 billion. 

The question arises, what is the major contributor to the rapid increase in these diseases, 

particularly over the past half century? The dominant theory links increases in obesity, 

diabetes and its complications to the increase in sugars added to foods and beverages 

available to the everyday consumer and increased consumption of processed foods 

common to the “Western Diet”.4 In the USA, where obesity, T2DM and other related 
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diseases are almost at epidemic levels,2 the corn industry is highly subsidised for 

production of High Fructose Corn Syrup (HFCS).42 The background of how corn became 

a food staple and the origins of its widespread incorporation into the diet is well 

described.43-44 Gross, et al.2 provides a short history about the discovery and production 

of HFCS and, in particular, its positive correlation to T2DM (at the 0.038 significance 

level). 

Changes in carbohydrate quality in processed food and the risk of T2DM are yet to be 

quantified.2 Refined foods have increased carbohydrate content and subsequently 

decreased dietary fibre has paralleled the upward trend in the prevalence of obesity and 

T2DM. Viscous, non-fermentable dietary fibres have positive metabolic effects, such as 

reduction of post-prandial glucose and insulin concentrations, reduction of adiposity 

through reduced glucose diffusion in the small intestine, increased mitochondrial 

biogenesis and fatty acid oxidation in skeletal muscle.38  While there is some consensus 

that high carbohydrate diets may exacerbate the occurrence of insulin resistance and 

metabolic syndrome, it is the type of carbohydrate and its intake that is a contributing 

factor, with dietary fibre having an overall positive effect on health and wellbeing.45  

Gillespie1 discusses the work of T.L Cleave, captain-surgeon of the Royal British Navy, 

where the term ‘saccharine disease’ was coined.  Cleave observed that a large number of 

modern diseases were the result of the refinement of raw grains and fruits/vegetables into 

energy-dense, highly palatable foods, produced through the removal of the majority of its 

dietary fibre content. This was one of the main outcomes of the review by Gross, et al.2 

The Adult Treatment Panel III of the National Cholesterol Advisory Panel defines 

metabolic disorder as the “constellation of lipid and non-lipid risk factors of metabolic 

origin”.46 This metabolic syndrome is linked to biochemical and physiological 

abnormalities associated with the development of obesity, insulin resistance, 

hypertension, CVD, dyslipidaemia and T2DM.2-3,9-10 The non-regulation of hepatic 

fructose metabolism may lead to metabolic syndrome and T2DM.3 Although this type of 

diabetes is manageable using a strict diet, it is currently not fully curable using non-

invasive means47 and eventually leads to a decline in the health of the individual.25 T2DM 

is characterised by chronic hyperglycaemia (elevated blood sugar) and insulin resistance 

typically induced by poor diet and sedentary lifestyles. This results in ineffective insulin 

utilisation damaging the nervous system and blood vessels (epithelium) and sets it apart 

from Type I diabetes, where insulin is not produced by the body at all.48  
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The cascading effect of obesity to metabolic syndrome and increased risk of diabetes, 

CVD and cancers through elevated levels of circulating insulin, fructose and glucose 

leading to inflammation and oxidative stress (Section 1.5.3), has been well 

documented.49-50 Non-regulated fructose metabolism in the liver increases levels of 

TAGs, which results in higher blood viscosity and the deposition of a higher than normal 

fat and lipid content into the body.6 Non-alcoholic fatty liver disease (NAFLD) and the 

rise of T2DM parallels an increase in fructose consumption, particularly in the USA 

where many foods and beverages are sweetened with HFCS. Diabetic obese individuals 

have a more severe form of NAFLD.29 

Hyperphagia and elevated levels of insulin and leptin are common features in obese 

individuals.22 This is paradoxical as leptin inhibits food intake and is expected to reduce 

insulin levels;51 however, obesity impairs both actions by inducing leptin and insulin 

resistance. This dual resistance is most detrimental for those predisposed to weight gain 

or diabetes as the adipostat is impaired for such individuals.22  

Cancer cells undertake anaerobic glycolysis with a large glucose flux, even in the 

presence of oxygen to fuel growth, known as the Warburg effect.52 In the liver, when 

glycolysis and mitochondrial respiration are uncoupled, fructose may favour a Warburg-

type phenotype in proliferating cells.20,53 Oxidative stress and compromised antioxidant 

defence caused by DNL may also be a risk factor because the nature and composition of 

the lipids are related to the onset of insulin resistance, NAFLD, T2DM, and kidney 

disease.29,37  

Cancer cells use the less energetically favourable and slower anaerobic glycolysis route 

of fructose metabolism, whereby lactate production is minimised to result in less acidic 

conditions and promotion of metabolite generation for protein synthesis.54-55 Individuals 

with obesity and diabetes have an increased cancer risk, mainly as a consequence of 

increased circulating insulin and blood glucose. Diabetics have four times the amount of 

fructose-derived advanced glycation end products in their serum, higher fasting fructose 

levels and increased GLUT5 expression in the intestine and muscles relative to healthy 

individuals, putting them at higher risk of developing cancers with more aggressive 

phenotypes.56-57 

There is considerable interest in the development of pharmaceuticals for adiposity 

reduction,38 but current pharmaceuticals only manage short-term symptoms. Drugs such 

as Metformin and thiazolidinediones treat acute symptoms of T2DM by improving 
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glycaemic control and decreasing endogenous insulin secretion.56 However, they may 

also suppress fibrosis, which is believed to regulate the reciprocal balance between 

adipocyte hypertrophy and preadipocyte hyperplasia.26 Alternative non-pharmaceutical 

approaches are based on food fortification and better agricultural practices that help with 

glucose and fructose clearance from the circulatory system after eating.38 Vanadium 

based pro-drugs are one particular option (Section 1.5). 

1.4  Insulin and Insulin Resistance  

1.4.1 Insulin 

Insulin facilitates glucose cellular uptake; regulates carbohydrate, lipid and protein 

metabolism; promotes cell division through mitogenic effects; and inhibits ketogenesis 

and gluconeogenesis and glycolysis, glucose storage, lipid synthesis and storage (Figure 

1.2).15,58 It binds to insulin receptors located mainly on cell membranes and when insulin 

binds to the extracellular α-subunit of the receptor, conformational changes to enable 

ATP binding to the intracellular β-subunit initiates phosphorylation and confers tyrosine 

kinase activity.59-60 This results in phosphorylation of insulin responsive substrates (IRS), 

which initiates a series of signalling processes that further induce intracellular insulin 

activity. The activation of phosphatidylinositol-3-kinase (PI3K) mediates metabolic 

effects of insulin by promoting the translocation of the glucose transporter proteins 

(GLUTs) in muscle and adipocytes, glycogen, lipid and protein synthesis, anti-lipolysis 

and the control of hepatic gluconeogenesis.60 

In muscle and fat (adipocyte) cells, insulin-stimulated translocation of the glucose 

transporter (GLUT4) to the plasma membrane reduces glucose levels in plasma,13 by 

providing an aqueous pore across the membrane (Figure 1.5). Insulin also stimulates the 

production of glycogen, a long-term energy store composed of polymers of glucose.59,61 

In the liver, insulin suppresses the hepatic glucose output and lipogenesis, and it inhibits 

lipolysis. Lipogenesis refers to the biosynthesis of fatty acids whereas lipolysis refers to 

the breakdown of lipids into free fatty acids. Unregulated DNL is associated with negative 

health consequences such as insulin resistance, diabetes and cancer by elevating levels of 

insulin, circulatory glucose, inflammation and oxidative stress.20   

Figure 1.6 provides a diagrammatic representation of hepatic glucose metabolism. 

Increased circulating glucose levels are the primary stimulus for insulin secretion from 

pancreatic β-cells, which increases intracellular ATP and closes K+-ATP channels.46 

Insulin secretions are also induced by neural stimuli, adrenergic pathways, peptide 
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hormones such as leptin and adiponectin, and amino acids.46 The counter-regulatory 

hormone to insulin is glucagon, which regulates blood glucose concentrations.62 

 

Figure 1.5: Circulatory insulin binds to the α-subunit of the insulin receptor (tyrosine kinase), which then 

autophosphorylates at the trans-membrane β-subunit to activate its catalytic activity. This triggers a 

complex sequence of cascades, including activation of PI3K and PIP3 to TC10 activation and translocation 

of GLUT4 to the cell membrane, to facilitate glucose entry into the cell for metabolism. Glucose is 

converted into glycogen for storage and excess glucose can also be converted into TAGs and free fatty 

acids (FFA).60,63 Adapted by permission from Springer Nature, Saltiel and Kahn, Insulin signalling and the 

regulation of glucose and lipid metabolism, copyright,  2001.60 Created with BioRender.com. 

Under tight regulatory control, fasting insulin levels prevent uncontrolled hydrolysis of 

TAGs and limits gluconeogenesis, thereby maintaining normal fasting blood glucose 

levels.46 Non-esterified fatty acids (NEFA) are released from the liver, adipocytes or 

small intestine from excess carbohydrate loads, which in turn, increases liver hepatic 

glucose output, reduces peripheral insulin sensitivity and may also modify glucose 

stimulated insulin secretion (GSIS).64 

Insulin production based on food intake and that induced by exercise draw on GLUT4 

from distinct intracellular compartments, indicating that exercise may be an effective 

therapy in relieving metabolic disease based on the differential action of exercise and 

insulin on GLUT4 traffic.14,65 Better understanding of the action of GLUT4 and insulin 

resistance is the subject of ongoing research, particularly in light of the notion that 

GLUT4 defects in one part of the body could act as a signalling system to the rest of the 

body. The pancreas does not contain GLUT5 transporters, so when fructose is consumed, 

it does not release insulin, nor does fructose stimulate the release of gastric inhibitory 

peptide, which also induces insulin10 and leptin66 secretion.  
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Figure 1.6: GLUT2 transports glucose into the liver for metabolism, energy storage (glycogen) and its 

subsequent release through the process of gluconeogenesis. It can also use glucose for gene expression, or 

mitochondrial processing of pyruvate via the Kreb’s cycle into Acyl-CoA for further conversion into fatty 

acids. For acronyms see Figure 1.2 in addition to: F-1,6-Pase, fructose 1,6-biphosphate kinase; PEPCK, 

phosphoenolpyruvate carboxykinase; SREBP, sterol regulatory element binding protein; HNF, hepatic 

nuclear factor; FoxA, forkhead protein; PGC1, PPARγ-co-activator 1; ACC, acetyl-CoA carboxylase; and 

FAS, fatty-acid synthase. Adapted by permission from Springer Nature, Saltiel and Kahn,60 Insulin 

signalling and the regulation of glucose and lipid metabolism, copyright,  2001. Created with 

BioRender.com. 

1.4.2 Insulin Resistance 

Insulin resistance is defined as dysfunctional glucose uptake into muscle and adipose 

tissue along with glucose oversupply from the liver. In this condition, insulin is unable to 

produce its responses such as increasing glycogen synthesis and decreasing 

gluconeogenesis,10 which results in hyperinsulinemia. The actions of insulin are 

influenced by many other hormone related processes in the body, including interactions 

with growth hormones that act to prevent hypoglycaemia.46 Where insulin promotes 

glycogen synthesis and inhibits its breakdown, hormones such as glucagon promotes 

hepatic glycogenolysis, gluconeogenesis and ketogenesis. The ratio of insulin to glucagon 

determines the degree of phosphorylation or dephosphorylation of relevant enzymes and, 

therefore, nutrients flux into or out of storage.67  
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The origins of human insulin resistance are still unclear and have been associated with 

post-receptor defects in insulin signalling, including deficiencies or changes in tyrosine 

phosphorylation of IRS proteins, or abnormalities in GLUT4 function.65 The primary sites 

of insulin resistance are muscles, adipose tissue and the liver. In adipocytes, glucose is 

transported into to the cell by GLUT4 in an insulin-dependent manner where it is 

estimated that adipose tissue accounts for 10% of insulin stimulated whole body glucose 

uptake.68 Adipocytes influence glucose disposal through the production of FFAs and they 

secrete a number of cytokines that have systemic effects on insulin resistance. These 

include interleukin-6 (IL-6), tumour necrosis factor (TNFα), plasminogen activator 

inhibitor (PAI-1), angiotensinogen and leptin.69 Increased plasma FFA concentrations 

induce insulin resistance through inhibition of glucose transport activity, thought to be a 

consequence of decreased IRS-1 associated PI3K activity.68-69 Overall, dyslipidaemia 

occurs long before glucose tolerance becomes impaired70 and decreased  IRS-1 

expression and downstream signalling events are associated with insulin resistance.68 

The resulting hyperinsulinemia in insulin resistant individuals is also related to the onset 

of hypertension.10 Somatostatin release reduces blood pressure along with 

pharmaceuticals, such as Metformin (through the stimulation of AMP-activated protein 

kinase71), thiazolidinediones (through changes in TNFα, FFAs and resistin72) and pro-

drugs based on vanadium (Section 1.5.1).73 Insulin resistance within the endothelium may 

result in endothelium dysfunction, which may then lead to hypertension through increased 

vascular resistance.10 Endothelial dysfunction also leads to insulin resistance in skeletal 

muscle tissue from decreased blood flow.74 Increased endothelin-1 (ET-1) release 

induced by fructose is related to hyperinsulinemia which is a contributor to blood 

pressure,10 and while regulated secretion of ET-1 can promote GLUT4 translocation and 

stimulate glucose uptake, chronic treatment induces insulin resistance in adipocytes.75-77 

Other mechanisms by which insulin resistance leads to hypertension include elevation in 

angiotensin II (Ang II), a known vasoconstrictor that reduces blood flow and glucose 

uptake into insulin sensitive tissues,78 nitric oxide (NO) defects,79 oxidative stress,10 and 

uric acid production.80 These conditions produce reactive oxygen species (ROS) to reduce 

production of vasodilators, increased inactivation of NO and increased production of 

vasoconstrictors.10,65  

Studies in T2DM patients show an inverse relationship between oxidative stress and 

insulin action,81 and leads to a reduction in GLUT4 translocation, thus impairing the 
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insulin signalling pathway.82 The increased production of ROS as superoxide has been 

observed in individuals with insulin resistance and highly correlates with the development 

of atherosclerosis in these individuals.83 Acute antioxidant treatments have been shown 

to improve insulin sensitivity and endothelial function through the reduction of ROS with 

a corresponding decrease in CVD.84-85 

For CVD and atherosclerosis, insulin action on vascular cells is mediated by two 

pathways, the IRS/PI3K/Akt pathway, which is anti-inflammatory, reduces antioxidant 

stress and promotes antiatherogenic activity through the release of NO, the expression of 

heme oxygenase 1 (HO-1) and vascular endothelial growth factor (VEGF) and reduction 

of vascular cell adhesion molecule 1 (VCAM-1). The Grb/Shc/MAPK pathway may 

stimulate mitogenic or chronic actions of insulin, which is proatherogenic resulting in the 

expression of ET-1 and PAI-1.86 Insulin also has an antiatherogenic action on vascular 

cells, which indicates that insulin may act in a protective manner towards the vascular 

wall. The protective effect induced by the IRS/PI3K/Akt pathway can be reversed by the 

MAPK pathways, which is not inhibited in diabetes by hyperinsulinemia and FFAs where 

it may activate a different set of signalling pathways, including the atherogenic pathway.87 

The impairment of insulin mediated glucose metabolism in the heart in insulin-resistant 

and diabetic individuals results in increased use of FFAs released into circulation and a 

corresponding elevation in ROS, decreased cardiac mitochondrial function and, in some 

cases, apoptosis.88  

The liver does not require insulin for glucose uptake; however, it accounts for 30% of 

whole-body insulin mediated glucose disposal where it is required to facilitate key 

metabolic processes.89 Impaired hepatic insulin utilisation results in increased glucose 

output via gluconeogenesis and as a result, the corresponding hyperinsulinemia promotes 

mitogenic effects, particularly on endothelial smooth muscle cell proliferation, which are 

believed to contribute to atherosclerosis.65 In insulin resistance, increased FFA flux in the 

liver tends to promote hepatic very low-density lipoprotein (VLDL) production.90 This is 

believed to result in the observed hypertriglyceridemia and impaired glucose uptake 

observed in individuals with insulin resistance and these effects may be mediated through 

inhibition of IRS-associated PI3K activity.69 Figure 1.7 provides a model of insulin 

resistance in endothelial cells. 
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Figure 1.7: Model of insulin resistance in endothelial cells. Elevated levels of Ang II, FFAs, glucose, and 

proinflammatory cytokines induced by insulin resistance and diabetes result in the stimulation of PKC 

isoforms to phosphorylate IRS1/2 and PI3K and inhibition of the IRS/PI3K/Akt pathway. The stimulation 

of the SOS/Grb2/MAPK pathway by insulin is unaffected or even enhanced. The selective loss of insulin 

activity via the IRS/PI3K/Akt pathway causes the reduction of its antiatherosclerotic action and contributes 

to acceleration of atherosclerosis and other cardiovascular pathologies in diabetes. PTEN, phosphatase and 

tensin homolog. Adapted from the American Diabetes Association, King, et al. Selective Insulin Resistance 

and the Development of Cardiovascular Diseases in Diabetes: The 2015 Edwin Bierman Award Lecture, 

2016, copyright, all rights reserved.86 Created with BioRender.com. 

1.4.3 Fructose Induced Insulin Resistance 

Since fructose metabolism in the liver is unregulated, rapid and depletes ATP levels, this 

acts like ischemia and can cause production of inflammatory proteins, endothelial 

dysfunction and oxidative stress.39 Furthermore, fructose stimulates triglyceride 

production and fat deposition in the liver and the production of uric acid in a 
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concentration-dependent manner,91-92 which are all reported to be responsible for its 

ability to induce metabolic syndrome (Figure 1.8).39  

Insulin mediated endothelial NO release accounts for one third of the action of insulin in 

increasing blood flow to muscle and peripheral tissues to enhance their uptake of 

glucose.93 However, in both cell and animal studies, uric acid reduces endothelial NO 

bioavailability and an increase in ROS through a mechanism involving uric acid oxidant 

production, which further induces oxidative modifications of proteins and lipids.94 

Evidence also exists that insulin resistance is affected by uric acid in adipocytes through 

inflammation and oxidative stress.95 

Lowering uric acid levels reduces key features of metabolic syndrome including 

hypertension, hypertriglyceridemia, hyperinsulinemia, insulin resistance, renal 

vasoconstriction and renal microvascular disease.39 Antioxidants, such as vitamin C, 

block the actions of uric acid in a number of cell types and in fructose fed rat models, 

which are believed to be a direct blocking of the effects of fructose.  Uric acid can have 

a dual role, depending on the physiological state, where it can act as an antioxidant,96 or 

can induce oxidative stress as previously mentioned with adipocytes, through stimulation 

of NADP oxidase.94 

Therefore, compelling evidence exists that excessive fructose intake leads to the onset of 

pathophysiological effects resulting in insulin resistance, metabolic syndrome, T2DM, 

CVD and cancer. The aetiology of the metabolic syndrome is not well understood and its 

elucidation is complex given the myriad potential pathways the disease progression can 

take in terms of demographics and predisposition to disease. The symptoms of T2DM are 

typically not the root cause of its origins and the many models developed to date have 

only found some of the pieces required to fully understand the full metabolic pathway. 

Prevention is always better than cure, however, for those with T2DM and its 

complications, the search for safe and effective treatments may be the only hope to 

maintain a reasonable lifestyle until full understanding of the disease is made. 

1.4.4 Endothelin Induced Insulin Resistance 

Endothelin-1 (ET-1) is a vasoconstrictor produced by endothelial cells to result in 

hypertension and also inhibits insulin-stimulated glucose uptake in adipocytes.97 ET-1 is 

one of three isopeptides ET-1, ET-2 and ET-3, that act on different receptors to result in 

a variety of pathophysiological responses in various cell types including the inhibition of 

glucose uptake mentioned above. 
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Figure 1.8: Fructose induces insulin resistance through the overproduction of TAG/VLDL and through the 

uric acid pathway. GLUT5 fructose transport leads to phosphorylation by F1K in an unregulated manner to 

result in rapid depletion of ATP. This activates the uric acid pathway leading to a reduction in insulin-

dependent NO-mediated vascular dilation and other cellular effects in adipocytes. De novo lipogenesis 

(DNL) produces intracellular triglycerides that can induce insulin resistance. Adapted from Johnson, et al.39 

Hypothesis: Could Excessive Fructose Intake and Uric Acid Cause Type 2 Diabetes? Endocrine Reviews, 

2009, 30(1):96-116, by permission of Oxford University Press.  

ET-1 (Figure 1.9) is present in higher levels in individuals with insulin resistance, T2DM, 

obesity and hypertension.97-98 The pathway to ET-1 overproduction, leading to pro-

atherosclerotic activity is via the RAS/MEK/ERK pathway (Figure 1.7).86,99  
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Figure 1.9: Chemical structure of Endothelin-1 (ET-1) a potent vasoconstrictor with pro-atherosclerotic 

activity. 

Ishibashi, et al.75 reported that chronic treatment of adipocytes with ET-1 results in the 

desensitisation of the metabolic and mitogenic actions of insulin, possibly through 

reduced tyrosine phosphorylation of the insulin receptor substrates IRS-1, SHC and 

Gαq/11. In this manner, insulin stimulated glucose uptake is inhibited in a manner similar 

to ET-1 suppression of lipoprotein lipase (LPL), which inhibits insulin stimulated heparin 

releasable LPL activity.100 This suggests that elevated circulating ET-1 levels are a marker 

of insulin resistance and although the mechanism of action has yet to be elucidated, it is 

thought to be a result of its interference of insulin’s ability to dephosphorylate GLUT4, 

thus reducing glucose transport.101 

1.5 Insulin Mimetics and Insulin Enhancers 

An insulin mimetic is any moiety that demonstrates insulin-like regulation of glucose 

metabolism in the complete absence of insulin. A drug is described as functionally insulin 

mimetic when it can replace insulin, whereas a drug is described as insulin-enhancing 

when it needs a small amount of insulin present to be effective.102 

In individuals with type I diabetes (T1DM), the pancreas does not produce insulin48 and 

requires a subcutaneous insulin injection directly into the blood stream to regulate glucose 

metabolism, usually in a postprandial manner.103 For individuals with T2DM, the 

pancreas produces insulin, however, due to insulin resistance mainly in adipose tissue, 

circulatory glucose cannot be used, in a controlled manner by the body, which results in 

high concentrations of insulin and glucose in the circulatory system.104 

Metal complexes of d-block elements have attracted much interest over the past two 

decades as potential anti-diabetic agents and in particular, most attention has been 

directed towards vanadium (V), molybdenum (Mo), tungsten (W), chromium (Cr) and 
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zinc (Zn).105-121 The comparative potency observed for glucose metabolism and inhibition 

of alkaline phosphate activity was vanadate > tungstate > molybdate.122 

Peroxidovanadates were two orders of magnitude more potent in protein tyrosine 

phosphatase (PTP) inhibition compared to Mo and W, however, the higher hydrolytic 

stability of Mo and W compounds, along with other factors,110 has been a driver of their 

further research as insulin mimetics.123 Zinc compounds have also shown potential as 

insulin mimetics as zinc appears to play an essential role in the maintenance of glucose 

metabolism.124 

A large body of literature describes the effects of these agents on diabetic animals (in 

vivo) and in vitro cell culture studies, but information is limited on their exact 

mechanism(s) of action as insulin mimetics and warrants further investigation.125 For 

metal complexes to be useful as biomimetic agents, they must be able to cross biological 

membranes, preferably by passive diffusion, be of low molecular weight, have moderate 

stability and have a balance of hydro- and lipophilicity, with thermodynamic and 

hydrolytic water stability.104,123 In the case of V, Mo, W and Cr, ions of these metals can 

enter a cell via ion channels.110 

Together with a reasonable window of optimal pharmacological effect, the 

abovementioned properties contribute to high bioavailability of potential insulin 

mimetics. Delivery of these insulin mimetics to target sites of action, in vivo, should 

proceed via slow kinetics of decomplexation to avoid rapid homeostatic removal of metal 

ions, such as vanadium as vanadyl, V(IV) and vanadate, V(V). In the treatment of T2DM, 

the insulin mimetic compound should not induce the secretion of insulin, should not 

exacerbate existing oxidative stress and should act as a substitute for the hormone.126 

Although the use of metal complexes as dietary supplements may promote their 

widespread use, without the need for regulatory approvals associated with pharmaceutical 

therapeutics, the Lay group published a recent article on the potential deleterious effects 

of taking chromium (Cr) dietary supplements.127 The ability of Cr to be oxidised to the 

known carcinogenic Cr(VI) state represents a situation where these supplements may be 

detrimental to the long-term health of those using such supplements. Fortunately, V(IV) 

and V(V) are not carcinogenic at biologically relevant concentrations and although they 

can be cytotoxic at higher concentrations, they represent a class of supplements with low 

risk to the end user,105 but there is insufficient information on what levels are beneficial 

without side effects. 
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1.5.1 Vanadium as an Insulin Mimetic 

Vanadium is a trace element in the human diet and is typically taken up by crops in 

vanadium rich soils and is in a number of grains, fruits, vegetables, herbs and spices.105 

Other sources of dietary vanadium are meat, fish, nutrient supplements and through 

inhalation of environmental pollutants.128-129  Historically, vanadium complexes were 

mainly studied as potential anti-diabetic agents105,118 and their benefits have been 

recognised for over a century, particularly their ability to lower plasma glucose levels in 

models of T2DM.125 Since the 1980’s much research has focussed on better 

understanding of their mode(s) of action, particularly for improving carbohydrate and 

lipid metabolism, glucose transport, glycogen synthesis and its inhibition of 

gluconeogenesis and lipolysis.115 Recent literature has also provided evidence of their 

potential for use as anti-cancer, anti-parasitic drugs, wound healing, CVD and for 

neuroprotection.105,111,129 The anti-cancer properties of vanadium complexes is discussed 

in detail in Section 1.5.2. 

In an excellent review by Crans,102 the history of vanadium salts and complexes is 

discussed and the current understanding of the action of vanadium compounds as insulin 

mimetics or insulin enhancers is presented. Since vanadium is approved for human use 

as a dietary supplement, the need for extensive clinical trials when evaluating its anti-

diabetic actions is reduced to some extent. One of the major benefits of using vanadium 

compounds over pharmaceutical drug products is that they can be used to fortify foods, 

by growing crops in vanadium rich soils, or as previously mentioned, added to health 

supplements. In this way, the costly and time consuming process of new drug substance 

regulatory approvals can be avoided and greater access to the public is the result.105  

Air-stable vanadium compounds in the higher oxidation states (IV and V) have the 

greatest benefits to health. The vanadate ion (VO4
3-) has been reported to exist under 

physiological conditions and is similar in structure and action to the phosphate 

ion (PO4
3-).130 The vanadate-phosphate analogue is important because of its interactions 

with proteins such as PTP, where V(V) binds to the active site of the enzyme and, 

therefore, inhibits phosphatase activity.131 This inhibitory action is postulated to be 

responsible for the beneficial actions of vanadate as an anti-diabetic treatment.130,132 The 

pKa values for monomeric vanadate are 3.5, 7.8 and 12.5, which compare to the 

corresponding pKa values for phosphate, 2.1, 7.2 and 12.7. Therefore, the main species at 

pH 7 is H2VO4
-.102 Figure 1.10 shows the similarities between the structures of the 

phosphate and monomeric vanadate groups.    
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Figure 1.10: The chemical structures of the phosphate and vanadate groups are similar. The V-O bond 

lengths in vanadate are not much longer than those of the P-O bond lengths (1.7 vs 1.54 Å).133-134 

In normal insulin signalling, autophosphorylation of the insulin receptor β-subunits is 

susceptible to substitution by vanadium compounds, with much research dedicated to the 

use of V(IV) and V(V) complexes as potential insulin mimetics,135 although the active 

form of the vanadium species in vivo/in vitro remains elusive.102 Changes in the 

coordination geometry of a particular vanadium species has a marked impact on the 

manner in which it acts in vivo/in vitro and warrants further research at the molecular 

level to fully understand its actions.110,129 

Figure 1.11 provides a simple overview of the potential action of vanadium complexes 

as insulin mimetics and Figure 1.12 provides a schematic of the different ways vanadium 

can enter a cell in order to impart its insulin mimetic/enhancing or cytotoxic actions. 

Vanadium can enter a cell by three mechanisms; (i) through ion channels as vanadate 

(V(V)), representing the most likely route of transport in vitro;111 (ii) by endocytosis 

through binding with transferrin; and (iii) by diffusion. Intracellular vanadate can act to 

inhibit PTP through binding to the active site cysteine residue.111 The intracellular 

vanadate ion undergoes reduction to the vanadyl ion (V(IV)) in the presence of 

glutathione, and V(IV) is a weaker inhibitor of PTPs than V(V).129 This allows phosphate 

to bind to the intracellular site of the insulin receptor, which signals GLUT4 transporters 

to translocate to the cell membrane and allow glucose into the cell for metabolism. 

Oral ingestion of most vanadium compounds is ineffective since they are converted into 

insoluble VO(OH)2 in the gastrointestinal tract,111,136 therefore, complexes were designed 

to facilitate uptake (including the bis(maltolato)oxovanadium(IV) complex, BMOV).105 

In circulation, ingested vanadium compounds are likely to be bound to transferrin where 

they are transported to the sites of action.112 It is possible that vanadium is delivered to a 

cell via the processes of endocytosis through binding to transferrin or albumin, or through 
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the process of diffusion.111 The mechanisms of vanadium release from transferrin into the 

cell are not well understood.102 It has been proposed that the nature of the ligand used in 

the metallocomplex may play a role in delivery by transferrin and can explain the higher 

doses responsible for their anti-diabetic behaviour.112  

 

Figure 1.11: PTP inhibition by vanadate. Bis(maltolato)oxovanadium(IV) (BMOV) is used as an example. 

BMOV is orally ingested and is postulated to remain intact until it reaches its target site of action. 

Physiological conditions promote the oxidation of the V(IV) complex to V(V) as the vanadate ion. Adapted 

by permission from Springer Nature, Rehder.136, Vanadium in Health Issues, copyright,  2001. Created with 

BioRender.com. 

Sodium orthovanadate (Na3VO4) and vanadyl sulfate (VOSO4) have been carried forward 

into clinical trials based on the effects observed in animal studies.102 While both showed 

promise, side effects such as gastrointestinal discomfort limited their clinical 

application.125 BMOV and its analogue bis(ethylmaltalato)oxidovanadium(IV) (BEOV) 

are more effective in vivo, than vanadate due to their increased oral absorption, higher 

potency, lower toxicity and improved tolerance.125  

The exact oxidation state of intracellular vanadium is also a topic of continued research 

and Evangelou,129 reports that both V(V) and V(IV) complexes, inhibit PTPs, but may be 

acting with different mechanisms.110-113 It is possible that the antidiabetic effects of 

vanadium are a combination of its ability to adapt to its environment (given its complex 

pH dependent chemistry) and its ability to generate ROS and inhibition of downstream 
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enzymes, including phosphorylases.102 Levina, et al.113 performed a series of experiments 

where vanadium compounds were pre-treated with simulated gastrointestinal media with 

and without the addition of food nutrients into culture media prior to analysis by X-ray 

near edge structure (XANES) spectroscopy. V(V) was the predominant intracellular 

species and this finding supported the mechanism proposed by Rehder,136 (Figure 1.11).   

 

Figure 1.12: Modes of cellular uptake of anti-diabetic/anti-cancer vanadium compounds. Reproduced by 

permission from John Wiley and Sons, Levina, A. and Lay, P. A.,111 Stabilities and Biological Activities of 

Vanadium Drugs: What is the Nature of the Active Species? Chemistry - An Asian Journal, copyright, 

2017. 

In vitro studies on vanadium compounds have been performed over the concentration 

range of several µM to mM, which are much higher than typical physiological 

concentrations (0.3 µM averaged over all tissues and an order of magnitude less in blood 
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serum concentrations),136 raising doubts over the therapeutic relevance of vanadium 

compounds.125 These findings do not exclude the continued research into vanadium 

compounds as insulin mimetics or anti-cancer drugs, where most attention has been 

shifted compared to anti-diabetic effects.111 Further research is warranted, particularly 

studies related to vanadium’s glucoregulatory actions and its interactions with several 

enzymes in the insulin-signalling pathway, including MAP and S6 kinases, which are 

defective in diabetes, but could be rectified with vanadate treatment.137  

In Section 1.4.2, the link between insulin resistance and hypertension was established. 

Poucheret, et al.137 performed trials on spontaneous hypertensive rats (SHR) and fructose 

hypertensive rats where VOSO4 and BMOV were assessed for their antihypertensive 

activity. The study findings indicate that vanadium compounds are capable of lowering 

blood pressure, strengthening the link between hyperinsulinemia, insulin resistance and 

hypertension, which demonstrated vanadium’s ability to act as an antihypertensive. 

1.5.2 Vanadium as an Anti-Cancer Therapeutic. 

Cancer is the second leading cause of death globally and was responsible for 9.6 million 

deaths in 2018.138 To better understand how to treat cancer, knowledge of the various 

phenotypes of the disease is imperative. Eight hallmarks of cancer must be considered 

when developing anti-cancer therapies; proliferation, growth suppression evasion, 

apoptosis evasion, replication of immortality, induction of angiogenesis, invasion and 

metastasis, energy metabolism and immune destruction evasion.139 Targeted drug 

development is focussed on disturbance of energy production, respiration or 

mitochondrial structure and function disorders as observed in the Warburg effect.52 

According to the World Health Organisation (WHO), cancer is defined as a large group 

of diseases that can originate in any organ and is hallmarked by abnormal and 

uncontrolled cell growth.140 The uncontrolled cell proliferation and genetic instability of 

cancer cells is associated with deregulation of the cell cycle process.141 Tumours are 

comprised of two parts; the proliferating cells and the stroma, or supporting cells that 

comprise blood vessels and connective tissue.140 Metastases occur when the host tissue 

integrity is broken down and tumour cells enter circulation to establish themselves in 

distant parts of the body with the ability to induce angiogenesis. At this stage, the tumours 

can proliferate via a similar mechanism and establish at secondary sites.142 

As discussed in Section 1.3, Port, et al.20 observed that during periods where glucose is 

not available for metabolism, fructose may also be metabolised via a Warburg-type 



 

26 
 

process. In the presence of a carbohydrate source, such as glucose and fructose, cancer 

cells rapidly upregulate glucose (fructose) uptake and undergo glycolysis, which is 

uncoupled from the mitochondrial TCA cycle and oxidative phosphorylation.143 The 

produced pyruvate is utilised in lactate fermentation, where it is kept away from oxidative 

metabolism.52 The Warburg metabolic phenotype is widespread in many cancers, and 

vanadium compounds have the ability to modulate the metabolic processes associated 

with the Warburg effect.144 Such factors must be taken into account when evaluating the 

efficacy of vanadium compounds, particularly given the fact that the anti-tumorigenic 

actions imparted by these compounds may be working under a similar mechanism to those 

observed when vanadium acts as an anti-diabetic agent.   

Levina, et al,110-111 Evangelou,129 Kioseoglou, et al.144 and Kowolski et al.145 have 

reviewed the role of vanadium compounds used in anti-cancer studies. The modes of 

action of tumour growth suppression have been classified as those that inhibit tumour cell 

growth that leads to apoptosis and those that minimise the invasiveness and metastatic 

potential of cancer cells. These reviews state that the V(V) species are the main cytotoxic 

species and their actions may be specific to tumour cells. The trigonal bipyramidal 

complexes may act in a similar way as they act in anti-diabetic activities of vanadium as 

this coordination geometry resembles a transition state with high reactivity.132  

Metallodrugs, such as cisplatin and its derivatives, have been approved by world 

regulatory authorities for the treatment of cancer for well over 30 years and most anti-

cancer research into metallodrugs has stemmed from cisplatin.128 Like cisplatin, some 

vanadium complexes activate the p53 protein, a tumour suppressor protein that normally 

functions in the regulation of apoptosis.129 Orthovanadate induces DNA fragmentation, 

loss of mitochondrial membrane potential, production of ROS and activation of caspase-

3, all of which induce apoptotic pathways in cells.146 The potential of vanadium 

compounds as PTP enzyme inhibitors, reviewed by Irving, et al,147 recognised that 

phosphotyrosine signalling is implicated in almost all aspects of cancer biology due to its 

widespread influence over cell signalling pathways. 

The ability of intracellular vanadium to produce ROS can be used to good effect in the 

treatment of cancer, as high levels of ROS can induce cytotoxicity and result in 

apoptosis.129 After transport of vanadate ions into a cell through phosphate or sulfate ion 

channels, intracellular glutathione can reduce V(V) to V(IV).148-149  Zhao, et al. has 

studied the glucose uptake effect of VOSO4, in vitro, using the HepG2 cell line,150 which 

is the subject of Chapter 5. It was reported that VOSO4 could stimulate glucose uptake 
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and IR/Akt phosphorylation in the range 0-50 µM, where at the upper limit, both effects 

started to decrease. At this stage, vanadium may be changing from a growth promoter to 

being cytotoxic. 

In order to counter cytotoxic effects, cellular processes such as autophagy are used to 

remove waste build up and damaged organelles from the cellular interior, thus 

maintaining cell homeostasis.151 However, in a tumour cell, autophagy can also be used 

to maintain cell homeostasis and its inhibition can decrease a cancers ability to use fatty 

acids to promote growth.152 Wu, et al. showed that Na3VO4 modulates autophagy in 

tumour cells to promote apoptosis in the HepG2 cell line.153 These researchers report 

similar results to Zhao, et al.150 that V(IV) concentrations of up to 50 µM stimulated 

glucose uptake, a result that was also observed for V(V).153  

The effective uptake of these drugs orally, or intravenously in a stable and active form is 

dependent on the ligands of the vanadium complexes and also, in the co-action of the 

ligand and the vanadium species.102 Recently, the use of vanadium nanoparticles has been 

investigated for the targeted and sustained treatment of cancer.154 These considerations 

are particularly important for in vivo studies, however, for in-vitro studies, the simple 

inorganic vanadium salts have proven useful in the understanding of the anti-cancer 

properties of vanadium in general.144 

In the case of vanadium complexes of 1,10-phenanthroline (Phen), enhanced cytotoxicity 

was observed, but this is related to the high cytotoxicity of the dissociated Phen ligand.155 

Phen is an active DNA intercalator and deforms the DNA double helix structure, 

rendering it susceptible to attack by the vanadium species. Zhang, et al.156 performed an 

in vitro study of a mixed-ligand oxovanadium complex investigating the cytotoxicity 

towards the HepG2 cell line with a Phen group. The cytotoxicity was attributed to the 

vanadium species; however, it is more likely, based on the results of Le, et al.155 that the 

observed cytotoxicity of these complexes is related to the dissociation of the Phen ligand 

from the complex. This again highlights the important co-activity of the ligand system in 

terms of its flexibility and ability to adapt in the tumour microenvironment when these 

drugs perform their action in vivo.  

Vanadium complexes, including in vitro treatments using Na3VO4,153  inhibit the 

epithelial mesenchymal transition (EMT) process, which is mainly responsible for the 

invasive and metastatic cancer phenotypes.157 EMT results in epithelial cells becoming 

mesenchymal, with loss of cell adhesion, thus changing their shape and intracellular 
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properties. Mesenchymal cells migrate to other tissues, or are transported via circulation 

to other parts of the body where they can metastasise. In this current research project, the 

use of sodium orthovanadate, Na3VO4, was used for all in vitro studies as it is believed 

this is the active species that acts as an insulin mimetic and a cytotoxic agent.110-111 

Evangelou129 has summarised the possible actions of anti-cancer vanadium in vivo and in 

vitro as shown in Figure 1.13. 

 

Figure 1.13: The complex pathways of action of vanadium compounds as anticancer therapeutics. 

Cytotoxic effects are induced via DNA cleavage pathways or via cell membrane degradation through 

lipoperoxidation. Chemoprevention is induced via pathways that minimise the production or inactivate 

carcinogen derived metabolites (possibly extracellular vesicles come into this category). The most common 

pathway, as also reported for vanadium antidiabetic action is through the inhibition of PTP and the 

activation of PTK’s leading to signal transduction pathways including apoptosis, inhibition of cell 

proliferation, invasion, metastasis and the lowering of drug resistance. Reproduced from Critical Reviews 

in Oncology/Hematology, Evangelou.129 Vanadium in Cancer Treatment, 42, 249-265, copyright 2002, 

with permission from Elsevier. 

1.5.3 Oxidative Stress and Reactive Oxygen, Nitrogen and Chlorine Species 

Reichmann, et al.158 published an excellent review of oxidative stress and its effects on 

the proteome. Oxidative stress is defined as the imbalance between oxidants and 

antioxidants in favour of the former.159 Minor disturbances in this balance do not 

constitute conditions of oxidative stress and it is only when the levels of pro-oxidants 
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(such as hydrogen peroxide H2O2) increase with a corresponding decrease in glutathione 

that conditions can become conducive to cellular damage.160 

The generation of reactive oxygen, nitrogen and chlorine species (ROS, RNS and RCS, 

respectively), results in protein unfolding and irreversible aggregation due to reactions 

with highly reactive protein amino acid side chains. The accumulation of misfolded 

proteins in the cellular environment results in toxic conditions that can disrupt proteome 

homeostasis (proteostasis).161 Prolonged toxic environments induced by accumulation of 

protein mis-folding and lipid peroxidation products162 ultimately result in the condition 

of oxidative stress. 

Hydroxyl radicals (•OH) have been postulated to be the most reactive ROS and are 

responsible for most of the protein, lipid and DNA damage induced under oxidative stress 

conditions and lipid peroxides generated as a result of •OH can further lead to cellular 

damage.163 However, there is dispute as to whether hydroxyl radicals are produced under 

physiological conditions since their existence is based on indirect evidence, and metal 

complexes in high oxidation states cause the same products.164 

In normal cell homeostasis, an imbalance in favour of pro-oxidants is undesirable; 

however, for abnormal cells, such as cancer cells, a shift to localised pro-oxidant 

conditions is an advantage, particularly in the design and development of anti-cancer 

therapies. Under conditions of lower pH (anticipated in cancer cells through the Warburg 

effect and generation of lactate)52 combined with an altered state of antioxidants and 

increased H2O2 levels, the generation of ROS by vanadate species is postulated to occur 

according to the following proposed chemical reactions.129  

VO2+ + H2O ⟶ VO2
+ +  H+ + • OH 

VO2+ + O2
2− + H2O ⟶ VO2

+ + OH− + • OH 

V(IV) in the presence of water may lead to the generation of highly cytotoxic hydroxyl 

radicals or the production of the benign superoxide anion radical, which is spontaneously 

dismutated by superoxide anion dismutase (SOD) to oxygen and H2O2.129 It has been 

shown that peroxido- and hydroperoxide V(IV) radicals can be formed intracellularly by 

a superoxide generated by NADPH-oxidase as described in the following reaction.165  

2V(V) + NADPH ⟶ 2V(IV) + NADP+ + H+ 

V(IV) + O2 ⟶ V(V) +• O2
− 
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V(V) + • O2
− ⟶ [V(IV) − OO•] 

In this redox cycling reaction, the superoxide radical results in the formation of the 

vanadyl hydroperoxide radical, which decomposed in the presence of H+ to produce 

vanadate and H2O2 as follows. 

[V(IV) − OOH] + H+ ⟶ V(V) + H2O2 

NADPH is necessary for the maintenance of the thioredoxin-glutaredoxin systems that 

restore cellular redox homeostasis.166 Cells that undergo high levels of oxidative stress 

have up to 50% less ATP than non-stressed cells as a result of oxidative inactivation of 

redox-regulated metabolic enzymes involved in ATP generation.167 These pathways 

redirect glucose metabolism from glycolysis to the pentose phosphate pathway (PPP), 

reducing ATP synthesis and generating NADPH. In the presence of vanadium species, 

increased NADPH results in the generation of more H2O2 and, therefore, to higher levels 

of oxidative stress described by the chemical reactions above.129 

The formation of peroxides activates pathways that inhibit PTP, causing tyrosine 

phosphorylated proteins to accumulate, and promotes further formation of ROS, 

regenerates V(IV) peroxides and, hence perpetuates the cycle of ROS generation. This 

inhibition of PTP with corresponding PTK activation, MAPK-dependent signal 

transduction, and DNA cleavage is postulated to be the major mechanism for the 

cytotoxic action of intracellular vanadium species.129 Overall, the ROS generated by 

vanadium species leads to membrane lipid peroxidation, protein denaturation and DNA 

damage,168 fundamental properties of anti-cancer therapies. 

To combat the effects of ROS, cellular glutathione and vitamins scavenge free radicals in 

order to restore the oxidant/antioxidant balance.169 In the detoxification process, cells 

such as macrophages release large amounts of peroxide and RCS during an event known 

as oxidative burst.170 It is believed that RCS are more likely to result in protein 

aggregation due to their ability to react rapidly with amino acid side chain residues during 

protein unfolding events.171 

Redox sensitive proteins undergo either local or global conformational rearrangements 

under conditions of oxidative stress, which directly affect the functionality of the 

protein.158 FTIR and Raman spectroscopy, reveal changes in protein secondary structure 

induced by oxidative stress and other stimuli.172 Two protein conformations of particular 

interest are the α-helix and β-sheet conformations (Figure 1.14). 
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Figure 1.14: Protein secondary structures; a) α-helix and; b) β-pleated sheet. 

Secondary structures of proteins are key factors of their biological functions and consist 

of α-helix, β-sheet, β-turns and random coil structures.173 The folding and unfolding of 

this secondary structure in a regulated manner determines the biological activity towards 

a specific target.173 Protein folding is guided by chaperones and folding catalysts that 

require energy in the form of ATP to maintain full efficiency. Loss of structural fidelity 

induced by misfolding is a common feature of a wide range of diseases, including some 

types of cancer and T2DM.173-174 

Neurodegenerative diseases such as Alzheimer’s and Parkinson’s, are characterised by 

the formation of protein aggregates (amyloid fibrils) that deposit in tissues and organs.173  

Shivu, et al.175 used vibrational spectroscopic methods to confirm that these aggregates 

are of β-sheet structure and under stress conditions, α-helix to β-sheet transition can be 

observed using vibrational spectroscopy for a number of protein types.176-177 Oxidative 

stress is also believed to be a trigger of the aggregation process and the onset of diseases 

such as T2DM, where amyloid deposits in the pancreas have been found.178 This 

information is relevant to the results reported in this thesis to better understand the modes 

of action of vanadate complexes on adipocytes and hepatocytes. 
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1.6 Vibrational Spectroscopy 

While vibrational spectroscopy covers the wavelength region 700–1,000,000 nm 

encompassing the near, mid and far-infrared regions,179 the mid-infrared (MIR) region 

(4000-400 cm-1, 2500-25000 nm) provides information about stretching and bending 

modes of chemical bonds. The chemical composition and conformations of biomolecules 

from FTIR can be deduced from assignment tables,180-183 such as Table 1.1.   This table 

was compiled based on an extensive search of the literature and provides a general 

overview of the common band assignments, including much cited articles by Movisaghi, 

et al.181 on general biological materials; Wood182 and Dovbeshko, et al.184 focussed on 

DNA and nucleic acids; Barth180 focussed on proteins; and Bader, et al.185 focussed on 

lipids.  Assignments are general to wavenumber regions for specific chemical groups and 

Naumann172 states that the detection of a single component within complex biological 

matrices is intrinsically problematic. Therefore, group frequency tables should be used as 

a guide, given the complex nature of cells and their internal heterogeneity and changes in 

wavenumbers of bands due to effects of hydrogen bonding and other environmental 

factors on structure.180 Table 1.1 was used as a general reference point for band 

assignments observed in the multivariate data analysis procedures discussed in Chapters 

3-6. 

1.6.1 Fourier Transform Infrared Microspectroscopy 

Fourier transform infrared (FTIR) microspectroscopy combines the spectral data 

acquisition of an FTIR spectrometer with the magnifying power of a microscope. The 

theory of vibrational spectroscopy is covered in authoritative articles and 

textbooks.172,179,186-190 Only instrumental and sampling aspects associated with infrared 

microspectroscopy are discussed with relation to single cell (bulk) scanning, mapping and 

imaging (Figure 1.15 and Figure 1.16). A highly precise mechanical x-y-z stage is used 

to position samples under a Cassegrain or Schwarzschild objective191 of selected 

magnification power. For chemical mapping, this objective moves in a predefined grid 

pattern in increments, therefore, any extraneous movement or stage imprecision motions 

result in misaligned maps and may lead to incorrect interpretations. 

There are two types of acquisition mode; reflectance (specular), where incident light is 

directed to the sample and the reflected radiation is collected by the microscope optics 

and directed to the detector and; transmission, where incident radiation is transmitted 

through the sample and is collected using a transmission detector arrangement. Where the 



 

33 
 

substrate used to mount cell or tissue samples is reflective, the incident light may 

penetrate through the sample and reflect off the substrate where it is directed towards the 

detector. In this situation, the process of transflection may occur.192 

 

Figure 1.15: Three types of spectral data acquisition used in FTIR microspectroscopy: a) point scanning; 

b) line or grid mapping; and c) focal plane array (FPA) detector, which uses a two-dimensional array of 

detector elements of specified size.  

 

Figure 1.16: Description of two modes of data collection used in FTIR microspectroscopy. Incident 

radiation is focussed by the microscope to the user defined region of interest (ROI) where it penetrates the 

cell membrane and is either reflected back towards the direction of the incident radiation (reflectance) or is 

transmitted through the sample (transmission). 
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With reference to Figure 1.15, point scanning involves isolation of a single feature, either 

a single cell, cluster of cells or a tissue section, and using the microscopes entire field of 

view (FoV) (or reducing the FoV with mechanical apertures) obtaining a single spectrum 

of the region of interest (ROI). In line or grid mapping, a larger area than the FoV can be 

defined by the step size of the sampling grid. The grids can be spaced with no overlap 

between adjacent scans (optimal sampling), or a degree of overlap can be defined 

(oversampling). The mechanical x-y-x stage moves the sample according to the defined 

line or grid dimension until a spectral map is obtained of the ROI. 

Table 1.1: Mid-infrared assignment table of typical bands frequently found in biological materials.  

Wavenumber 

(cm-1) 

Assignment Reference 

3006 ν (=C-H) cis-conformation lipids and fatty acids Guillén and Cabo193 

2958 νas (CH3) acyl chains of fatty acids and cellular lipids Junhom, et al.194 Ricciadi, et 

al.195 Guillén and Cabo193 

2934-2925 νas (CH2) cholesterol Ami, et al.196 Dreissig, et al.197 

2918 νas (CH2) acyl chains of fatty acids and membrane 

lipids 

Junhom, et al.194 Ricciadi, et 

al.195 Naumann183  

2898 ν (C-H) amino acids Davis and Mauer.198 

2870 νs  (CH3) cellular lipids and proteins Ricciadi, et al.195 

2850 νs  (CH2) chains of fatty acids and membrane lipids Naumann,183 Ricciadi, et al.195 

2810 νs  (CH2) aliphatic fatty acid chains Sukprasert, et al.199 

1745 ν (C=O) lipid ester, protonated phosphatidylserine Movasaghi, et al.181, Bader et 

al.185, Wood.182 Gomez-

Fernandez, et al.200 

1725 ν (COOH) protonated free fatty acids Gomez-Fernandez, et al.200 

Gazi, et al.201 

1715 ν (C=O and C=N) B-DNA base pairing vibration Wood.182 

1712 ν (COOH) protonated free fatty acids Oleszko, et al.202 

1708 ν (C=O and C=N) A-DNA base pairing vibration Wood.182 

1695 ν (C=O and C=N) Z-DNA base pairing vibration  Wood.182 

1690 νas (C=O) RNA Wood.182 

1688 ν (C=O) Amide I, β-turns Buijs, et al.203 

1660 ν (C=O) Amide I, β-turns Buijs, et al.203 

1656 ν (C=O) Amide I α-helix conformation Barth.180, Nevskaya, et al.204 

1654 and 

1648 

ν (C=C) cis-conformation lipids and fatty acids Guillén and Cabo193 

1639 ν (C=O) Amide I random coils Zelig, et al.205 
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Table 1.1 (cont): Mid-infrared assignment table of bands frequently found in biological materials. 

Wavenumber 

(cm-1) 

Assignment Reference 

1623 ν (C=O) Amide Ι β-sheet, β-strands  

(protein aggregates) 

Buijs, et al.203 Shivu, et al.175 

Ami, et al.196 

1620 ν (COO-) unprotonated carboxyl groups in lipids Gomez-Fernandez, et al.200 

1612 Tyrosine and arginine side chains Chirgadze, et al.206 

1590 δ N-CH3 Choline group Oleszko, et al.202 

1578 ν (C=N) DNA and RNA, imidazole ring Wood.182 

1550 δ (N-H) and ν (C-N) Amide II Barth.180 

1515 Tyrosine band Naumann.172 Davis and 

Mauer.198 

1481 δ (N-CH3)3 Choline and Cholesterol Ami, et al.196 

1465 δ (CH2) of lipid and fatty acids Barth.180, Naumann.183 

Fukuyama.207 Oleszko, et 

al.202 

1450 δ (CH2 /CH3) lipids and proteins Naumann.183 

1425, 1418 

and 1408 

A-DNA, B-DNA Z-DNA Deoxyribose Wood.182 

1418 ν (=C-H) cis-conformation lipids and fatty acids Guillén and Cabo193 

1415 δ (C-O-H) carbohydrates, DNA/RNA backbone, 

proteins, short chain fatty acids. 

Frigneli and Günthard,208 

Davis and Mauer.198 Koca, et 

al.209 

1400 δ (COO-) lipids Ricciadi, et al.195 

1379 δ (COO-) fatty acids and amino acid side chain groups, 

δ (CH3) lipids 

Lozano, et al.210 Arrondo and 

Goni.211 

1365 δ (CH2) fatty acids Dreissig, et al.197 

1296 Amide III Ricciadi, et al.195 

1240 νas  (-PO2) phosphodiester DNA Wood.182 

1238 ν (C-O) and δ (CH2) lipids Guillén and Cabo193 

1185 A-DNA, ribose Wood.182 

1178 δ (CH2), fatty acid chains Dovbeshko, et al.184 Dreissig, 

et al.197 

1173 ν (C-OH) serine, threonine, tyrosine Ami, et al.196 

1163 ν (C-O) and δ (CH2) lipids Guillén and Cabo193 

1160 ν (C=O) ribose, RNA Wood.182 

1150 ν (CO-O-C) and (C-O) lipids and DNA Ricciadi, et al.195 

1127 ν (C-O) lactate Petibois, et al.212 
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Table 1.1 (cont): Mid-infrared assignment table of bands frequently found in biological materials. 

Wavenumber 

(cm-1) 

Assignment Reference 

1120 ν (C=O) Ribose, RNA Wood.182 

1118 ν (C-O) lipids Guillén and Cabo193 

1112 P-O-C band phospholipid Dovbeshko, et al.184 

1097 ν (C-O) lipids Guillén and Cabo193 

1085 νs (-PO2) phosphodiester DNA Ricciadi, et al.195 

1070 νs (-SO3) Sulfatides Dreissig, et al.197 

1060, 1050 ν (C=O) Ribose, DNA, RNA Wood.182 

s- symmetric, as- asymmetric, ν- stretching, δ- bending. 

A focal plane array (FPA) detector is a two-dimensional array of detector elements of 

specified size. Typical FPA grid sizes include 32 × 32, 64 × 64 and 128 × 128 elements. 

Even though the physical dimensions of the 64 × 64 FPA detector are 72 × 72 µm, the 

theoretical pitch of the detect pixels of  1.1 µm2 do not translate to the true spatial 

resolution in the infrared images obtained.213 The true spatial resolution of an image 

depends on a number of parameters including the numerical aperture (NA) of the 

objective used and the instrument specific coupling optics. This is described in more 

detail in Section 3.2. 

Griffiths and Miseo213 discuss the various types of detectors used in FTIR 

microspectroscopy where the cryogenically cooled, narrow band mercury cadmium 

telluride (MCT) photoconductive detectors result in high sensitivity at the expense of a 

shorter wavenumber region (cut-off at ~750 cm-1).  When calcium fluoride (CaF2) is used 

as the substrate to fix samples onto, this cut-off does not result in any real information 

loss in the spectra as the substrate becomes less infrared transparent at wavenumbers < 

1000 cm-1.214-215 

Cryogenically cooled MCT FPA detectors operate in photovoltaic mode, which has a 

similar sensitivity, per pixel, as the narrow band single MCT detectors, however in the 

case of the FPA detector there is a higher cut-off limit ~ 850 cm-1.213 This is still below 

the 1000 cm-1 cut-off limit of CaF2 substrates and therefore, does not impose further any 

practical limitations to the analysis of cells fixed to this substrate.  

1.6.2 Synchrotron Based FTIR Microspectroscopy 

Synchrotrons accelerate electrons to close to the speed of light through the use of strong 

magnetic and electric fields to produce focussed electron beams of high energy.216 The 
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synchrotron light produced by these electron beams as they change direction are collected 

down beamlines to provide photons from the X-ray to the far infrared regions of the 

electromagnetic spectrum. The brilliance of synchrotron radiation (SR) enables IR 

radiation to be focussed through small apertures compared to conventional blackbody 

sources of laboratory-based spectrometers,216 to enhance its spatial resolution (10-20 µm) 

while maintaining a high signal-to-noise ratio.217 A comparison of the synchrotron light 

beam intensity with a standard blackbody (Globar®) source is presented in Figure 1.17. 

The overall advantage of SR-FTIR microspectroscopy is, therefore, an improvement in 

spatial resolution and sensitivity when used in mapping mode. 

 
Figure 1.17: Comparison of the intensity and beam spot of SR compared to typical Globar® sources of 

laboratory-based FTIR microspectrometers, which shows the increased brilliance (intensity) of synchrotron 

light sources and the broad dispersion of the Globar® source. Reproduced from Kimura, S. and Okamura, 

H. Infrared and Terahertz Spectroscopy of Strongly Correlated Electron Systems Under Extreme 

Conditions, J. Phys. Soc. Jpn. 82, 021004 (2013). © 2013. 

Diem, et al,218 have reviewed the application of infrared spectral imaging to individual 

cells and have coined the term ‘spectral cytopathology’ as the combined use of 

microspectroscopy and chemometrics to provide objective assessment of cell disease 

state.219 While it is recognised that synchrotron-based measurements are superior to those 

generated from an instrument utilising a thermal light source, comparison of spectra from 

next generation conventional FTIR instruments showed that data of similar quality can 

be obtained in reduced timeframes.220 

Practical limitations are associated with higher spatial resolution and larger area maps, 

and are mainly due to mercury cadmium telluride (MCT) detectors, which require 

cryogenic cooling with liquid nitrogen Dewars that only maintain working detector 

temperatures for up to 8 hr. For a 12x12 grid map of pixels with a spectral resolution of 
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4 cm-1 and using 128 coadditions per spectrum, a total of 144 spectra are collected for the 

map. This results in a map collection time of ~3 hr. Doubling this map size, with 

corresponding doubling of oversampling results in map collection time that exceed the 

time the detector can remain at its working temperature. New generation infrared 

spectrometers based on quantum cascade lasers (QCL) and QCL combined atomic force 

microscopy (AFM) are currently available.  

While the QCL spectrometers can generate large FPA images of 480 × 480 pixels in a 

fraction of the time of Globar® and synchrotron based FTIR spectrometers, the spatial 

resolution is still diffraction limited. AFM based mapping systems can provide images up 

to three orders of magnitude less than the diffraction limit, however, these systems are 

much slower than the QCL based FPA bolometers.221-222 The QCL and AFM systems also 

typically have limited spectral ranges of 900-1800 cm-1. 

1.7 Design of Experiments (DoE) and Multivariate Data Analysis (MVDA) 

Reliable and reproducible experimental data require careful planning and experimental 

designs to enable extraction of maximum information. Rational design of experiments 

(DoE) is possibly the best known approach for the design of systematic experiments.223  

DoE results are analysed using exact mathematical models, whose results can be validated 

and more importantly, interpreted to a high level of confidence. 

Multivariate data analysis (MVDA) can be applied to both designed (DoE) and non-

designed data sets, including time series and trend data. MVDA typically deals with 

complex data sets, including FTIR spectra to detect meaningful and interpretable patterns 

that often cannot be observed by visualising the data as line plots, or simple scatter plots. 

MVDA outputs usually provide data maps to detect patterns, trends, similarities or 

differences between groups in a specified data set in either a supervised, or unsupervised 

manner.223 

1.7.1 Rational Design of Experiments (DoE) 

Traditional experimental design involves the process of changing one independent 

variable (X) while keeping all other variables constant and measuring the response(s) or 

dependent variable (Y). In this approach, once the optimal conditions are determined for 

the first variable, it is held constant and the next variable is changed, while holding all 

other variables constant. This process is continued until all variables are ‘optimised’ and 

the final set of variable values is assumed to be the best conditions for measuring the 

response. 
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While labelled the ‘scientific approach’, or the one-factor-at-a-time (OFAT) approach it 

is not only unscientific, but it rarely ever leads to the optimised response.223 For all but 

the simplest systems, OFAT rarely leads to parameters that describe the system 

completely and usually results in localised minima/maxima rather than absolute 

maxima/minima in multivariate space. The OFAT approach typically requires more 

experiments compared to those required for the DoE approach.223  

Simple algorithms enable DoE methods to generate a maximum amount of information 

from a minimum number of experiments.224 The DoE methodology is a key driver behind 

the pharmaceutical industry’s Quality by Design (QbD) initiatives and organisations, 

such as the International Conference on Harmonisation (ICH), who have developed 

guidance documents on the use of DoE and MVDA methods for drug development and 

drug product manufacturing. DoE for the pharmaceutical and other regulated industries 

is summarised in a chapter by Swarbrick.225 

1.7.1.1 Design Types 

There are three main types of designed experiments, in which experimental factors and 

variables can be used interchangeably. 

1. Screening Designs: Screening of important factors from many potential variables 

is used to determine whether only a few factors (2-5) are influential when the 

number of potential factors is large (10-20). Design types include the Plackett-

Burman or low resolution fractional factorial designs.226 

2. Factor Influence Studies: Detailed investigation of a small number of factors, 

either isolated during a screening design, or used when the number of experimental 

factors is manageable (typically 2-5). Design types include the full factorial designs 

or high resolution fractional factorial designs.226 

3. Optimisation Designs: Detailed understanding of a small region of the design 

space where optimal conditions have been determined in the factor influence study. 

These designs typically use 2-4 factors to understand the stability of the optimal 

conditions towards small, but deliberate changes to the experimental factors. 

Design types include central composite designs (CCD) and Box-Behnken (BB) 

designs.226  

The simplest experimental designs are factorial in two levels (represented as 2k, where k 

is the number of controllable experimental factors, or independent variables). Using this 

approach, two experimental factors can be assessed in 22 = four experimental runs if all 
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experiments are performed as single replicates. Factorial designs are orthogonal in 

structure, a property that imparts independence on the factors and allows the experimental 

design space to capture the largest possible area/volume. The designs are generated at 

two-levels defined by the experimenter as the low (-1) and high (+1) levels. Figure 1.18 

provides a simple comparison of the OFAT and factorial design spaces for a two-factor 

situation. It shows conceptually how important relationships can be missed in the OFAT 

approach due to its highly one-dimensional approach. 

 

Figure 1.18: Experimental strategies: a) the OFAT approach holds all variables constant except for the one 

under investigation constant while optimising the response based on changing the single variable; b) the 

orthogonal factorial design covers the maximum experimental design space in a minimum number of 

experimental runs. The contours represent the actual, but initially unseen response surface, which is 

dependent on both variables simultaneously. As shown, the OFAT approach can easily miss the optimal 

response using a one-dimensional approach to experimentation. 

For a two-factor problem, the experimental points define the corners of a square and the 

square defines an experimental boundary defined by the high and low levels of the factors. 

When a third factor is added to the design, the design space becomes a cube (Figure 

1.19). 

1.7.1.2 Design Construction and Terminology 

Specific rules and terminology associated with the construction of designed experiments 

is described in detail in an authoritative text.226 The terminology provides descriptive 

shorthand details of the design and is described briefly as follows. 

Using the definition of the low level (-1) and the high level (+1) for each experimental 

factor, the first level for all factors in the design is set to (-1). The first factor is designated 

as (A) and there are 2k experimental runs in total. When k = 3, there are eight experimental 

runs to be defined. For factor (A), the experiments are designated as alternate (-1) and 
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(+1) until all eight runs have been assigned. The next factor is (B) and the sequence of 

experimental runs is (-1), (-1), (+1), (+1) until all runs are designated. 

 

Figure 1.19: A 23 full factorial design in two-levels with a centre point (cp). The design space is defined 

as a cube and the volume enclosed by the cube is exactly modelled using linear regression 

methodology.223,225 In this figure, standard DoE terminology is used to label the experimental runs that 

define each point of the cube. This terminology is defined in the in the text. 

A similar sequence for factor (C) is continued (Table 1.2), where the experimental factors 

are listed in their defined sequence as ±1. When a factor has a (+1) assigned to a main 

factor, the experimental run contains the name of the factor as a lowercase letter. For 

example, the second run is designated (a) since factor A is the only factor with a (+1) and 

the eighth run is (abc) since all factors have the level (+1). The first run has only (-1) for 

all factors and this run is defined as (1) by default. 

A centre point (cp) is the mid-level of the factor levels in the design and is designated as 

(0). This is because centre points are not used as part of the regression model calculation 

and are used as a source of experimental error determination and to check whether a linear 

model is appropriate at the centre of the design. It is common practice in DoE not to 

replicate the entire design, but only to replicate the centre of the design so as to keep the 

number of experimental runs to a minimum.223 The main assumption made when using 

centre points as a source of determining experimental error is that the variance at the 

centre of the design is the same as the design points.226 

Also shown in Table 1.2 are the interaction terms associated with the design. One of the 

failings of the OFAT approach is its inability to reliably detect the interaction between 

two (or more) factors, thus resulting in an incomplete description of the system under 

investigation. Interaction terms describe the synergistic or antagonistic relationships 



 

42 
 

between the main factors. For as many factors in the design, there will always be a k-

factor interaction term. 

Table 1.2: Definition and terminology associated with the 23 full factorial design with a centre point. 

Run 

Experimental Factors (Main 

Effects) 
Interaction Terms (2FI and 3FI) 

A B C AB AC BC ABC 

1 -1 -1 -1 +1 +1 +1 -1 

a +1 -1 -1 -1 -1 +1 +1 

b -1 +1 -1 -1 +1 -1 +1 

ab +1 +1 -1 +1 -1 -1 -1 

c -1 -1 +1 +1 -1 -1 +1 

ac +1 -1 +1 -1 +1 -1 -1 

bc -1 +1 +1 -1 -1 +1 -1 

abc +1 +1 +1 +1 +1 +1 +1 

cp 0 0 0 0 0 0 0 

 

In most practical situations, two-factor interactions (2FI) are likely to occur, three-factor 

interactions (3FI) are less likely to occur and so on. The 23 full factorial design is capable 

of determining all interactions up to 3FI. When the settings of the factors in the design 

are run for all of the combinations, a response is measured for each experimental run. The 

response can be a univariate outcome, such as yield, pH, etc, or can be a spectrum 

collected on a sample after the conditions have been applied. 

1.7.1.3 Regression Model for DoE 

The orthogonality condition imparts unique properties to the analysis methods used to 

understand the relationships between the factors and the response (y) and a model can be 

developed that describes the entire experimental space using multiple linear regression 

(MLR).223,225 The MLR algorithm is an extension of simple linear regression and enables 

the calculation of main effects of the experimental factors and their interactions. The 
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MLR equations for a two- and three-factor design are shown in Equations 1.1 and 1.2, 

respectively. 

 𝑦𝑦� = 𝑏𝑏0 + 𝑏𝑏1𝑥𝑥1 + 𝑏𝑏2𝑥𝑥2 + 𝑏𝑏12𝑥𝑥1𝑥𝑥2 + 𝜀𝜀 

 

1.1 

𝑦𝑦� = 𝑏𝑏0 + 𝑏𝑏1𝑥𝑥1 + 𝑏𝑏2𝑥𝑥2 + 𝑏𝑏3𝑥𝑥3 + 𝑏𝑏12𝑥𝑥1𝑥𝑥2 + 𝑏𝑏13𝑥𝑥1𝑥𝑥3 + 𝑏𝑏23𝑥𝑥2𝑥𝑥3 + 𝑏𝑏123𝑥𝑥1𝑥𝑥2𝑥𝑥3 + 𝜀𝜀 

 

1.2 

The model associated with the 23 full factorial design has seven terms and the intercept 

term (b0) resulting in a total of eight model terms (Table 1.2). This requires eight 

experimental runs in the design in order to uniquely calculate each term in the model. 

This is a requirement of the orthogonal MLR model.223 The DoE equations above can 

become very complex for a relatively small number of factors, i.e., a design with five 

experimental factors, 25 = 32 experimental runs results in an equation with 31 terms for 

main effects and interactions and the intercept term 𝑏𝑏0. Main effects of the individual 

factors are defined by terms, such as 𝑏𝑏1𝑥𝑥1, where 𝑏𝑏 represents the regression coefficient 

or importance of the factor, and 𝑥𝑥 represents the factor being modelled. Synergistic effects 

have positive b-coefficients and antagonistic effects have negative b-coefficients. 

In the case of the 25 factorial design, if only 2FIs are to be considered, 26 redundant terms 

in the MLR equation will be calculated, including the highly unlikely five-factor 

interaction term. Simpler designs, known as fractional factorial designs exist to handle 

this type of redundancy, however, these are outside of the scope of the present study and 

are discussed in detail in the pioneering texts of Box, Hunter and Hunter,224 and 

Montgomery.226 

1.7.1.4 The Box-Behnken Design 

The simplest of a class of designs called the optimisation designs is the Box-Behnken 

(BB) design.223 Unlike more complex optimisation designs, the BB design only fits a 

quadratic model to account for curvature in the design points and requires the minimum 

number of points to run. Each point can be considered to lie on the surface of a sphere, 

providing each point with equivalent variance properties and three levels to fit a quadratic 

model. Figure 1.20 shown an example BB design in three experimental factors. 
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Figure 1.20: The Box-Behnken (BB) design in three experimental factors; a) shown in cartesian 

coordinates; and b) shown as the points on a sphere.   

1.7.2 Multivariate Data Analysis (MVDA) 

By definition, multivariate data analysis (MVDA) refers to the simultaneous analysis of 

more than one variable. Bivariate analysis requires an extension of the simple linear 

model to the MLR models described in Section 1.7.1.3. However, when the number of 

variables to be assessed becomes large (typically >10), the MLR and associated linear 

discrimination methods become less effective, mainly because of the exactness of the 

MLR model, that requires a single run for every variable measured. For a spectrometer 

generating 2000 variables per spectrum, the object set would require 2000 objects. The 

terminology ‘object’ is used to describe the points in a MVDA unless the object can be 

defined as a sample according to the criteria of representativity of the theory of sampling 

(ToS).223,227-229 

When applied to chemical data, including spectroscopic and chemical imaging data, 

MVDA was first coined as chemometrics by Svante Wold in 1971.230 The International 

Chemometrics Society (ICS) defines chemometrics as follows, “the chemical discipline 

that uses mathematical and statistical methods to: (a) design or select optimal 

measurement procedures and experiments; and (b) provide maximum chemical 

information by analysing chemical data.”231 Although the term chemistry is used in the 

definition, it is easily translated to the understanding of chemical processes that occur in 

biological systems, particularly cell cultures and their treatments. 

Chemometrics is applied widely to spectroscopic data, including FTIR spectroscopy, 

which can benefit from such analysis particularly when applied to hyperspectral images. 

Chemometric methods objectively distinguish subtle changes in lipid, protein and other 
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biologically active molecules when analysing the large numbers of spectra generated by 

a mapping or imaging experiment.190,218,232 

Chemometrics methods can be grouped into three main strategies.233 

1. Exploratory Data Analysis (EDA): This group are unsupervised classification 

methods used to investigate the internal structures (patterns, or natural groupings) 

of complex data sets. The main workhorse of EDA is principal component analysis 

(PCA, Section 1.7.2.1). 

2. Multivariate Calibration: These methods are used to model a response (Y) from 

multivariate data (X), to provide predictive models of constituents/properties of 

interest. The process is a two-stage operation where a set of calibration objects with 

known reference values, measured using a reliable reference method, are measured 

on, for example, a spectrometer and a model is developed relating spectral bands to 

the constituent or property of interest. These models can be applied to spectra 

collected on new objects and quantitative values can be generated, non-

destructively, in real time. The method of partial-least-squares-regression (PLSR) 

is described in Section 1.7.2.2. 

3. Multivariate Classification: Using EDA as a basis for identifying interpretable 

classes from spectroscopic or other data types, local class models are developed and 

saved into a library of classes. The library is then applied to newly collected data in 

order to establish class membership. This is known as supervised classification or 

supervised pattern recognition and is used extensively in industries, such as the 

pharmaceutical industry, or in research to classify new and existing objects. The 

main classification algorithm used in this research was the method of partial least 

squares discriminant analysis (PLS-DA, Section 1.7.2.3). 

 
1.7.2.1 Principal Component Analysis (PCA) 

PCA is a multivariate clustering technique that describes an initial data set (X) in terms 

of its object relationships, known as scores (t) and the variable correlations, known as 

loadings (p). The loadings describe the variable contributions associated with any 

clustering observed in the scores and works on the premise that objects and variables are 

not mutually exclusive, i.e., objects cannot be described without variables and vice versa. 

PCA uses linear algebraic methods to decompose the original data set into informative 

components known as principal components (PCs) based on variance maximisation.233 
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The PCs describe a set of linear combinations, that when summed, reconstruct the original 

data (X). Mathematically, this can be described in matrix notation in Equation 1.3. 

 𝐗𝐗 = 𝐓𝐓𝐏𝐏𝐭𝐭 + 𝐄𝐄 1.3 

Where X is the original data, T is the combination of the a most important scores, P are 

the a loadings associated with the scores and E is a matrix of residuals. The residuals are 

the part of the original data that cannot be described by the model 𝐓𝐓𝐏𝐏𝐭𝐭. In expanded 

notation, the PCA model is a linear combination of PCs (Equation 1.4). 

 
𝑋𝑋 = 𝑡𝑡1𝑝𝑝1𝑡𝑡 + 𝑡𝑡2𝑝𝑝2𝑡𝑡 + ⋯+ 𝑡𝑡𝑎𝑎𝑝𝑝𝑎𝑎𝑡𝑡 + 𝐸𝐸 = � 𝑡𝑡𝑎𝑎𝑝𝑝𝑎𝑎𝑡𝑡 + 𝐸𝐸

𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜

𝑎𝑎=1

 1.4 

There are two constraints placed upon a PCA model: 

1. Each PC is orthogonal (independent) of the others and thus describes a unique set 

of variances in multivariate space; and 

2. The variance described by each successive PC cannot be larger than the previous 

PC.  

This means that the information contained in a PC diminishes as the number of PCs 

becomes large. Typically, in an information rich data set, the number of PCs required to 

describe the data is relatively low (2-5 PCs) and this is known as the rank, or dimension 

of the data set and is represented by Aopt. The maximum number of PCs cannot be greater 

than the minimum of the number of objects/variables used to describe the data. 

Since PCs are orthogonal, scores and loadings can be plotted on a set of cartesian 

coordinates as scatter plots in two- and three-dimensions, or as line plots that best describe 

the data situation. For example, the loadings of spectra are best plotted as a line plot of 

loadings vs. wavenumbers in order to identify the important wavenumber(s) that describe 

the object patterns in the scores. 

When scores are plotted as scatter plots, objects may be observed to cluster together as 

they have similar properties and are, therefore, similar in their original data. Objects that 

separate into new clusters have unique properties with respect to other clusters and their 

loading patterns describe these differences. The simplest way to plot scores is as a 

pairwise scatter plot of one PC vs. another. When PC1 scores are plotted against PC2 

scores, this is called the t1 vs. t2 plot (Figure 1.21). 
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Figure 1.21: Conceptual t1 vs. t2 scores plot showing four clusters of objects. The four clusters show tight 

within cluster grouping, which demonstrates small interclass variability and strong separation from other 

classes. This situation represents an ideal situation in which every class can be uniquely interpreted through 

analysis of the loadings (p). 

In the scores plot (Figure 1.21), the following general interpretations can be made. 

1. Cluster 1 lies exclusively along the t1 direction and its properties are interpreted 

solely by the p1 loading direction. 

3. Cluster 2 lies at the intersection of t1 and t2 (at 0,0). This cluster represents minimal 

variability with respect to the other clusters and the objects in this cluster can be 

considered as ‘average’ objects. 

4. Clusters 3 and 4 are separated from each other in the t2 direction and from Cluster 

1. 

The loadings plots describe the variable correlations to the defined PC direction. Loadings 

can take both positive and negative values and can be used to describe the relationships 

between the variables, particularly when interpreting spectral changes relative to 

chemical functionality. For example, a positive loading associated with the lipid bands in 

the spectra may be inversely correlated to a negative loading associated with protein 

bands. This can be interpreted as, when the lipid content of the measured object is high, 

its associated protein content is low, and vice versa. Figure 1.22 shows a typical X-

loadings plot for direction p1. When the original data are mean centred, the loadings are 

centred around zero and scaled such that their sum adds to 1 (normalised). 
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Figure 1.22: Example p1 loadings line plot showing the inverse relationship between the two highly 

weighted bands at 1743 cm-1 (lipid ester, C=O) and 1650 cm-1 (C=O, α-helix protein secondary structures). 

The lipid band is highly positively weighted, while the protein band is negatively weighted.  

PCA scores and loadings must be interpreted together as demonstrated in Figure 1.23, 

using an example from the current study.  

 

Figure 1.23: Joint interpretation of; a) scores; b) loadings and; c) reconstructed X. The two clusters in the 

scores plot are described by the inverse relationship of the loadings at 1743 cm-1 and 1650 cm-1. Since the 

data are second derivatised, the higher the content of a particular component, the more negative the band. 

Cluster 1 is defined by negative t1 values, therefore, negative scores × positive loading at 1743 cm-1 results 

in a more negative lipid band in the reconstructed X data. The inverse situation occurs for Cluster 1 at the 

1650 cm-1 loading, negative scores × negative loadings result in a more ‘positive’ protein band when added 

to the mean spectrum. The reverse situation occurs for Cluster 2. 
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These data were collected on fixed HepG2 cells measured as single point spectra, 

therefore, each point in the scores plot represents a single cell. There are two distinct 

classes in the t1 vs. t2 scores plot (Cluster 1 and Cluster 2) separated along the t1 direction 

and accounting for 67.1% of the total variability of the data set. The spectra were 

processed using a Savitzky-Golay second derivative234-235 followed by the standard 

normal variate (SNV) algorithm of Barnes, et al.236 The loadings represent the profile 

expected of second derivatised data. 

The reconstructed X plot generated from the t1 scores and the mean spectrum shows that 

the two clusters are separated based on intensity changes in the bands at 1743 and 1650 

cm-1. The reconstructed X data were calculated using Equation 1.5, where 𝑋𝑋� is the mean 

spectrum, 

 𝑋𝑋𝑡𝑡1 = 𝑋𝑋� + 𝑡𝑡1𝑝𝑝1𝑡𝑡 1.5 

1.7.2.2 Partial Least Squares Regression (PLSR) 

Multivariate regression methods are used to model an external and dependent response 

variable (Y) using a set of independent variables (X). In chemometrics, X is generated 

data, which contain the chemical information of the objects measured. Using regression 

techniques, a model (B) is generated such that the general least-squares model of Equation 

1.6  holds, 

 𝐘𝐘 = 𝐗𝐗𝐗𝐗 1.6 

This model states that the predicted value Y can be predicted from X, provided a reliable 

and interpretable model B can be generated from the available data. In an expanded form, 

the Equation 1.7 represents a form of the MLR model, 

 𝑦𝑦� = 𝑏𝑏0 + 𝑏𝑏1𝑥𝑥1 + 𝑏𝑏2𝑥𝑥2 + ⋯+ 𝑏𝑏𝑛𝑛𝑥𝑥𝑛𝑛 + 𝜀𝜀 1.7 

 

Where 𝑦𝑦� is a predicted value of the response 𝑦𝑦 when the model B is applied to new data, 

𝑏𝑏0 is the intercept term in the equation, 𝑏𝑏𝑛𝑛 are the regression coefficients that weight each 

of the independent X variables and 𝜀𝜀 is the residual term. The MLR equation uses 

individual variables to model the response; however, when 𝑛𝑛 becomes large, this model 

becomes unreliable due to collinearity between the variables and the requirement for large 

numbers of objects to evaluate the terms in the equation.223 

Multivariate methods of regression eliminate the collinearity problem through the 

calculation of latent variables such, as principal components (Section 1.7.2.1). A 
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requirement of the MLR model is independence of variables and by calculating PCs from 

the original data set, these have the property of orthogonality. Therefore, replacing the 

individual X variables with the first few important PCs leads to an exact MLR solution 

of Equation 1.8, 

 𝑦𝑦� = 𝑏𝑏0 + 𝑏𝑏1𝑡𝑡1 + 𝑏𝑏2𝑡𝑡2 + ⋯+ 𝑏𝑏𝑎𝑎𝑡𝑡𝑎𝑎 + 𝜀𝜀 1.8 

 

Where 𝑡𝑡𝑎𝑎 are the PCA scores summed up to the optimal number of PCs (𝐴𝐴𝑜𝑜𝑜𝑜𝑡𝑡). This is 

called the principal component regression (PCR) model and uses the condensed 

information of PC scores to model the response. While this model is exact 

mathematically, in practice, PCA describes the major sources of variability in the data. In 

some cases, the first few PCs may not be related to the variance in the y-response and this 

can lead to models with inflated Y-variance for the first components used in the model. 

As more PCs are added to the model, the variance in Y is explained, to result in a model 

that is more complex than expected. To overcome this issue, the partial least squares 

regression (PLSR) method was developed by Wold237 to allow for faster convergence of 

the regression model to the optimal solution. To achieve this, the first step in PLSR is to 

find the highest correlation between the response Y and the X variables and in this 

manner, the decomposition of X into latent variables is guided by the response Y, this 

leads to the calculation of the first loading weight (w), Equation 1.9. 

 
𝑤𝑤1 =

𝑋𝑋𝑡𝑡𝑦𝑦
|𝑋𝑋𝑡𝑡𝑦𝑦| 

1.9 

 

The denominator normalises the loading weight and represents the largest correlation 

between X and Y. From there, the first PLSR score (𝑡𝑡1) is calculated using Equation 1.10. 

 𝑡𝑡1 = 𝑋𝑋𝑤𝑤1 1.10 

Importantly, PLSR scores are different from PCA scores and must be interpreted in a 

different way. This is because PLSR scores are the object relationships of X as they relate 

to Y. The remainder of the non-iterative partial alternating least squares (NIPALS) 

algorithm is outside of the scope of the current study and the algorithm is discussed in 

Esbensen and Swarbrick223 and Swarbrick and Westad.233 The final regression model 

resembles the classical least-squares equation; however, to overcome the collinearity 

issues, the model contains latent variables derived from both X- and Y in the calculation 

of Equation 1.11. 
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 𝐗𝐗 = 𝐖𝐖(𝐏𝐏𝐭𝐭𝐖𝐖)−𝟏𝟏𝐐𝐐𝐭𝐭 1.11 
 

Where W are the loading weights, P are the PLSR loadings and Q are the Y-loadings. 

Additionally, the PLSR model is unlike PCA, since loading weights, not loadings are 

orthogonal and are used to interpret the model. 

The directions of a PLSR model are known as Factors rather than PCs to reflect the fact 

that PLSR scores are related to the X- and Y-data. The output of a PLSR model is similar 

to that of a PCA model with scores and loading weights for interpretation; however, PLSR 

also provides regression coefficients (b) that are displayed for the optimal number of 

factors (Aopt) and these summarise the important X-variables used to predict the response 

Y. The other important plot associated with PLSR is the predicted versus reference plot 

that displays the straight line fit between the predicted and reference values for the 

optimal number of PLSR factors. An example PLSR overview is shown in Figure 1.24. 

 

Figure 1.24: Example of a PLSR overview plot showing; a) explained Y-variance plot, indicating the 

number of optimal PLSR factors to interpret; b) PLSR scores showing the object relationships as related to 

the y-response; c) the predicted vs. reference plot showing the quality of the model for a selected number 

of PLSR factors; and d) the regression coefficient plot showing the important variables used to predict the 

y-response for a selected number of PLSR factors. 

1.7.2.3 Partial Least Squares Discriminant Analysis (PLS-DA) 

Partial least squares discriminant analysis (PLS-DA) is an extension of the PLSR method 

where the y-response is replaced with a binary descriptor of class, typically 0/1 or -1/+1. 
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In this way, a predicted value of 1 represents class membership and 0 (or -1) represents 

non-membership to the selected class. When there are more than two classes to be 

modelled, the PLS-2 algorithm is used to model multiple Y-responses.223 Table 1.3 lists 

a PLS-DA model for a three-class example. The columns represent a class and for each 

response, the objects defined as that class are designated the value 1 and all other objects 

with the value 0 (or -1). 

This process is continued for all classes and this table serves as the training set used to 

build the classification method. 

Table 1.3: Example responses of a PLS-DA model for a three-class classification problem. 

Object Class 1 Class 2 Class 3 

1 1 0 0 

2 1 0 0 

3 1 0 0 

4 0 1 0 

5 0 1 0 

6 0 1 0 

7 0 0 1 

8 0 0 1 

9 0 0 1 

 

By treating a categorical variable as a binary response, the PLSR model results in a binary 

regression situation as conceptualised in Figure 1.25. One of the limitations of the PLS-

DA method is that it cannot reliably predict an objects class when the class has not been 

defined in the model. To overcome this limitation, some chemometric software packages 

provide confidence intervals around the classes to either reject extreme objects, or objects 

that do not fit any class. 

Herein, the PLS-DA method was used to guide the decomposition of spectral data 

collected on individual cells using designed experiments. The full factorial designs 

described in Section 1.7.1 are orthogonal in construction and in the studies undertaken, 

individual spectra represent the X-variables acquired at each point in the design. The 

treatment conditions were then used as the responses. In this way, the large biological 
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variability in the objects can be effectively ‘filtered’ out by guiding the decomposition of 

the spectral data based on external knowledge. Consequentially, the results can be 

explicitly obtained, rather than implicitly sorted out by exploratory data analysis, such as 

PCA, that only look for the highest sources of variability in the data, that may not be 

related to the responses. In this way, a scientifically justified  approach to information 

extraction and interpretation is achieved.238 

 

Figure 1.25: PLS-DA predicted vs. reference plot showing discrimination of classes based on a binary class 

variable. When more than two class variables are being modelled, there is one predicted vs. reference plot 

per class. If the predicted result is close to 1 and within the 95% confidence interval, the object is considered 

to be a member of that class. If it is not a member of the class, it will either lie close to 0 (for objects with 

classes defined by the model) or in the ambiguous classification zone, for objects with no classes defined 

by the model. 

 

1.7.2.4 MVDA Terminology 

MVDA (chemometrics) has its own unique terminology and definitions, many of which 

were derived in the 1930’s in the field of psychology.239 Terms such as scores relate to 

patient scores recorded after application of certain stress factors and the loadings refer to 

the intensity of the factor.240 Much of this terminology is still in use in modern 

chemometrics and the most important definitions and symbols used in this thesis are 

summarised in Table 1.4. 
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Table 1.4: Common terminology used in multivariate (chemometric) modelling.  

Symbol Name Definition* 

X or (x) Independent 

Variable 

Variables measured on a set of objects used to model the 

characteristics of those objects, typically spectra and 

chromatograms. 

Y or (y) Dependent 

Variable 

Response data measures on an object set that defines the 

reference values to be correlated to the independent (X) 

values. Y-responses can be quantitative and qualitative. 

T or 

(ta) 

Scores Scores are the object relationships calculated in PCA or PLSR 

models. T describes the total scores in matrix notation, while 

ta describes the individual scores in a model up to a = Aopt., 

where Aopt  is the optimal number of principal components, or 

PLSR factors determined by validation of the model. 

P or 

(pa) 

Loadings In PCA, loadings represent the directions in multivariate 

space capturing the greatest source of variability in the set of 

objects measured. They describe the correlation between 

variables and their importance. P describes the total loadings 

in matrix notation, while pa describes the individual loadings 

in a model up to Aopt. 

W or 

(wa) 

Loading 

Weights 

In PLSR and PLS-DA, loading weights are orthogonal and are 

used for model interpretation instead of the loadings also 

generated by PLSR. Loadings weights represent the 

correlations in X most related to Y. This also means that PLSR 

scores must be interpreted differently from PCA scores. W 

describes the total loading weights in matrix notation, while 

wa describes the individual loading weights up to Aopt. 

B or (b) Regression 

Coefficients 

Regression coefficients are specific to regression models and 

describe the variable importance for the optimal number of 

factors used in a model, Aopt, for reliable predictions of new 

data using the model. 
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Table 1.4 (cont): Common terminology used in multivariate (chemometric) modelling.  

Symbol Name Definition* 

E or (𝜀𝜀) Residuals Residuals describe the part of a data set (X or Y) that cannot 

be explained by the fitting of the optimal number of principal 

components or PLSR factors. 
 *In this thesis, the terms multivariate analysis and chemometrics are used interchangeably. 

1.8 Hyperspectral Image Analysis (HSI) 

When spectra are collected on cells in a grid manner (Figure 1.15b and c), the result is a 

pseudo-three-way data table with dimensions pixels × pixels × variables, where variables 

are the absorbance values of the wavenumbers of the spectral data collected for each pixel. 

This results in the data cube represented in Figure 1.26. 

 

Figure 1.26: Representation of the pseudo-three-way data structure associated with chemical mapping and 

hyperspectral imaging; a) representative data structure showing the pixel directions as one plane and the 

variables as a second independent direction; b) an example of a hyperspectral cube showing the data 

structure. 

The term pseudo-three-way is used for this type of data structure, as opposed to the 

regular definition of a three-way table as the pixel directions are not independent.241-242 

This enables the table to be matricised along the variable direction, to generate a two-way 

data table that is analysed using the regular multivariate methods (Section 1.7.2). 

The process of matricising (sometimes incorrectly called un-folding) is shown in Figure 

1.27. Maintenance of the order of the matrix is important because the scores from a 

PCA/PLSR model applied to the matricised data are remapped to pixel space, thus 
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providing a false colour image of the data represented by the information described in 

selected scores. Each score image has an associated loadings plot that describes the 

intensity of the scores value in the image and can be used to investigate cell morphology 

and compartmentalisation. 

 

Figure 1.27: The process of developing a hyperspectral image analysis (HIA): a) the original data are 

represented by a pseudo-three-way data cube; b) matricising the data along the variable direction results in 

a long table of (pixel 1 × pixel 2 direction) × variables; c) analysis of the long, two-way data table using 

PCA or other multivariate methods; and d) mapping of the scores back to the original image space. 

After data acquisition parameters are optimised, the scores image ideally show the sample 

outline and highlights the internal structure. The data exterior to the region of interest 

(ROI) can add noise to the calculated model by adding information that is not sample 

related. Most multivariate and hyperspectral imaging software packages provide an 

option for masking unimportant regions. Figure 1.28 shows the process of masking for 

the scores image in Figure 1.27 along with the resulting scores image after calculation 

without the unimportant regions. 
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Figure 1.28: The process of masking in HIA; a) original scores image using all pixels for the calculation 

of the PCA model; b) masking the region of interest (ROI) based on the sample outline; and c) recalculation 

of the model without the unimportant pixels. 

Simple, univariate approaches to identify morphological features in hyperspectral images 

also exist based on integration of areas under specified bands in the original, or processed 

spectra. Such images are useful as a rough guide to locating specific ROIs but do not take 

advantage of the power of multivariate analysis and in many cases, lead to limited 

conclusions made from the complex data. 

This process of matricising, analysis and masking were used to assess the multivariate 

images generated in this thesis, along with optimisation of processing methods used to 

extract meaningful information from the images. The use of band integration was used as 

a method to initially locate ROIs and to confirm the finding of any hyperspectral image 

(HSI) models developed. 

1.9 Aims and Thesis Outline 

With particular focus on the biochemical processes involved in sugar uptake and 

metabolism and the actions of vanadium pro-drugs as insulin mimetic/cytotoxic agents, 

the research outlined in this thesis aims to use vibrational spectroscopic and chemometrics 

methods to elucidate and better understand the biochemical processes associated with the 

treatments applied to insulin-sensitive and -resistant cell types. Individual chapters 

provide additional details of experimental methods, including the optimisation of 

spectroscopic parameters for reliable data acquisition. The following outlines the general 

procedures described in the chapters that follow. 

Chapter 2 describes the general in vitro cell culture and fixation methods used to prepare 

cells onto calcium fluoride (CaF2) substrates for vibrational spectroscopic analysis. 

General spectroscopic instrument configurations are discussed along with an overview of 

the software used to generate results. 
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Chapter 3 describes the optimisation of data acquisition parameters and sampling 

methodology used to collect spectra generated by synchrotron and laboratory-based FTIR 

instrumentation. Using method validation procedures employed in the pharmaceutical 

and related industries, spectral data acquisition parameters including coadditions, 

reduction of additive and multiplicative effects (processing) and measurement 

repeatability were investigated and optimised. Optimisation experiments were performed 

for single point, raster scan mapping and focal-plane-array (FPA) imaging on adipocytes 

and hepatocarcinoma cells, including a unique experimental setup at the Australian 

Synchrotron using four focussed beams in an FPA arrangement. 

Chapter 4 describes the application of FTIR single point scanning applied to chemically 

fixed 3T3-L1 adipocytes treated with sugars and vanadate using a design of experiments 

(DoE) approach. Initial work focusses on establishing the action of vanadate on insulin-

sensitive and -resistant cells to understand the insulin-mimetic/enhancing and cytotoxic 

effects of vanadate, followed by a combined glucose, fructose and vanadate study to 

investigate the main effects and interactions of the experimental factors. Acquired 

spectral data were assessed using chemometric approaches to gain greater insights into 

biochemical changes induced by the factors and to better understand the modes of action 

of vanadate. A number of models describing the action of vanadate were proposed based 

on the information obtained from the FTIR spectra and available biochemical literature. 

Chapter 5 describes a study performed on the HepG2 hepatocarcinoma cell line as a 

model of insulin-sensitive hepatocytes that investigated the action of vanadate and two 

commonly used anti-cancer treatments, cisplatin and doxorubicin. Using point scanning 

and chemometrics methods, individual models for each cytotoxic agent were developed 

and compared to the results of common cytotoxic assay methods to determine whether 

any correlations between the FTIR spectra acquired and the assay methods exist. This 

was followed by the development of a combined model to comparatively evaluate the 

modes of action of each agent. 

A similar DoE approach to that performed in Chapter 4 investigated the actions of 

glucose, fructose and vanadate on HepG2 cells to investigate the main effects and 

interactions of the factors and the data were evaluated using chemometrics approaches to 

gain further insights into the mode of action of vanadate as a cytotoxic agent. Models 

were developed that described the observed spectral changes as related to biochemical 

pathways induced by the treatments. 
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Chapter 6 outlines a short feasibility study of FPA images acquired on 3T3-L1 adipocytes 

using synchrotron and laboratory-based FTIR microspectrometers and using 

hyperspectral imaging (HSI) methods. Single cells were selected for this analysis based 

on visible morphological characteristics in order to determine whether such analyses 

could provide better understanding of biochemical changes induced in single cells on a 

compositional and morphological basis.  

Chapter 7 provides a summary of the results and conclusions obtained and also discusses 

future work and new technological advances that can improve on the studies performed 

in this thesis. 
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Chapter 2 Experimental 

 



 

 
 

2.1 Chapter Overview 

Two cell lines were investigated as models for various diseases associated with metabolic 

syndrome. The 3T3-L1 cell line (murine adipocytes) is a widely used model of 

mammalian white adipose tissue particularly in the study of diabetes.243 This makes them 

highly suitable for investigations related to the uptake of sugars commonly consumed in 

the Western diet, such as glucose and fructose. The HepG2 cell line is an epithelial-like 

human hepatocarcinoma (HCC) cell line that exhibits properties similar to normal 

hepatocytes in terms of drug uptake and metabolism.244 In addition, they are an epithelial 

model of insulin sensitive tumour cell, which serves as a reference point regarding the 

action of vanadate to the results obtained from the 3T3-L1 cell line.  

2.2 Materials 

General reagents are listed in Table 2.1. All reagents, except for Sodium orthovanadate, 

were used without further purification. Water was purified using the Milli-Q technique 

(Millipore, Billerica, MA, USA).  

Table 2.1: General reagents used in this study. 

Material Grade/Purity Source Catalogue Number 

Sodium Orthovanadate 

(Na3[VO4]) 
99.98% Aldrich 450243 

D-(+)-glucose >99.5% Sigma G7528 

D-(-)-fructose >99.5% Sigma F2543 

Methanol (absolute) HPLC grade Ajax Chemicals  

Ethanol (absolute) HPLC grade Ajax Chemicals  

Dimethyl Sulfoxide 

(DMSO) 
Analytical grade Ajax Chemicals  

cis-Diamineplatinum(II) 

dichloride (cisplatin) 

[Pt(NH3)2Cl2] 

>99.9% Aldrich 479306 

Doxorubicin 

Hydrochloride 
>98.0% Sigma D1515 
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Cell culture media and reagents are listed in Table 2.2 

Table 2.2: Cell Culture Media and Reagents 

Material Source Catalogue Number 

Dulbecco’s modified Eagle’s medium – 

base (DMEM, without glucose L-

glutamine, phenol red, sodium pyruvate, 

and NaHCO3) 

Thermo Fisher 

Scientific 

A1443001 

Dulbecco’s modified Eagle’s medium – 

Non-Advanced,  
11965092 

Dulbecco’s modified Eagle’s medium – 

Advanced, High Glucose. 
12491015 

Foetal Bovine Serum (FBS) 10099141 

Glutamax 35050061 

TrypLE 12605028 

Phosphate buffer saline (PBS) 70011069 

Insulin from bovine pancreas, human 

insulin (recombinant, expressed in yeast) 

Sigma-Aldrich 

 

16634 

Dexamethasone D4902 

3-iso-butyl-1-methylxanthine (IBMX) I5879 

Antibiotic-antimycotic mixture (100 

U/mL penicillin, 100 U/mL streptomycin, 

and 0.25 µg/mL amphotericin B) 

A5955 

Endothelin-1 E7764 

Tetrazolium dye MTT 3-(4,5-

dimethylthiazol-2-yl)-2,5-

diphenyltetrazolium bromide 

Alfa Aesar L11339 

 

  

https://www.thermofisher.com/order/catalog/product/12605028
https://en.wikipedia.org/wiki/Di-
https://en.wikipedia.org/wiki/Methyl
https://en.wikipedia.org/wiki/Thiazole
https://en.wikipedia.org/wiki/Phenyl
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Cell lines used in this study are listed in Table 2.3. 

Table 2.3: Cell lines used in this study. 

Cell Line Source Catalogue Number 

3T3-L1 Pre-adipocyte (mouse 

embryonic fibroblast-adipose 

like cell line) 
American Type Culture 

Collection (ATCC, 

Manassas, VA) 

CL-173 

HepG2 Liver hepatocellular 

carcinoma 
HB-8065 

2.3 Cell Culture Protocols 

2.3.1  Culture of 3T3-L1 Adipocytes 

3T3-L1 pre-adipocytes of low passage were removed from liquid N2 storage and thawed, 

then transferred into a 25 cm2 culture flask and Non-Advanced DMEM/10% FCS (5 mL) 

was added. The culture was incubated for 24 h at 37 ˚C in a 5% CO2/95% air atmosphere. 

The initial growth media was removed, washed with PBS (5 mL) and TrypLE (0.05%, 2 

mL) was added. The culture flask was incubated at 37 ̊ C for 3-5 min until cell detachment 

from the flask was observed. DMEM/10% FCS (2 mL) was added to the flask to terminate 

the action of trypsin, and the contents were transferred to a 15 mL centrifuge tube and 

centrifuged for 3 min at 2000 rpm to produce a small pellet. The supernatant was removed 

and the pellet was resuspended and dispersed in DMEM high glucose (containing 4.5 g/L 

glucose), supplemented with antibiotic-antimycotic mixture (100 U/mL penicillin, 100 

U/mL streptomycin, and 0.25 U/mL amphotericin B), L-glutamine (2.0 mM), and 10% 

foetal calf serum, for the purposes of seeding the preadipocytes onto IR transparent 

substrates (Section 2.5.1) in 24-well plates (typically 1mL of suspension per plate). The 

preadipocytes were then incubated until 70-80% confluency.  

Two days post confluency, 3T3-L1 pre-adipocytes were incubated with differentiation 

medium containing 10% FCS, and adipogenesis cocktail (1.0 μg/mL bovine insulin, 1.0 

µM dexamethasone, and 0.50 mM IBMX) for 3 d (this time point was designated day 0). 

Post-differentiation medium (DMEM/high glucose, containing 10% FCS, 1 μg/mL 

insulin) was added at day 3, after removal of the differentiation media and incubated for 

2 d. The culture was then maintained using DMEM containing 10% FCS every 2-3 d, 
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until such time that the cells were fully differentiated (typically 8-12 d post 

confluency).245 

2.3.2 Culture of HepG2 Cells 

HepG2 cells were cultured in an identical manner in Advanced Dulbecco’s Modified 

Eagle Medium (DMEM) supplemented with 2% FCS, 100 U/mL penicillin, 100 U/mL 

streptomycin, and 0.25 U/mL amphotericin B (anti-biotic and anti-mycotic mixture) and 

L-glutamine (2.0 mM) in 5% CO2/air at 37 ˚C. Cell media was changed every 3 d until 

cells were >80% confluent and, at this stage, they were further split or used in viability 

assay or spectroscopic studies. 

2.4 Cell Counting 

Prior to seeding cells onto CaF2 substrates, cell counting was performed using an 

automated cell counting system (Countess, Invitrogen). After trypsinisation of cells, the 

resulting suspensions were centrifuged at 2000 rpm for 3 min (Labofuge 400, Thermo 

Fisher Scientific). The medium was removed by pipetting and the resulting pellet was 

redispersed in supplemented media with aspiration using a 1 mL pipette. 

A 15 µL aliquot of the cell suspension was transferred to an Eppendorf tube, and 15 µL 

of Trypan Blue stain was added to the suspension, which was transferred into the 

Countess cuvette for cell counting. Results were provided as cell counts/mL and a % 

viability measurement was also provided. Cell counts were based on the number of live 

cells detected during the analysis. 

2.5 General Cell Seeding and Fixation Protocol onto Calcium Fluoride 
Substrate 

2.5.1 3T3-L1 pre-adipocyte seeding protocol 

3T3-L1 pre-adipocytes were washed once with PBS and trypsin (4 mL) was added to the 

cell culture. The fibroblasts were incubated for 10 min until fully detached and 

DMEM/10% FCS was added to stop trypsinisation. Fibroblasts were counted as described 

in Section 2.4 and the fully dispersed cells were diluted to result in a final aliquoted 

volume containing 15× 104 cells per well of a 24 well plate with a CaF2 substrate. 

CaF2 substrate (0.5 mm, Crystran, UK) was prepared as 5 × 5 mm windows (plates), 

sterilised with 80% ethanol, washed with PBS to remove the ethanol and preconditioned 

by dipping in supplemented media before being placed into the wells of a 24-well plate. 

Each window was covered with the appropriate amount of cell suspension and incubated 
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overnight until cell attachment occurred. Differentiation of seeded pre-adipocytes 

(Section 2.3.1) proceeded until the desired confluence and were then ready for the 

treatment protocols (Section 2.6). 

2.5.2 HepG2 seeding protocol 

The HepG2 cells were grown to confluence, detached by trypsinisation and seeded at 

15× 104 cells per well on CaF2 substrate. Counting and seeding of HepG2 was performed 

in a similar manner to those described (Section 2.5.1). Once the desired confluence was 

achieved (incubation at 37 °C, 5% CO2/air), they were treated according to specific cell 

type protocols described (Section 2.6). 

2.5.3 Cell Fixation Protocol 

The chemical fixation of all cell types onto CaF2 substrates was performed according to 

the cold methanol fixation method of Carter, et al.243 The substrate was removed from the 

well plate and washed in PBS and blotted to remove as much PBS as possible. The cells 

were then fixed by immersion of the substrate into methanol (cooled to dry ice, 253 K) 

once for 1-2 s. Excess methanol was removed from the plates and the samples were air-

dried then stored in Eppendorf tubes in an anhydrous environment prior to spectroscopic 

analysis. Although methanol can result in the extraction of lipids from cells,218 the 

morphological images provided in Chapter 4 show that this fixation method kept the 

multilocular structure of adipocytes intact. 

2.6 Cell Treatment Protocols 

A standard treatment regime of glucose, fructose and sodium vanadate Na3VO4 was 

devised for the treatment of insulin sensitive and resistant 3T3-L1 cells based on a two-

level full factorial design. Treatment levels in the design included a no-treatment 

(starvation) run and included treatment at the physiological level of glucose reported in 

the bloodstream to be 3.8-7.8 mM and as high as 11 mM postprandial.246 The 

concentration was defined as 5.0 mM for the trials utilising glucose in the treatment 

regime.247 Although fructose is present in much lower physiological concentrations in the 

bloodstream under normal conditions (0.060 mM), after consumption of a large fructose 

load, circulation concentrations of 1.0 mM were observed.248 Fructose concentrations in 

excess of 1.0 mM could be expected for individuals who consume more than the daily 

average soft drink and processed food loads and concentrations of up to 5 mM can be 

expected at the portal vein as the liver consumes ~50-80 of blood fructose levels.249 

Therefore, fructose concentration was also fixed at 5.0 mM,11 in order to induce cellular 
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response during the treatments and represents an upper limit of postprandial portal venous 

concentration.249  

The concentration of Na3VO4 was different for each cell line studied and the particular 

concentration used was determined using the cell viability assay method described in 

Section 2.7. The individual maximum concentrations of vanadate used are reported in the 

chapters for the individual cell lines. The following describe the general reagent 

preparation protocols. 

2.6.1 Preparation of Glucose, Fructose and Vanadate Stock Solutions 

Stock solutions (10 mM) of D-(+)-Glucose and D-(-)-fructose were prepared in glucose-

free DMEM supplemented media. Each solution was sterilised by filtration through a 0.22 

µm syringe filter (Merck Millipore) prior to use. Dilutions of each stock solution were 

made according to the treatment conditions of the experimental design. 

Na3VO4 (100 mM) stocks were prepared in Milli-Q water by heating until boiling.250 The 

pH value was adjusted to 10 with 1.0 M NaOH/HCl and boiled until the yellow colour of 

the solution dissipated. The process of pH value adjustment and boiling was repeated until 

the pH value remained constant and no evidence of yellow colouration, due to 

polyvanadates,251 was observed. The cooled solution was volume adjusted with Milli-Q 

water to final concentration. 

2.6.2 General Sugar-Vanadate Treatment Protocols 

Individual cell lines were treated based on a full factorial DoE approach (Section 1.7.1). 

The high (+1) and low (-1) levels of glucose and fructose were defined in Section 2.6. 

Vanadate was set at a low value of 0 µM and high levels from IC50 values defined in each 

chapter. Table 2.4 provides an overview of the factor levels used in the designed 

experiments of this study. 

Table 2.4: High and low levels of experimental factors used in designed experiments for assessing the 

effects of sugar and vanadate treatments on the three cell lines investigated in this study. 

Concentration Low Level (-1) High Level (+1) Centre Point (0) 

Glucose (mM) 0 5 2.5 

Fructose (mM) 0 5 2.5 

Vanadate (mM) 0 Cell line specific, refer to individual chapters 
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For the treatment of the 3T3-L1 cell line, four experimental factors were assessed. These 

include the three listed in Table 2.4 and a fourth factor, insulin resistance. Insulin 

resistance is a binary factor (yes/no) and was induced according to the protocol described 

in Section 2.6.3. The designs used for HepG2 included only the factors listed in Table 

2.4. 

2.6.3 Inducement of Insulin Resistance in 3T3-L1 cells 

Fully differentiated 3T3-L1 cells grown on CaF2 substrates were incubated for 24 h at 37 

°C, 5% CO2/air in the presence of 1.0×10−8 M endothelin-1, according to the procedure 

described by Ishibashi, et al.75 which renders 3T3-L1 adipocytes insulin-resistant. Further 

testing of insulin resistance was not performed as part of this investigation and the treated 

cells were assumed to be rendered insulin-resistant, based on similar results obtained 

previously on 3T3-L1 cells.252 

2.6.4 Cisplatin Treatments of HepG2 Cells 

A 1.0 mM stock solution of cisplatin was prepared in PBS. Aliquots were prepared, stored 

at -20 °C and thawed for use immediately before cell treatments. For cell viability assay 

experiments (Section 2.7), HepG2 cells were treated with twofold serial dilutions of 

cisplatin, with the highest concentration at 100 µM. Dilutions were performed using cell 

culture medium.  

2.6.5 Doxorubicin Treatments of HepG2 Cells 

A 0.5 mM stock solution of doxorubicin was prepared in PBS. Aliquots were prepared, 

stored at -20 °C and thawed for use immediately before cell treatments. For cell viability 

assay experiments (Section 2.7), HepG2 cells were treated with two-fold serial dilutions 

of doxorubicin, with the highest concentration at 10 µM. Dilutions were performed using 

cell culture medium.  

2.7 Cell Viability Assay 

The 3-(4,5-dimethyl-2-thiazolyl)-2,5-diphenyl-2H-tetrazolium bromide (MTT) assay 

was performed according to the method of Mosmann253 and reviewed by Stockert, et al,254 

for HepG2 cells only. However, under the conditions used, the high metabolic activity of 

3T3-L1 adipocytes produced a saturated response in MTT assays and cell viability could 

not be reliably measured. Cells were seeded onto 96-well plates at a density of 2× 103 

cells per well and allowed to attach for 24 h, then the selected treatment regimen was 

applied, and the cells were allowed to incubate at 37 °C, 5% CO2/air for 72 h. The cell 
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media was removed and replaced with media containing 1.0 mg/mL MTT and the cells 

were incubated for 3 h. The media was removed and the cells were lysed with DMSO 

(100 µL/well) to generate the characteristic purple formazan colour formed by 

mitochondrial dehydrogenases. Absorbance was measured at 600 nm using a Victor3V 

1402 Multilabel Counter (Perkin Elmer, Boston, MA) and the results were expressed as 

percentage cell viability, assuming the viability of control cells (cultured in high glucose 

DMEM, 2% FCS) was 100%. Cell viability calculations were presented as plots of cell 

viability vs. log[concentration]. 

2.8 Spectroscopic and Hyperspectral Imaging Methodology 

2.8.1 Laboratory Based FTIR Measurements 

Single-point spectra or focal-plane-array (FPA) images were acquired in transmission 

mode on a Tensor 27 FTIR spectrometer coupled to a Hyperion 3000 IR microscope with 

either a 36× or 15× Cassegrain objective (Bruker Optics, Ettlingen, Germany) at Sydney 

Analytical. The microscope was equipped with a trinocular viewer, which accommodates 

a video camera allowing direct viewing of the sample. The microscope was fitted with a 

motorized x-y-z mapping stage, a motorised knife-edge aperture and a narrow-band 

detector or an FPA detector. Both the microscope stage and optics area are enclosed in a 

Perspex box, which was constantly purged with dry N2. Atmospheric moisture was 

controlled through the use of desiccants that were constantly maintained in the 

spectrometer optics train. 

The wavelength range covered was dependent on the detector used with a maximum range 

of 4000-400 cm-1. Due to optical constraints imposed by the CaF2 substrate and the rapid 

loss of sensitivity below 1000 cm-1, spectra were only assessed over the region 3050-1050 

cm-1 at a spectral resolution of 4 cm-1. The N-H and O-H bands in the wavenumber region 

3300-3700 cm-1 were observed as prominent bands in the raw spectra, however, when the 

second derivative processing method was applied, these bands diminished to weak signals 

compared to the C-H bands in the region 3000-2800 cm-1 (refer to Chapter 3), therefore, 

this justified the upper cut-off limit for spectral analysis of 3050 cm-1. Optimisation of 

the data acquisition parameters, including number of coadded scans, aperture sizes and 

Fourier transform parameters were dependent on the cell type (Chapter 3). Background 

spectra were typically collected before the collection of single spectra, per line during 

mapping or before a 64×64 FPA image was collected to give 4096 individual spectra per 

image. The sampling area covered by the FPA detector was 170×170 µm, with an 
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approximate pixel resolution of 7 µm2 (lateral resolution = 2.65 µm). Reference is made 

to Figure 6.2 in Section 6.1.3 for a complete description of the spatial resolution obtained 

by photovoltaic FPA detectors in this work using a 36× Cassegrain objective with a 

numerical aperture of 0.5. 

In all cases, single cell spectra were acquired by adjusting the knife edge apertures of the 

microscope such that the maximum area of the cell was scanned and the extracellular 

matrix was minimised. FPA spectra were acquired by selecting a region of interest (ROI) 

containing the cell and then moving the region in the OPUS software such that the FPA 

detector captured the entire centred cell image. 

2.8.2 Synchrotron Based FTIR Measurements 

2.8.2.1 Point- and Raster-Scanning 

Synchrotron FTIR (SR-FTIR) spectroscopic data acquisition was performed at the 

Australian Synchrotron IRM beamline (2BM1), operating at a beam energy of 3 GeV 

with a maximal beam current of 200 mA. Spectra were collected in transmission mode 

using a Vertex V80v FTIR spectrometer coupled to a Hyperion 3000 IR microscope with 

a 36× objective (Bruker Optics, Ettlingen, Germany). The microscope was fitted with a 

motorized x-y-z mapping stage, a motorised knife-edge aperture and an MCT detector.  

Prior to data collection, an optimisation protocol was developed to determine the settings 

that provided the least variable spectral data while at the same time, keeping the spectral 

data acquisition time to a minimum. This protocol used three mechanical pinhole settings 

available on the microscope, along with adjusting the number of co-added spectra for the 

assessment of spectral quality (Chapter 3). 

Single spectra were obtained in the same manner as described for the laboratory-based 

instruments in Section 2.8.1. 

2.8.2.2 Four Beam Synchrotron FPA Imaging 

The Bruker Hyperion 3000 microscope (2BM1) was equipped with a mid-IR focal plane 

array detector with 64×64 active pixels. The microscope was equipped with a 

combination of a 20× (0.6 Numerical Aperture) condenser (Bruker Optik GmbH, 

Germany) and a 52× (0.65 Numerical Aperture) objective (Edmund Optics, Singapore), 

with a detector pixel pitch of 0.77 µm×0.77 µm. The detector was operated at the full 

frame size of 64×64 pixels. Detector readout rates were 5 kHz for the FPA (actual 

integration time used = 0.2146 ms). The FPA detector had a long wavelength cut-off of 
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850 cm-1, whereas the single element MCT used had a cut-off of 750 cm-1. FPA images 

were acquired at 4 cm-1 resolution using 256 coadditions for background and sample 

scans.255 

2.8.3 Spectral Data Acquisition and Processing 

The spectrometer and microscope were controlled using the OPUS software package 

(version 8.2.9, Bruker Optics, Ettlingen, Germany). The FPA measurements at the 

Australian Synchrotron were collected using OPUS software (version 7.2). Spectral data 

were saved in OPUS formats that were imported into chemometrics and multivariate 

image analysis software. 

Image files required extraction of spectra prior to importation into third party software 

packages using the extract function of OPUS software. The OPUS software package also 

has a number of options for assessing integrated peak areas on raw and processed spectra. 

2.9 51V NMR Spectroscopy 
51V NMR of 1.0 mM Na3VO4 in cell culture medium was acquired after cytotoxicity assay 

with HepG2 cells (16 h pre-incubation + 72 h incubation at 310 K). D2O (10% vol.) was 

added to the medium immediately before acquiring the spectra to lock the NMR signal. 

Spectra were recorded at 300 K on a Bruker Avance 400 MHz spectrometer at 26.35 

MHz256 in the −1000 to 500 ppm spectral window (2560 scans; total scan time, 23 min), 

and were externally referenced using 100 mM Na3VO4 solution in 1.0 M NaOH ([VO4]3− 

signal at −541 ppm).256  

2.10 Data Analysis Methodology 

Experimental design generation and analysis was performed using the Design Expert 

software package (version 13, Statease, MN, USA). General univariate statistical analyses 

were performed using Minitab (version 19, Minitab LLC PA, USA). IC50 calculations 

were performed using Origin software (version 6.1, OriginLab Corporation, MA, USA). 

Multivariate analysis (MVDA) of single point spectra was performed using the VEKTOR 

DIREKTOR software package (version 1.0. KAX Group, Australia). Spectra were 

imported as the proprietary OPUS file format for visualisation, preprocessing and 

exploratory analysis. VEKTOR DIREKTOR provides functionality for exploratory data 

analysis, multivariate regression and multivariate classification and hyperspectral image 

analysis (HIA). 
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HIA was performed using PLS-Toolbox Solo + MIA (Solo, version 8.9.1, Eigenvector 

Research, WA, USA) and VEKTOR DIREKTOR. Image files extracted from OPUS were 

saved in ASCII (.csv) format in numerical order and imported into the respective software 

package. The 2D-file was converted into an image format and analysed using the 

preprocessing methods and multivariate analysis tools available for HIA. Unimportant 

regions of the image space were manually masked and models were calculated using the 

region of interest (ROI) only.   
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Chapter 3 Optimisation of Fourier Transform Infrared 

(FTIR) Microspectroscopic Point Scanning and Focal Plane 

Array (FPA) Imaging 
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3.1 Introduction 

Baker, et al.257 provide an excellent protocol for addressing sample preparation, the 

optimisation of spectral data acquisition and data processing methods for use with FTIR 

microspectroscopy. The protocol is applicable to the Globar® (silicon carbide) light 

sources commonly used in benchtop instrumentation or for instrumentation interfaced to 

a synchrotron light source, such as the infrared microspectroscopy (IRM) beamline at the 

Australian Synchrotron (AS). This protocol contains a wealth of general information, but 

little detail on the practical aspects for optimisation of spectral acquisition parameters 

such as number of coadded spectra, mechanical spot size restrictions and depth profiling. 

Such parameters affect the quality of spectral data obtained, minimise extraneous noise 

so that simpler processing methods can be applied, which result in multivariate analyses 

which better partition noise into higher order components.223 

Laboratory and synchrotron-based FTIR (SR-FTIR) spectroscopies are excellent tools to 

probe biochemical changes in fixed and live cell cultures,257-258 and when coupled to a 

high magnification microscope (Figure 3.1),259 both spatial (morphological) and 

chemical information of intact cells is provided. Such information can be used to assess 

the inherent heterogeneity within individual cells and locate cellular components such as 

the nucleus, lipid droplets and cell membrane boundaries.189,217-218,260 

FTIR spectrometers require continual referencing against a constant non-absorbing 

background to account for changes in atmospheric moisture and carbon dioxide levels. 

Even in the presence of a dry nitrogen purging system and regular desiccant recharging 

that are used to maintain a constant environment, regular re-referencing is an absolute 

requirement. Lasch and Petrich189 showed that when water vapour is not completed 

purged from the instrumentation, important chemical information can be distorted or 

concealed for lipids, proteins and DNA (Wood,182 has reviewed the influence of hydration 

levels on DNA band positions).  

3.2 Parameters, Protocols and Spatial Resolution 

Typically, a reference (background) scan is re-recorded after the completion of a single 

point scan, or at the end of a line array where a mechanical x-y-z stage is moved to either 

a point on an infrared transparent substrate, where there is minimal to no contamination 

of cellular matter, or a clean substrate in close proximity to the substrate containing the 

cells. In line or raster scanning, the stage is positioned at the start of the next array to 

complete another line scan and this process is repeated until an entire grid of predefined 
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size is mapped. The precision of stage positions is, therefore, a critical parameter to 

investigate to ensure that the spectral data acquired is aligned to the optical micrographs 

recorded before a chemical map is collected. 

 

Figure 3.1: x-y-z-optical stage of the Bruker Hyperion 3000 FTIR microscope with a 36× Cassegrain 

microscope objective installed. The stage has a slotted sample holder wide enough to capture reliable 

spectra of cells fixed to CaF2 substrate and small enough to minimise the risk of the sample dropping into 

the microscope condenser, located underneath the stage. 

A schematic (Figure 3.2) of the operation of the FTIR microscope shown in Figure 3.1, 

highlights why the precision of the x-y-z stage is critical to the quality of obtained spectra. 

Chemically fixed cells on the substrate are either sparsely or densely populated, 

depending on the confluence of the cells and the treatment conditions. In many situations, 

the selection of single, isolated cells is desired to provide unique biochemical information 

free from interactions with other cells in more dense colonies.258 

The regular instrument re-referencing required during chemical mapping that takes ~2-4 

hr to complete for a small map, e.g., a 12×12 grid, means the x-y-z stage constantly moves 

to and from the cell to the background position. This constant movement increases the 

potential for misalignment; therefore, it is important to ensure that the stage is calibrated 

each day of operation and that an alignment study is performed on a regular basis to 

ensure that when single images are collected to create a montage, they are stitched 

together in a manner that reduces the risk of misalignment. The daily stage calibration is 

typically a macro check of the entire stage range. A repeatability test should also be 

performed to assess the micro control of the stage. 
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Figure 3.2: Schematic diagram of a Cassegrain microscope objective used for FTIR microspectroscopy. 

Various cell lines can be chemically fixed to a substrate, e.g., CaF2, where cell densities naturally vary from 

very sparse to dense colonies.  

In single-point scanning, the stage is moved in the x-y direction over the object of interest 

and a mechanical knife-edge aperture is used to define the field of view (FoV) with the 

aid of a microscope objective (Figure 3.2 and Figure 3.3a). During raster scanning, the 

stage is moved to the object of interest and a rectangular grid array is defined in x-y space 

over the microscopic image, therefore, the area of each partition in the grid will be one 

spectrum (Figure 3.3b) and as can be observed in this figure, a single spectrum would be 

comprised of multiple cellular components. 

 

Figure 3.3: a) Digital image of a CaF2 substrate with chemically fixed HepG2 cells and; b) optical 

micrograph of the region of interest (ROI) as viewed under the microscope of the Bruker Hyperion 3000 

system at 36× magnification. The red grid in b) represents a single cell either measured as a single-point 

spectrum by setting the aperture to the size of the cell, or mapped over a predefined grid of appropriate 

aperture and step size. 
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Spatial resolution is restricted by the diffraction limit.217,261-262 The high light flux 

intensity (brightness) of synchrotrons provided enhanced signal-to-noise ratio spectra 

using apertures approaching the diffraction limit. However, for a focal-plane-array (FPA) 

detector, the light is dispersed over a larger area and the benefits of the high intensity 

cannot be exploited, unless multiple beamlines are combined (Section 3.8). The 

diffraction limit is expressed as Equation 3.1 

 
∆𝑥𝑥 ≥ 0.61

𝜆𝜆
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

 
3.1 

∆𝑥𝑥 is the distance separating two objects; 𝑛𝑛 is the refractive index of the medium between 

the objective and the object; 𝑛𝑛 represents the acceptance angle of the objective and 

together, 𝑛𝑛sin𝑛𝑛 is the numerical aperture (NA) of the objective. NA measures the range 

of angles that an objective can accept or emit light. This equation is consistent with 

Rayleigh’s criterion that two points can be resolved as long as the centre of one Airy disc 

coincides with the first minima of the second Airy pattern.217,263 While the spatial 

resolution of infrared microscopes will always be inferior to visible microscopes, what is 

lost in resolution is gained in the chemical information contained within the spectra.217  

In the current study, spatial resolution was evaluated using a highly heterogeneous cell 

line with a Bruker Hyperion 3000 system in transmission mode, where a spatial resolution 

of 2.4 µm has previously been reported with a 36× Cassegrain objective (with NA36x of 

0.5).217 It is noted, however, that such resolution is applicable at 5000 cm-1 and is not 

relevant to the work conducted in this study. In general, the shorter the wavelength, the 

higher the contrast as predicted by Abbe’s theory for diffraction limited optical systems 

in Equation 3.1.217 Table 3.1 lists the main data collection parameters, (other than spectra 

coadditions), which were set in this study to obtain high quality spectra.  

Table 3.1: Main spectral data acquisition parameters of the Hyperion 3000 FTIR microscope (excluding 

sample coadditions). 

Parameter Setting 

Spectral resolution 4 cm-1  
 

Apodisation Blackman-Harris 3-term 
 

Zero Filling Factor (ZFF) 2 
 

Spectral Range (D316 MCT Detector) 4000-650 cm-1 
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3.3 Substrates 

CaF2 is routinely used as an optical substrate as it is water insoluble, colourless, and 

transparent over most of the infrared region.214-215 However, it displays fringing and 

chromatic aberration characteristics, particularly below 950 cm-1.214-215,255 Even though 

the MCT D316 detector has a cut off at 600 cm-1 (Figure 3.4), the CaF2 aberrations limit 

the amount of useful information obtainable below 1000 cm-1.214 Fabian, et al.214 has 

suggested that the wavenumber region 1800-1000 cm-1 is most suited for biological 

samples analysis, however, the high lipid content in 3T3-L1 adipocytes and changes in 

lipid biochemistry of HepG2 cells, investigated in this study, required the inclusion of the 

3050-2800 cm-1 range.195,202 

 

Figure 3.4: Detectivity vs. wavenumber (cm-1) of commonly used MCT detectors in mid-infrared 

spectroscopy. Adapted from Application Note AN M161, Bruker Optiks, GmbH.264 

To optimise scanning conditions, 3T3-L1 adipocytes were used as they represent a 

physically large cell type with high heterogeneity due to distinct lipid droplets dispersed 

on a protein monolayer. Epithelial HepG2 cells with less heterogeneity, a smaller 

diameter and tending to grow in clusters, were used as a comparison to the 3T3-L1 

adipocytes for the optimisation experiments. 
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3.4  Optimisation of Point and Raster Scanning Data Acquisition Parameters 
of the Bruker Hyperion 3000 Microscope at The Australian Synchrotron. 

3.4.1 Sample Selection and General Instrument Setup 

The repeatability and reproducibility of data obtained from SR-FTIR microspectroscopy 

was investigated using 3T3-L1 mouse adipocyte cells fixed to a CaF2 substrate. 3T3-L1 

adipocyte cells represent a highly challenging sample for evaluation and optimisation of 

FTIR microspectroscopy acquisition parameters (Section 3.1) due to their high 

heterogeneity, large size (18-24 µm in diameter258 and in some cases up to 300 µm),32 

and thickness (~30-50 µm) thus allowing reliable depth profiling studies to be performed. 

Cell interface boundaries also exhibit high refractive indices, that result in artefacts, 

including Mie scattering effects.265  

Two cells in close proximity were selected and measured multiple times, which required 

the mechanical stage to move between the background and sample positions to evaluate 

spectral repeatability. Figure 3.5 provides the optical micrograph of the cells together 

with the points where spectra were acquired. 

 

Figure 3.5: Optical micrographs of 3T3-L1 adipocytes chosen to optimise data acquisition parameters on 

a Bruker Hyperion 3000 FTIR Microscope at 36× magnification.  

This experiment was designed to evaluate the following data acquisition parameters: 

• Optimal number of scans (coadditions); 

• Optimal mechanical pinhole size for single-point scans and mapping; 
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• Consistency of the microscope stage position; and 

• The effect of data processing and the definition of suitable wavenumber ranges to 

apply processing methods. 

A random selection was considered to be representative due to the large cell numbers 

seeded on the substrate and each cell had an equal probability of being chosen. The large 

constitutional and distributional heterogeneity (CH and DH respectively) also ensured that 

biological variability was captured within the assessment.227-228 The cell morphologies 

are very different as was observed in the optical micrographs (Figure 3.5) and Table 3.2 

provided justification for their selection. 

Table 3.2: Selection and description of cellular biochemistries in Figure 3.5. Refer to Table 1.1 for band 

assignments relevant to each position. 

Cell Number Position Biochemical Description 

1 
1 

Chosen for its combined intense lipid and protein 

bands. 

2 Chosen for its predominant lipid character. 

2 
1 

Chosen for its distinct protein features and lack of lipid 

features. 

2 Chosen for its combined high lipid and protein bands. 

 

Representative spectra from each position (Figure 3.6) illustrated the diversity within a 

single 3T3-L1 cell, in particular, Cell 2, Position 1 had a weak lipid band at ~1740 cm-1 

and increased amide absorbances ~3300 cm-1 (protein N-H), ~1650 cm-1 (C=O amide I) 

and ~1550 cm-1 (N-H amide II), respectively (refer to Table 1.1 for band assignments). 

The other three cell positions varied mainly in lipid content. Therefore, this data set was 

representative of diverse biochemical information, which allowed an optimisation study 

of scanning acquisition parameters to be performed and validated using multivariate data 

analysis.  

The shadows around the averaged spectra (Figure 3.6) represent the spectral variability, 

i.e., the sampling bias.227 This figure also highlighted the spectral noise below 1000 cm-1, 

which was attributed to the decreasing detector sensitivity in this region (Figure 3.4), the 

CaF2 substrate cut-off and restriction of incident radiation by the mechanical pinhole 

placed between the objective and the sample. 
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Figure 3.6: Averaged spectra acquired from the selected positions of 3T3-L1 adipocyte cells 1 and 2. Table 

3.2. details the justification of the selection and description of cell biochemistry. Spectra were acquired 

using 128 coadditions at a resolution of 4 cm-1 with the large mechanical pinhole inserted (~0.6 mm). 

3.4.2 Optimisation of Spectral Coadditions 

The International Conference on Harmonisation (ICH) publishes guidance 

documentation regarding the development of analytical procedures for use in the 

pharmaceutical and other regulated industries (including medical devices).266-267 This 

current study used the principles of the ICH guidance document Q2(R1)266 on analytical 

method development to evaluate the optimal number of spectral coadditions for reliable 

acquisition of spectra and corresponding hyperspectral images. The study protocol (Table 

3.3) was used to evaluate the repeatability/reproducibility of acquired spectral data for 

defined cell positions (Table 3.2). 

Other guidelines exist for optimisation of spectral data acquisition parameters in 

regulatory environments. In particular, the European Medicines Agency (EMA) guidance 

for method development using near infrared spectroscopy (NIRS) provides detailed 

procedures required for development of quantitative and qualitative methods.267 The 

EMA guidance is not limited to NIRS applications since Gouveia, et al.268 has stated that 

the principles described in this guideline are equally applicable to data acquired using 

FTIR and Raman spectroscopy. 
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Table 3.3: Experimental conditions employed for FTIR repeatability and reproducibility study. 

Parameter Experimental Conditions 

Number of cell positions 

measured 

4 based on compositions of lipid and protein content 

(Figure 3.5 and Figure 3.6).  

Spectral Range 3897 – 650 cm-1. 

Coaddition of spectra 16, 32, 64, 128 or 256. The medium pinhole was assessed 

for 16, 128 and 512 coadds only. 

Pinhole size Small ~ 0.2 mm; medium ~0.45 mm; and large ~0.6 mm. 

Spectral resolution 4 cm-1. 

Depth profiling 0, 5, 10 and 15 µm from substrate surface. 

 

According to Miller and Dumas269 microscopes that operate in a confocal arrangement, 

improve the spatial resolution ∼λ/2 compared to the diffraction-limited spatial resolution 

of ~2λ/3 for a single objective.270 An FTIR microscope is confocal when a second 

aperture (i.e., a mechanical pinhole) is used after the sample to define the region being 

sensed by the IR detector. The mechanical pinholes used as a second aperture in the 

Hyperion 3000 microscope at the Australian Synchrotron are listed in Table 3.4. along 

with the projected aperture size. Spectra from identified positions (Figure 3.5) were 

acquired by successively moving the microscopes mechanical stage to each position for 

a total of five replicate measurements at each position (Figure 3.7) with each replicate 

using three mechanical pinhole sizes.  

Each measured position exhibited highly repeatable and unique information for this 

assessment. The following observations were made regarding the data in Figure 3.7. 

• A larger spectral region is available for analysis when the large pinhole is used 

compared to the small pinhole (increased light flux). 

• The small pinhole results in spectra with higher repeatability because of the 

smaller area scanned by the incident radiation, a highly desirable characteristic for 

investigating specific regions in cells and tissues. 

• The shaded region between 1150-650 cm-1 defined the noise range for the small 

pinhole data acquisition and this region was projected to the spectra collected from 
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medium and large pinholes in Figure 3.7b and c. This region represented a 

practical cut-off limit for the small pinhole and band interpretation below this 

point was unreliable. The corresponding cut-off for the large pinhole was from 

1050-650 cm-1, representing a 100 cm-1 information gain compared to the small 

pinhole. The medium pinhole was intermediate between the small and large 

pinholes. 

• The larger the number of coadditions, the lower the noise as would be expected 

due to the “multiplex” or “Fellgett Advantage”.271 Even at higher coadditions, the 

ability to interpret bands below 1000 cm-1 was limited by the CaF2 substrate, 

which exhibits intense absorptions below this cut-off point.214 

 

Figure 3.7: Raw spectra acquired from four points on two 3T3-L1 adipocyte cells (Table 3.2); a) small 

pinhole; b) medium pinhole and; c) large pinhole. Pinhole sizes correspond to those listed in Table 3.4. 
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Table 3.4: Pinhole sizes and calculated beam focus sizes used at the Australian Synchrotron*.  

Pinhole Name 
Pinhole Size (mm) Objective: 36 × 

Transmission (µm) Labelled Size Actual Size 

Small 0.20 0.20 5.56 

Medium 0.45 0.42 11.67 

Large 0.60 0.60 16.67 
* Data courtesy of Dr. Pimm Vongsvivut, IR Beamline, Australian Synchrotron. 

To compensate for the decreased flux of IR radiation incident from the small pinhole, a 

larger number of coadditions was required to achieve improved signal to noise (S/N) 

ratios. However, when a 15×15 map was collected from a single cell, it took ~1 min to 

collect 128 scans and ~ 1.5 min to collect 256 scans and the corresponding maps required 

4 hr or 6 hr, respectively. The effective cooling period of cryogenic MCT detectors was 

~8 hr, therefore, a compromise between spectral S/N and acquisition times was required 

for mapping. 

The small pinhole (Table 3.4) provided a projected beam spot of 5.56 µm compared to 

the actual beam spot size of 8 µm. The two-dimensional light intensity distribution of the 

incident beam (Figure 1.17) is not collimated and dispersion of the incident beam may 

diminish the advantage gained from improved spatial resolution.272 Based on the noise 

characteristics induced by the small pinhole, information below 1200 cm-1 has too much 

noise for reliable application of multivariate methods. Therefore, the large pinhole is a 

better option for long maps of larger areas based on improved S/N ratio and larger 

wavelength range. The small pinhole, with a high degree of oversampling and more 

coadditions provided improved spatial resolution for smaller regions of interest (ROI) 

identified from a large area mapping study of the sample, which initially used a large 

pinhole to identify the ROI. 

Principal component analysis (PCA, Figure 3.8) was applied to the entire raw SR-FTIR 

data set to determine whether separation of the positions was possible. The t1 vs. t2 vs. t3 

scores plots with associated loadings line plots (p1-p3) showed that the data was grouped 

by cell position using local Hotelling’s T2 ellipses at the 95% confidence interval. The 

scores plot can be considered a visual analysis of variance (ANOVA) plot showing that 

the variability was smaller within a cluster than between clusters. These data also verified 

the x-y-z stage precision for producing repeatable spectral data. Figure 3.8 showed that 

for all pinholes used, >90% of the spectral features were described by three PCs. 
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Figure 3.8: PCA scores and loadings plots for spectral data collected from four repeated positions using; 

a) small; b) medium; and c) large pinholes. Three PC models for each pinhole accounted for >90% of the 

X-variance in each case.  

The following observations were made regarding the PCA models for these data. 

• As expected, the spectral noise was greatest for the small pinhole and was 

prominent in the p3 direction from about 1150 cm-1, (Figure 3.8). Noise was less 

prominent below 1050 cm-1 in the data acquired with the medium and large 

pinholes, (Figure 3.8b and c). 

• Separation of cell positions in the scores plots were less pronounced when 

comparing data acquired from the small and large pinholes, (Figure 3.8a and c). 

This was expected due to the more localised spectral information obtained from a 

small spot size in highly heterogeneous 3T3-L1 cells. 
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• The profile of all three PC loadings were similar for each pinhole and resembled 

the mean spectra of the raw data set. This indicated that PCA of the raw spectra 

was dominated by physical density and scattering effects rather than being 

specific to biochemical changes.223  

The dispersion in the scores plots was not a systematic effect of coadditions as evidenced 

in Figure 3.9, which showed that within the clusters, the category variable ‘scan count’ 

was randomly dispersed. The points representing 16 coadditions (red) showed the greatest 

variation within the clusters, a result of the low S/N for this number of coadditions. 

Although the PCA models were discriminatory, they were not informative at the chemical 

or biological level and thus the spectra required a suitable processing strategy to be 

applied in order to extract the biochemical information. 

 

Figure 3.9: t1 vs. t2 vs. t3 scores plot of FTIR spectra collected on four cell positions using a small 

mechanical pinhole and grouped by number of coadditions. Cell positions marked based on their cluster. 

3.4.3 Optimisation of Spectral Processing of SR-FTIR Data 

Vibrational spectroscopic data are typically influenced by physical phenomena associated 

with density, thickness and light scattering from the cell surface (or any other biological 

medium). Spectra are influenced by two major physical effects:223,233,273 

• Additive effects arise from sample thickness and density characteristics. They 

usually present as offsets, i.e., the spectra do not overlay directly on top of each 

other.  
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• Multiplicative effects result from light scatter off the sample surface and can be 

associated with changes in size, shape and refractive index. These effects are 

commonly observed in spectra as sloping or curved baselines. 

Appropriate spectral processing methods are required prior to multivariate analysis to 

minimise the impact of these artefacts and to reveal the underlying chemical/biochemical 

information in the data.223  

3.4.3.1 Multiplicative Scatter Correction (MSC) 

The MSC algorithm274 is a linear model of physical and chemical affects (Equation 3.2). 

 𝑍𝑍𝑎𝑎𝑜𝑜𝑜𝑜 = 𝟏𝟏𝑎𝑎 + 𝑏𝑏𝑍𝑍𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜀𝜀  3.2 

Equation 3.2 uses the terminology of Solheim, et al.275 where an apparent spectral vector 

is defined as 𝑍𝑍𝑎𝑎𝑜𝑜𝑜𝑜, which combines the ‘true’ spectral profile contaminated with physical 

effects to be corrected. This approach to spectral normalisation requires a training set of 

data to generate the reference spectrum, 𝑍𝑍𝑟𝑟𝑟𝑟𝑟𝑟, followed by linear regression to correct all 

spectra to the reference spectrum according to the linear model 𝟏𝟏𝑎𝑎 + 𝑏𝑏𝑍𝑍𝑟𝑟𝑟𝑟𝑟𝑟, where 𝑎𝑎 is 

the additive effect and 𝑏𝑏 is the multiplicative effect. By removing the additive and 

multiplicative components in the raw spectra, the residual 𝜀𝜀 should be a representation of 

the ‘true’ biochemical information with a minimum of extraneous effects. Algorithms 

exist that extend the MSC model for correction of Mie scatter effects.275-278 The use of 

resonant Mie scatter (RMieS)276 and the Mie extinction extended multiplicative scatter 

correction (ME-EMSC)275 resulted in overcorrections in the lipid and protein spectral 

regions for 3T3-L1 cells and, hence was not pursued any further. For the large amount of 

spectral data generated by chemical mapping and imaging, alternative procedures were 

investigated, while future work may enable optimisation of the RMieS and ME-EMSC 

parameters. 

3.4.3.2 Normalisation and Derivatives 

Processing methods for SR-FTIR spectra include normalisation,257  which is vital prior to 

multivariate analysis and normalisation after derivatisation is recommended to correct for 

residual pathlength effects not fully minimised by the derivative.273 Such corrections are 

equally applicable to non-synchrotron-based methods, whereby derivatives are 

commonly used for correcting additive effects in FTIR spectra.223 The algorithm proposed 

by Savitzky and Golay234 (including the reported correction made by Steiner, et al.235) is 
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one of the first processing steps applied due to its ability to be used as both a smoothing 

and a derivative filter.189,223,279  

3.4.3.3 Standard Normal Variate (SNV) 

The optimal normalisation method for this data set was the standard normal variate (SNV) 

algorithm.236 (sometimes incorrectly referred to as vector normalisation). Unlike MSC 

(Section 3.4.3.1), which requires a training set, or a target spectrum to normalise spectra, 

the SNV algorithm is a row-wise normalisation that corrects the spectrum to its own 

centre of gravity and then standardises each wavenumber to the variability of the 

spectrum. The SNV algorithm is defined in Equation 3.3. 

 
𝑍𝑍𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟 𝑖𝑖,𝑗𝑗 =

𝑍𝑍𝑎𝑎𝑜𝑜𝑜𝑜,𝑗𝑗 − �̅�𝑍𝑖𝑖
𝑛𝑛𝑖𝑖

 
3.3 

 

Where 𝑍𝑍𝑐𝑐𝑜𝑜𝑟𝑟𝑟𝑟 𝑖𝑖,𝑗𝑗 is the SNV corrected spectrum 𝑛𝑛 corrected over 𝑗𝑗 wavenumbers, 𝑍𝑍𝑎𝑎𝑜𝑜𝑜𝑜,𝑗𝑗 

the apparent (uncorrected) spectrum at wavenumber 𝑗𝑗 and �̅�𝑍𝑖𝑖 is the mean spectrum 𝑛𝑛 

calculated over a defined wavenumber region 𝑗𝑗 and represented as a scalar. 𝑛𝑛𝑖𝑖 is the 

standard deviation of the y-scale calculated for spectrum 𝑛𝑛 over the wavenumber region 𝑗𝑗 

and represents a single measure of variance of 𝑍𝑍𝑎𝑎𝑜𝑜𝑜𝑜. While SNV is one of the simplest 

multiplicative scatter correction techniques,  Barnes, et al.236 suggested the use of the 

detrend algorithm after the application of SNV to correct for non-linear baselines. 

However, this is usually optional and the purpose of SNV was to normalise the derivatised 

data to account for residual pathlength effects in the spectra.273  

3.4.3.4 Spectral Analysis: 3000-1000 cm-1 Region 

The range of conditions investigated (Table 3.5) for optimal spectral processing for both 

large and medium pinholes was over the wavenumber range 3000-1050 cm-1 when 

combined second derivative (13-point smoothing) and SNV was applied to result in PCA 

models with only two PCs that explain > 90% of the total X-variance. The small pinhole 

region was optimised over the range 3000-1100 cm-1 and a two-PC model described 89% 

of the total X-variance. 

Since the SNV used information from a specified wavenumber range to calculate the 

mean spectrum �̅�𝑍𝑖𝑖 and the standard deviation 𝑛𝑛𝑖𝑖, the inclusion of noisy spectral regions 

into the normalisation calculations propagated this noise across the entire corrected 

spectrum.280 This is one reason why the wavenumber regions listed in Table 3.5 for the 

derivative-SNV processing methods were smaller than the corresponding derivative-only 
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data, as the noise transmitted between 1050-1000 cm-1 had detrimental effects on the 

separations observed in PCA. 

Table 3.5: Processing methods and parameters applied to spectral data prior to application of multivariate 

data analysis methods*. 

Pinhole Processing Method** Smoothing 

Window (pt) 

Wavenumber 

region (cm-1) *** 

Explained Variance (%) 

PC1 PC2 

Small 

Savitzky-Golay 

Second Derivative 

9 3000-1050 68.6 12.2 

11 3000-1030 69.2 9.8 

13 3000-1030 77.1 8.9 

Savitzky-Golay 

Second Derivative + 

SNV 

9 3000-1100 61.8 12.0 

13 3000-1100 78.0 9.7 

Medium 

Savitzky-Golay 

Second Derivative 

9 3000-1000 66.5 11.1 

11 3000-1000 73.0 9.5 

13 3000-1000 82.1 8.7 

Savitzky-Golay 

Second Derivative + 

SNV 

9 3000-1050 69.8 12.3 

13 3000-1050 83.6 9.3 

Large 

Savitzky-Golay 

Second Derivative 

9 3000-1000 72.9 15.4 

11 3000-1000 80.7 13.1 

13 3000-1000 84.4 11.2 

Savitzky-Golay 

Second Derivative + 

SNV 

9 3000-1050            78.3 14.3 

13 3000-1050   87.4 9.7 

*The values listed are for 128 and 256 coadditions only (medium pinhole 128 and 512 coadditions). The 

noise in the region 1100-750 cm-1 for 16-64 scans was too high and resulted in lower cut-off values. When 

normalisation was applied to noisy regions, it had a detrimental effect on multivariate analysis results. 

**The Savitzky-Golay derivatives used a 2nd order polynomial fit to the data. 

***The wavenumber region was determined post PCA based on removal of highly noisy loadings from the 

analyses, or by setting the wavenumber range of the SNV processing to exclude noisy regions.  

The PCA overview of the 13-point, second derivatised, SNV data over the 3000-1050 

cm-1 region is shown in Figure 3.10 for spectra acquired using a large pinhole.  
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Figure 3.10: PCA of two 3T3-L1 cells measured at four positions using a large pinhole, processed using 

the Savitzky-Golay second derivative (13-point smooth) then SNV over the wavenumber region 3000-1050 

cm-1; a) t1 vs. t2 scores; b) p1 loadings; c) p2 loadings; and d) p3 loadings. 

The t1 vs. t2 scores plot (Figure 3.10a) showed that each cell position was well separated. 

The t1 direction described why Cell 2, Position 1 was different from the others with 

corresponding p1 loadings showing an inverse relationship between the lipid and fatty 

acid bands at 2921, 2852 and 1743 cm-1 and the protein bands at 1654, 1627 and 1546 

cm-1 (Table 1.1). Cell 2, Position 1 was chosen for its high protein and low lipid character 

(Table 3.2), as confirmed by the p1 loadings (Figure 3.10b). The t2 direction described 

lipids as evidenced by the loadings at 2929, 2915, 2858, 2846, 1747 and 1470 cm-1 

(Figure 3.10c). PC3 (Figure 3.10d) described <1% of the explained  X-variance and the 

p3 direction was dominated by large loadings between 1100-1050 cm-1, which described 

a combination of diffraction effects, CaF2 related aberrations and refractive index induced 

changes in the 3T3-L1 cells.214,262 

The broad N-H band (3450-3050 cm-1) in the raw spectra was very weak after 

derivatisation (Figure 3.11b) and was not used in subsequent analyses due to its low 

signal and similar biochemical information can be found within the range 1690-1500 

cm-1.214  
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Figure 3.11: a) raw spectra; and b) processed spectra of 3T3-L1 adipocytes over the wavenumber region 

3650-2640 cm-1. 

The 2800-1800 cm-1 region is where atmospheric CO2 is detected and the intensity of 

bands around 2360 cm-1 were an indicator of the effectiveness of the nitrogen purging of 

the sampling area and optics. As this spectral region did not include any relevant 

biochemical information, it was discarded during multivariate analysis. 

3.4.3.5 Spectral Analysis: 1800-1000 cm-1 Region 

The assessed data in Table 3.5 included the ν (C-H) modes between 3000-2800 cm-1, 

which provided information on lipid and fatty acids and lipoproteins in cell 

membranes.195,205 PCA was performed on spectra acquired on the four cell positions to 

determine whether similar separation could be obtained using the limited 1800-950 cm-1 

region for large and small pinholes. Table 3.6 lists the findings from the application of 

PCA to SNV normalised, second derivative (13-point smooth) data over various ranges 

between 1800-950 cm-1. 



 

91 
 

Table 3.6: Effect of SNV normalised second derivative spectra on PCA explained variance when applied 

to different wavenumber segments in the 1800-950 cm-1 region. Data are for small and large pinholes 

acquired using 128 and 256 coadditions only. 

Pinhole 

Size 

Segment 

(cm-1) 

% Explained Variance Using PCA 

All Coadditions 
128 and 256 Coadditions 

Only 

PC1 PC2 Total PC1 PC2 Total 

Small 

1800-1200 62.8 3.9 66.7 85.2 3.8 89.0 

1800-1150 55.3 4.8 60.1 81.1 4 85.4 

1800-1100 46.6 5.8 52.4 72.8 5.8 78.6 

1800-1050 33.3 11.8 45.1 58.5 10.8 69.3 

1800-1000 19.4 16.5 35.9 33.6 16.2 49.8 

1800-950 20.8 19.4 40.2 24.7 18.0 42.7 

Large 

1800-1200 90.2 4.7 94.9 93.5 4.7 98.2 

1800-1150 88.1 5.0 93.1 92.8 5.0 97.8 

1800-1100 85.6 4.9 90.5 92.0 5.0 97.0 

1800-1050 79.5 5.0 84.5 89.8 5.0 94.8 

1800-1000 54.8 12.9 67.7 78.8 6.2 85.0 

1800-950 30.0 20.2 50.2 43.4 20.2 66.6 

 

Examination of Table 3.6 revealed that the largest percentage of explained variance using 

PCA was achieved when data analysis was limited to the range 1800-1200 cm-1 for the 

small pinhole. As spatial resolution is improved by ~𝜆𝜆 2⁄ ,269 the small pinhole should 

produce high quality spectra up to 1000 cm-1 (10 µm). However, investigation of Figure 

3.7a showed that the spectra were noisy in this region. Therefore, the decreasing detector 

sensitivity, the reduced transmission of IR radiation through CaF2 beyond 1000 cm-1 and 

the propagation of noise by normalisation were the combined factors most likely 

attributing to information loss when using the small pinhole. 
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To illustrate the effect of including data below 1000 cm-1, a PCA model over 1800-750 

cm-1, processed by second derivative (13-point smooth) and SNV over 1800-750 cm-1 

with the large pinhole (Figure 3.12) showed a large anomaly in the p1 loading at 985 

cm-1. This was most likely introduced by the normalisation method, or coherent 

aberrations associated with CaF2 substrates, where the use of substrates > 1 mm in 

thickness can result in < 10% transmission at 1000 cm-1.215  This effect was reduced 

through the use of 0.5 mm thick substrates,215 which were used for the spectral data 

collected in subsequent chapters. 

 

Figure 3.12: a) t1 vs. t2 scores; and b) p1, p2 loadings of a PCA model of 3T3-L1 spectra collected at four 

positions using a large pinhole over the wavenumber region 1800-750 cm-1. Spectra were collected at 16, 

32, 64, 128 and 256 coadditions and processed using second derivative (13-point smooth) and SNV over 

the defined wavenumber region.  

3.4.3.6 Reduced Wavenumber Region Comparison of Small and Large Pinholes 

PCA models were developed over the regions 1800-1050, 1800-1100 and 1800-1150 cm-1 

acquired using 128 and 256 coadditions for the large pinhole only (Figure 3.13). A 

comparison of the first two PCs for each model showed almost identical separation of the 

cell positions compared to the results obtained from the broader wavenumber range 

(Figure 3.10). These data confirm the observation made by Fabian, et al.214 that the 

spectral region between 1800-1000 cm-1 contained the majority of biochemical 

information. 

As such, the data processing adopted for the spectra collected from 3T3-L1 adipocytes, 

using large apertures (pinholes) was application of the Savitzky-Golay second derivatives 

(13-point smoothing) and second order polynomial fit, then SNV, which was applied to 

either the combined 3050-2800 and 1800-1050 cm-1 regions, or to the 1800-1050 cm-1 

region only. The use of a nine-point smoothing window was also considered and it may 

be possible that the vector normalisation (2-Norm) method could be used instead of SNV 

as the normalisation method. 
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Figure 3.13: Comparative PCA models for data assessed over; a) 1800-1050 cm-1; b) 1800-1100 cm-1; and 

c) 1800-1150 cm-1. Data were acquired using a large pinhole and processed using a second derivative (13-

point smooth) then SNV over the selected wavenumber regions. 

PCA (Figure 3.14) showed that the nine-point and 13-point second derivative smoothing 

and SNV for the small pinhole separated the spectral data into their respective groups, 

however, this was at the expense of a loss of information over the 1200-1050 cm-1 region, 

where phosphodiester bands of DNA, proteins and lipids occur.172 Second derivatives 

with nine-point smoothing did not correct for the data noise as well as the 13-point 

smoothing. This was evidenced in the lower explained variance observed in the PCA 

model (Figure 3.14b). Therefore, for 3T3-L1 adipocytes, 13-point smoothing was used 

when applying second derivatives. 
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Figure 3.14: Comparative PCA of a) 13-point second derivative, SNV; and b) nine-point second derivative, 

SNV preprocessed spectra acquired using a small pinhole over the wavenumber region 1800-1200 cm-1.  

3.4.4 Justification of Coadditions Used to Acquire Spectral Data 

Figure 3.15 presents the Savitzky-Golay second-derivative spectra (13-point smooth, 

second-order polynomial) over the 1800-750 cm-1 region acquired using small and large 

pinholes from Cell 2, Position 1, for all coadditions. These data showed the marked 

impact of noise amplification below 1000 cm-1 by the second-derivative processing. 

Figure 3.15c showed the full extent of noise coverage by the small pinhole up to 1200 

cm-1, as verified by the PCA results (Table 3.6). 

To objectively validate the optimal number of coadditions for spectral data acquisition, 

the fixed block standard deviation (FBSD), was used based on an adapted calculation281 

as a measure of spectral variability (𝑆𝑆𝑆𝑆). Spectral variability was calculated using 

Equations 3.4 and 3.5: 

 
𝑆𝑆𝑆𝑆𝑖𝑖𝑗𝑗2 =

1
𝑀𝑀 − 1

�(𝑥𝑥𝑖𝑖,𝑗𝑗 − �̅�𝑥𝑖𝑖,𝑗𝑗)2
𝑀𝑀

𝑖𝑖=1

 
3.4 

where 𝑆𝑆𝑆𝑆𝑖𝑖𝑗𝑗2 is the spectral variation for a block of M spectra at each of j wavenumbers, 

𝑥𝑥𝑖𝑖,𝑗𝑗 is the ith spectrum in the block of M spectra and �̅�𝑥𝑖𝑖,𝑗𝑗 is the average spectrum of the 

block. 
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Figure 3.15: Comparison of spectra acquired using a) large pinhole; b) small pinhole; and c) combined data 

with 16, 32, 64, 128 and 256 coadditions (13-point second derivative spectra) over the wavenumber region 

1800-750 cm-1 for Cell 2, Position 1.  

The sum of the variances at each wavenumber, divided by the number of wavenumbers 

provides a measure of the fixed block standard deviation (FBSD) defined in Equation 3.5: 

 
𝐹𝐹𝐹𝐹𝑆𝑆𝐹𝐹𝑖𝑖 =

1
𝑝𝑝
�𝑆𝑆𝑆𝑆𝑖𝑖,𝑗𝑗

𝑜𝑜

𝑗𝑗=1

 
3.5 

where 𝐹𝐹𝐹𝐹𝑆𝑆𝐹𝐹𝑖𝑖 is the fixed block standard deviation for the selected block of spectra 

calculated over p wavenumbers defined in the block. A block in this case represented five 

replicate spectra acquired for each number of coadditions investigated. A representative 

summary of the optimised conditions for spectral data acquisition for the large, medium 

and small pinholes (Figure 3.16) used experimental conditions defined in Table 3.3. 

It was concluded that 128 coadditions represented a balance between acquisition time 

reduction and spectral quality, while the use of 256 coadditions was optimal for the small 

pinhole. In a published protocol257 256 coadditions were recommended for synchrotron-

based IR spectral data acquisition in transmission mode.  
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Figure 3.16: Optimisation spectral coaddition for; a) large; b) medium; and c) small pinholes calculated 

over specified wavenumber regions. The x-axis (1800-X) represented the wavenumber region from 1800 

cm-1 to the value listed on the axis, e.g., the first point on the x-axis represented the wavenumber region 

1800-750 cm-1. 
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3.5 Infrared Chemical Mapping at the Australian Synchrotron 

Section 3.4 evaluated optimal data acquisition conditions for point spectra that were 

translated to the acquisition of chemical maps. Large and small pinholes were used to 

probe the effects of spectral coadditions and processing on chemical maps acquired at 

different spatial resolution settings (Table 3.7). 

Table 3.7: Experimental parameters used to evaluate mechanical pinhole, spatial resolution (step size and 

oversampling) and spectral coadditions when mapping single cells with SR-FTIR spectroscopy. 

Pinhole Step Size (µm) Spectra Coadditions 

Large 
3.5 

16 
128 

7 16 
128 

Small 
2 16 

4 16 
256 

 

A 36× objective resulted in a beam spot with a diameter of 5.56 µm for the small pinhole 

and a 16.67 µm spot for the large pinhole (Table 3.4). The beam spot size of the 

Australian synchrotron light source is 8 µm, therefore, it is not restricted by the large 

pinhole (Figure 3.17a) as shown by the large pinhole sampling area (large open circles) 

and the beam (filled circles).  

The intensity distribution of the incident beam (Figure 1.17) is such that the majority of 

the intensity lies within a 6 µm diameter and that rapidly disperses. Using a 3.5 µm step 

size produced an oversampling factor of 8 µm/3.5 µm = 2.3. Even with oversampling, the 

large pinhole leads to lower spatial resolution than the small pinhole in the x-y-

direction.282 When the step size was doubled to 7 µm, oversampling was minimised 

(Figure 3.17b), however, the spatial resolution was not adequate enough to produce fine 

detail chemical maps. 

Maps produced by the small pinhole benefit from the synchrotron radiation focussed 

intensity. A 4 µm step size resulted in minimal overlap in the x-y-direction and a map of 

the entire cell was acquired using an 8 × 5 grid. When the step size was reduced to 2 µm, 

a higher degree of oversampling was observed and the entire cell was mapped in a 13 × 

9 grid. Stelzer263 reviewed the impact of contrast, resolution, pixilation, dynamic range 

and signal-to-noise ratios in confocal and wide-field fluorescence microscopes and 
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postulates that oversampling relative to the beam size leads to improvements in spatial 

resolution up to an oversampling level of four times. The resolution improvement also 

results in an increase in noise due to a reduction of the number of photons detected when 

the sampled area and volume was reduced,263 because pinholes and apertures reduce the 

amount of incident radiation. When the point-spread function was reduced by a factor of 

two, the observation period was increased to four to maintain signal-to-noise ratio,263 (see 

Figure 3.16a and c, differences in y-scale (variance)). 

 

Figure 3.17: Spatial resolution and oversampling in SR-FTIR microspectroscopy using mechanical 

pinholes; a) large pinhole using a 3.5 µm step size; b) large pinhole using a 7 µm step size; c) small pinhole 

using a 4 µm step size; and d) small pinhole using a 2 µm step size. 

3.5.1 Large Pinhole Assessment 

The large pinhole map acquired using 16 coadditions and a 3.5 µm step size (second 

derivative processing) is shown in Figure 3.18, integrated in the lipid region (1743 cm-1) 

and amide I region (1654 cm-1). Also presented with the integrated false colour and pixel 

maps in Figure 3.18 are blended images showing the optical micrograph of the cell with 

the integrated pixels overlaid. In the pixel map, the resolution achieved in terms of cellular 

structure was very poor, but rendering of the contour plots showed that reasonable detail 

was obtained from the low-resolution pixel imaging, even though it was artificial. The 

blended image showed that the chemical information in the integrated image aligned with 
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the composition of the cell and also confirmed the repeatability of the mechanical stage 

movement (variance study of Section 3.4).  

 

Figure 3.18: Integrated false colour maps (3.5 µm step size) and blended images of a 3T3-L1 adipocyte, 

acquired using a large pinhole at a resolution of 4 cm-1 and 16 coadditions in a 14×10-pixel grid; a) contour 

plot integrated at 1743 cm-1; b) pixel map integrated at 1743 cm-1; c) blended map at 1743 cm-1; d) contour 

plot 1654 cm-1; e) pixel map 1654 cm-1; and c) pixel map of 1654 cm-1 region blended with the optical 

micrograph. 

PCA was applied to the large pinhole spectra (acquired at 16- and 128 coadditions) and 

the scores and loadings are shown in Figure 3.19. Surprisingly, the t1 scores maps (false 

colour maps) were similar for 16 and 128 coadditions and their loadings revealed inverse 

relationships between lipid (2920, 2850 and 1743 cm-1) and protein content (1656 and 

1625 cm-1) in the cell. In Figure 3.19b and d, the t2 scores maps did not show any detail 

for 16 coadditions and very little definition for 128 coadditions. The p1 plot in Figure 

3.19a for 16 coadditions highlighted increased noise levels in the 1200-1050 cm-1 region 

due to the low signal-to-noise (SN) ratio associated with a low number of coadditions, 

which was absent in the corresponding p1 loadings plot for 128 coadditions (Figure 

3.19c) The p2 loadings for 16 coadditions was not interpretable due to the large noise 

loadings in the region 1150-1050 cm-1 as a result of the low number of coadditions and 

chromatic aberration effects induced by CaF2. 

Although the p2 loadings improved with respect to noise in the 1150-1050 cm-1 region, 

there were large fringing effects and the ROI was not associated with the cell (Figure 

3.19d). This either indicated that the acquisition parameters were not fully optimised, or 

these anomalies are sampling induced and need to be considered as part of a multivariate 

analysis strategy. Further work is required to better understand these effects. 
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Figure 3.19: Scores images and associated loadings plots for a single 3T3-L1 cell acquired using a large 

pinhole and a 3.5 µm step size for the first two PCs only; a) image collected using 16 coadditions, PC1; b) 

16 coadditions, PC2; c) 128 coadditions, PC1; and d) 128 coadditions, PC2. Spectra were collected in the 

wavenumber region 3000-1000 cm-1.  Map size, 14×10. 
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3.5.1.1 Effect of Step Size 

To investigate the effect of step size on spatial resolution, data was acquired with a step 

size of 7 µm to assess the quality of information when compared to a 3.5 µm step size. 

The corresponding scores maps and loadings for the first two PCs (Figure 3.20) for the 

large pinhole at 16 and 128 coadditions showed a distinct lack of detail in the scores maps 

with respect to the cell morphology. With reference to Figure 3.17b, it was not surprising 

that these sampling parameters did not lead to the spatial resolution required for 

morphological and chemical understanding of the cell. A comparison of the p1 loadings 

in Figure 3.19 and Figure 3.20 showed that the same chemical information was being 

modelled in the maps, only the increased step size resulted in a loss of spatial information.  

The t2 scores maps (Figure 3.20) for both conditions did not reveal any distinct 

information about the cells. A large anomaly at 1230 cm-1 was observed in the p2 loadings 

for the 16 coaddition measurement, which was attributed to a combination of low SN 

ratio, the enhancement of an aberration effect in CaF2 and the normalisation procedure 

propagating noise across the spectrum. This was consistent with the data in Section 3.4, 

where 16 coadditions resulted in the need to truncate spectra to a smaller wavenumber 

range. The p2 direction for the 128 coaddition measurements showed enhanced chemical 

information in the 1800-1050 cm-1 region; however, spectral fringing was reduced in 

comparison to the data from the 3.5 µm step size in the corresponding p2 loadings (Figure 

3.19). Overall, the use of the large pinhole and step size combination does not achieve the 

required correlations between biochemical information and morphology. 

3.5.1.2 Effect of Condenser Focus 

Carr,270 reported that chromatic aberrations can lead to focus shifts comparable to or 

larger than the region under investigation and result in reduction of spatial resolution, 

signal throughput, or both. Recent work at the Australian Synchrotron has demonstrated 

that adjustment of the condenser focus can reduce the effects of chromatic aberrations 

and energy throughput at lower wavenumbers.283 

The energy profiles obtained from the OPUS software package when the condenser was 

aligned and offset from optimal focus (Figure 3.21a and b, respectively) showed that 

over the wavenumber region 3000-2500 cm-1, the aligned condenser signal was 

maximised (Figure 3.21a) and below 1500 cm-1 the signal rapidly decreased to zero. 

When the condenser focus was offset from the optimised position in the z-direction, the 
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energy throughput in the region 1800-1000 cm-1 was maximised, with a corresponding 

decrease over the 3000-2500 cm-1 region (Figure 3.21b). 

 

Figure 3.20: Scores images and associated loadings plots for a single 3T3-L1 cell acquired using a large 

pinhole and a 7 µm step size for the first two PCs only; a) image collected using 16 coadditions, PC1; b) 

16 coadditions, PC2; c) 128 coadditions, PC1; and d) 128 coadditions, PC2. Spectra were acquired over the 

wavenumber range 3000-1000 cm-1. Map size, 7×5. 
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Figure 3.21: Energy throughput of; a) aligned; and b) offset condenser focus of a 3T3-L1 adipocyte. 

A chemical map was collected over the wavenumber region 3895-750 cm-1 using the 

condenser alignment conditions shown in Figure 3.21b with a large pinhole inserted. 

Selected spectra from the lipid droplet region (Figure 3.17) were extracted and compared 

to spectra collected when the condenser was aligned (Figure 3.22). 

 

Figure 3.22: Comparsion of FTIR spectra collected when the condensor was aligned and offset according 

to the settings shown in Figure 3.21. The inset shows the region between 1100-900 cm-1. 

Higher absorbances between 3895-2800 cm-1 for the offset (green) spectra were 

consistent with the lower energy intensity in this region (Figure 3.21b), however, the 

inset in Figure 3.22 between 1100-900 cm-1 did not show any visual improvement of 

spectral information as a result of the offset. Due to the limited time available for this 

experiment, the aligned condenser position was used for chemical map acquisition, 

however, future work will be performed to assess the condenser positioning to determine 

whether enhanced data quality over the range of 1000-900 cm-1 can be achieved and what 

effect it has on other spectral regions. 
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3.5.2 Small Pinhole Assessment 

A map was acquired using the small pinhole (Figure 3.23) and resulted in only a slight 

improvement in spatial resolution compared to the results of Figure 3.18, however, these 

conditions did not enhance the visualisation of cell morphology and was most likely due 

to the synchrotron beam focus being smaller (8 µm) than the large pinhole but only 

somewhat larger than the small pinhole (5.56 µm).284 

 
Figure 3.23: Integrated false colour maps and blended images (4 µm step size) of a 3T3-L1 adipocyte, 

acquired using a small pinhole at a resolution of 4 cm-1 and 256 coadditions in a 12 × 8 grid. See Figure 

3.18 for a description of this figure. 

Scores maps and loadings for the first two PCs (Figure 3.24) were assessed for the same 

cell measured using a small pinhole, with a 4 µm step size at 16 and 256 coadditions. The 

map collected using 16 coadditions showed higher noise in the 1200-1050 cm-1 regions 

and the t1 scores map did not exhibit as strong a spatial definition of biochemical 

information as observed for 256 coadditions. As with the large pinhole maps, the ν (C-H) 

lipid region between 2950-2800 cm-1 and the C=O lipid band ~1743 cm-1 were highly 

weighted in the p1 direction. The intensity of the mainly noise loadings around 1000 cm-1 

was of similar magnitude to the fatty acid and lipid bands (2950-2800 cm-1), which 

verified that the noise in this region was inflated with respect to the usual band intensity 

observed in raw and processed data. 

When the number of coadditions was increased to 256, the biochemical information in 

the t1 scores map was better resolved spatially, compared to the 16 coaddition map and 

the noise in the loadings between 1200-1050 cm-1 was greatly reduced. The p1 direction 

for the 256 coaddition map showed an inverse relationship between fatty acids/lipids and 

proteins. These loadings were much more correlated with biochemical information and 
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less noisy compared to those for the 16 coaddition map. The p2 loadings showed a similar 

fringing pattern as observed in previous analyses that was enhanced in the 1200-1100 

cm-1 region and was mainly an extracellular artefact, with only a small overlap with the 

cell morphology. 

 

Figure 3.24: Scores maps and associated loadings plots for a single 3T3-L1 cell acquired using a small 

pinhole and a 4 µm step size for the first two PCs only; a) map collected using 16 coadditions, PC1; b) 16 

coadditions, PC2; c) 256 coadditions, PC1; and d) 256 coadditions, PC2. Spectra were acquired over the 

wavenumber range 3000-1000 cm-1. Map size, 12×8. 
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A 4 µm step size resulted in very small overlap between successive points (Figure 3.17c) 

but a 2 µm step size resulted in a high degree of oversampling (Figure 3.17d). This 

enabled image rendering programs to make images more informative; however, the lack 

of independence did not impart a completely scientific justification for interpreting the 

information. Oversampling led to improved lateral resolution to push the achieved 

resolution closer to the optical diffraction limit, depending on the wavenumber.263 These 

integrated peak maps at 1743 cm-1 (lipid) and 1654 cm-1 (α-helical protein) along with 

hyperspectral image (HSI) scores and loadings for the cell (small pinhole, 256 coadditions 

and 2 µm step size), Figure 3.25 and Figure 3.17a and d, respectively, showed well-

defined morphology consistent with the fact that the smaller pinhole and smaller steps 

resulted in improved spatial resolution.  

 

Figure 3.25: Integrated band, scores maps and associated loadings plots for a single 3T3-L1 cell acquired 

using a small pinhole and a 2 µm step size, with 256 coadditions for the first two PCs only; a) integrated 

map at 1743 cm-1 (lipid); b) 256 coadditions PC1 scores map; c) 256 coadditions PC2 scores map; d) 128 

coadditions, PC2; d) integrated map at 1654 cm-1 (amide I); e) PC1 loadings; and f) PC2 loadings. Spectra 

were anaysed over the wavenumber range 3000-1000 cm-1. Map size, 23×15. 
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The t1 and t2 scores maps, Figure 3.25b and c, respectively, were well-defined and 

exhibited distinct segmentation of biochemical information in corresponding loadings 

(Figure 3.25e), which showed resolution of the cell membrane from the main lipid/fatty 

acid content. The t2 scores map (Figure 3.25c) provided chemical information free of 

noise with an inverse relationship between fatty acid/lipid C-H content and lipid content 

at 2920 and 2850 cm-1,195 and the C=O lipid ester band ~1740 cm-1,200 similar to that 

observed with FPA FTIR spectroscopy described in Section 3.8. The extracellular artefact 

observed in Figure 3.24 was better resolved in Figure 3.25. 

In summary, the large pinhole is appropriate for the collection of a single spectrum from 

a larger area in the cell, whereas the smaller pinhole, with oversampling is better for 

mapping. The major drawback with the small pinhole and oversampling conditions is that 

these maps take approximately 8 h to collect and the spatial information obtained is very 

pixelated and broad in spatial resolution of chemical features. In addition, the 

oversampling results in dispersion of information over pixels; however, the use of 

artificial rendering techniques produced maps of a quality to broadly interpret the data.  

3.6 Depth Profiling Study 

To test the effects of small- and large-scale defocussing of the microscope objective (as 

opposed to the condenser) and its impact on spectral data quality, a depth profiling study 

was performed (Figure 3.26). The focussed micrograph at the substrate surface was 

designated as the 0 µm position in the z-direction. This was refocussed in 5 µm steps up 

to 15 µm from the substrate surface as shown in the optical micrographs (Figure 3.27). 

 

Figure 3.26: Depth profiling experiment showing how the x-y-z-stage was moved in the z-direction in 5 

µm steps from the substrate surface (defined at 0 µm). 
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Nine spectra, with 256 coadditions in a grid (Figure 3.27) were measured at different 

focal points then processed using Savitzky-Golay second derivative (13-point smooth) 

followed by SNV over the wavenumber region 3000-2800 and 1800-1050 cm-1. 

 

Figure 3.27: Depth profiling optical micrographs of a 3T3-L1 cell defocussed at; a) 0 µm; b) 5 µm; c) 10 

µm; and d) 15 µm from the substrate surface. The circles represent a grid of nine measurement points taken 

at the same position of the single cell for comparison.  

The optical micrographs showed different morphological features when the focus was 

changed due to the thickness of 3T3-L1 adipocytes, being much thicker than other cell 

types.32 Figure 3.27a showed the cell morphology focussed CaF2 substrate surface and 

progressing in 5 µm steps; b showed enhanced lipid droplet features, while c and d were 

focussed on the top of the cell, with a much smaller area in focus. 

A three-PC model (Figure 3.28) was truncated to the wavenumber region 3000-1150 cm-1 

to account for the noise introduced by the small pinhole below 1150 cm-1 and described 

92.3% of the data. The t1 vs. t2 plot (Figure 3.28a) showed how the spectral variance 

increased as the focus moved further from the substrate surface. For each successive step 

in the z-direction, the size of the local Hotelling’s T2 ellipses for each group increased. At 

0 µm focus, a maximum area of the cell was being scanned and as the focus was changed 

between 5-15 µm, the information obtained was more localised and, therefore, a more 

diverse biochemistry was being measured, particularly for the 15 µm compared to the 0 

µm spectra. 
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Figure 3.28: PCA scores and loadings for the depth profile study; a) t1 vs t2 scores plot showing how the 

measurements gradually increase in variability with focus from the substrate; b) t1 vs. t2 vs. t3 scores plot; 

c) p1 loadings; and d) p2 loadings. 

The spectra obtained from the depth profile study are available in Appendix 1. A 

comparison of the raw and processed spectra acquired at 0- and 15 µm (Figure 3.29)  

showed the scattering artefacts between 2800-1800 cm-1 were more prominent for the 15 

µm measurements as evidenced by the highly curved profiles induced by Mie 

scattering.276 It was also observed in the region 3000-2800 cm-1, band intensities for the 

0 µm spectra were higher, consistent with a larger area/volume of sample scanned.  

 

Figure 3.29: Depth profiling study performed using a small pinhole at 0- and 15 µm focus to substrate; a) 

raw spectra; and b) processed spectra. 
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The results of the depth profiling study showed that when the microscope was focussed 

on the substrate, or close to it, the biochemical information obtained was more consistent 

between scans, which indicated that similar biochemistry was being measured and 

became more diverse with less focus. This represented the challenge of measuring large 

cells such as adipocytes as the cell contour changes rapidly in the z-direction, especially 

when performing mapping experiments. Therefore, mapping the entire cell by focussing 

on or close to the substrate provided the compromise between balanced cell focus with 

quality of spectra obtained and is applicable to both SR-FTIR and non-synchrotron 

(Globar®) light sources. 

3.7 Optimisation of Raster Scanning Data Acquisition Parameters for the 
Bruker Hyperion 3000 Microscope at Sydney Analytical. 

3.7.1 Optimisation of Aperture Size and Spectral Coadditions. 

The processing parameters defined for the SR-FTIR system (Section 3.4) were used for 

spectra acquired on a similar benchtop FTIR microspectrometer at Sydney Analytical, 

except, mechanical knife edge apertures rather than pinholes were used to restrict the 

scanned area. For the purposes of this assessment, the HepG2 cell line (studied in detail 

in Chapter 5) was used. Table 3.8 summarises the experimental conditions used with the 

laboratory-based Hyperion 3000 FTIR microspectrometer to determine the optimised 

spectral data acquisition parameters. 

A single HepG2 cell was randomly selected from a culture grown in normal supplemented 

media onto a 0.5 mm thick CaF2 substrate chemically fixed using cold methanol.258 An 

optical micrograph of the cell showed the spectral acquisition points (Figure 3.30).  

 

Figure 3.30: Optical micrograph with acquisition points of a representative HepG2 cell (~25×25 µm2) 

grown in supplemented media and chemically fixed to a CaF2 substrate using cold methanol.  
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Table 3.8: Experimental design used to evaluate the optimised scanning conditions of the laboratory-based 

Hyperion 3000 FTIR microspectrometer. 

Parameter Experimental Conditions 

Number of cell positions 

measured 

5 positions collected in close proximity to each other 

(Figure 3.30). 

Spectral Range 3997-650 cm-1. 

Coaddition of spectra 128, 256 or 512, with 1028 scans also used for the 4×4 µm 

aperture only. 

Aperture size 4×4, 8×8, 12×12, 16×16, 20×20, 24×24 and 30×30 µm.* 

Spectral resolution 4 cm-1. 

*The OPUS software package defines the aperture size as half the value indicated, i.e., a 4×4 µm aperture 

corresponds to a true aperture size of 8×8 µm. The values listed in the table were the doubled values shown 

in the OPUS Software package. Refer to Figure 3.35 for more details.  

Raw spectra (Figure 3.31) over the 3000-1000 cm-1 region were corrected using the 

atmospheric compensation function in the Bruker OPUS software package prior to 

plotting. The data were grouped by number of coadditions and aperture size. Raw spectra 

showed high levels of noise associated with scans collected using smaller apertures and 

low numbers of coadditions. The smaller aperture scans showed more intense CO2 bands 

around 2350 cm-1. Processing combinations listed in Table 3.9 were applied to the spectra 

prior to PCA. 

Figure 3.32 shows the t1 vs. t2 scores plots for the processed data sets corresponding to 

the conditions listed in Table 3.9. The second derivative alone showed decreased spectral 

variance that converged at the 30×30 µm aperture size, i.e., the variance was modelled 

by the t1 vs. t2 direction (Figure 3.32a and b), whereas the normalised, derivative data 

modelled the variance in the aperture sizes along the t1 direction (Figure 3.32c and d). 

This was an important justification for the use of normalisation after derivatisation as the 

normalisation was able to account for one source of unwanted variability explicitly, 

without the model trying to account for it implicitly.238 There was no apparent difference 

between the use of a nine-point or a 13-point smoothing window in the derivatives and 

the use of one or the other depends on the specific cell type. During the modelling, 

wavenumbers below 1050 cm-1 were removed from the analyses similar to the analysis 

in Section 3.4. 
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Figure 3.31: Raw FTIR spectra of a single HepG2 cell shown in Figure 3.30 acquired in transmission 

mode at 4 cm-1 resolution; a) spectra grouped by number of coadditions; and b) spectra grouped by aperture 

size. Five replicate positions were scanned for each experiment. 

Table 3.9: Processing combinations applied to HepG2 point spectra acquired using different numbers of 

coadditions and various aperture sizes. 

Processing Method Smoothing Points Wavenumber Region (cm-1) 

Savitzky-Golay Second 

Derivative 

9 
3000-1000 

13 

Savitzky-Golay Second 

Derivative and SNV 

9 Derivative 3000-1000, SNV 

3000-2800 and 1800-1050 13 
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The t1 scores were plotted against aperture size for the nine-point derivative, SNV data 

and coloured by aperture and spectral coadditions (Figure 3.33), which showed that 

spectral variance was minimised from an aperture size of 16×16 µm. This represented a 

practical limit regarding spectral quality obtained from the laboratory-based FTIR 

microspectrometer. Figure 3.33b showed two straight-line fits to the data. The first line 

between 4×4 and 16×16 µm showed how spectral variance was minimised over this 

range until 16×16 µm where it started to plateau. The t1 vs. aperture size scores plot 

(Figure 3.34) showed at the 12×12 aperture, 512 coadditions produced the same spectral 

variability as the 16×16 µm aperture acquired using 128 coadditions. Therefore, for 

smaller maps, finer detail can be achieved for a smaller aperture, with a four-times 

increase in acquisition time, consistent with the literature.263 

 

Figure 3.32: t1 vs t2 scores for PCA models of HepG2 spectra acquired using various coadditions and 

aperture sizes. The data were colour grouped by aperture size; a) nine-point second derivative; b) 13-point 

second derivative; c) nine-point second derivative, SNV; and d) 13-point second derivative, SNV. The 

30×30 µm aperture points were difficult to observe in figures a) and b), respectively and lie in the centre 

of the ellipses located around the (0,0) scores values.  

The OPUS software sets an aperture size as shown in the enclosed box of Figure 3.35a. 

Figure 3.35b is an adaptation of the Globar® energy intensity distribution as a two-

dimensional contour  distribution270 and indicated that most of the high intensity beam 

reached the sample with a 20 µm spot size compared to the 8 µm beam size of the 

synchrotron. 
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Figure 3.33: t1 vs. aperture size grouped by; a) aperture size, where it was observed that spectral variance 

was minimised from an aperture size of 16×16 µm; and b) number of coadditions, where two processes are 

described by the piecewise straight-line fits. These linear fits are a function of both aperture size and number 

of coadditions. 

 

Figure 3.34: t1 vs. aperture size colour grouped by number of coadditions between 12×12 to 30×30 µm.  

 
Figure 3.35: a) Diagrammatic representation of the 6×6 µm aperture defined by the Bruker OPUS software; 

and b) comparison of the Globar® beam spot with respect to the aperture size. The actual aperture size is 

12×12 µm. 
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In practical terms, at the 12×12 µm aperture, 512 coadditions per step was required with 

a high degree of oversampling to achieve the level of detail required for biochemical 

mapping of a cell of dimensions 30×30 µm. This map required ~7 hr of scanning time to 

complete.  

3.7.2 Assessment of Spectral Variability. 

As an independent assessment, the PCA scores results were compared to those from 

FBSD (Section 3.4.4). Table 3.10 summarises the FBSD results with the spectra being 

processed using the Savitzky-Golay second derivative (nine-point smoothing, SNV over 

the 3000-1050 cm-1 region. 

Table 3.10: Summary of FBSD results obtained from the aperture and coaddition experimental design. 

Number of 

Coadditions 

Aperture Size (µm) 

4×4 8×8 12×12 16×16 20×20 24×24 30×30 

128 scans 0.5604 0.5441 0.4936 0.3903 0.2997 0.2649 0.1475 

256 scans 0.6180 0.6210 0.4843 0.3354 0.2167 0.1763 0.1148 

512 scans 0.5354 0.4270 0.3767 0.2595    

1028 scans 0.6088       

 

FBSD captures the spectral variance over a defined wavenumber region and in Table 

3.10, the only variables assessed were aperture size and number of coadditions. For a 

selected number of coadditions, the spectral variability (SV) was averaged over the total 

wavenumber range to result in a single value of variance (FBSD). Using the 128 

coaddition data, the FBSD values were listed for all apertures. These data showed that as 

the aperture size increased, the spectral variability was minimised and when the values 

plateaued, the aperture was deemed optimal for that number of spectral coadditions. 

The data in Table 3.10 were summarised in Figure 3.36 for 128 and 256 coadditions 

only. Beyond an aperture size of 8×8 µm, the variance in the spectral data decreases, 

particularly for the data collected at 256 coadditions. This plot showed the trade-off 

between precision and time as the larger apertures are best suited for scanning the entire 

cells, but are not adequate for chemical mapping.261  

These data showed that larger apertures only required 128 coadditions. Aperture sizes 

15×15 to 150×150 µm with 512 coadditions have been suggested for Globar® light 

sources.257 The results in Table 3.10 showed that for the smaller apertures, this may be 
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the case; however, for aperture sizes > 16×16 µm, 128 or 256 coadditions result in 

spectral data of low variability. 

 

Figure 3.36: FBSD vs. aperture size for 128 and 256 spectral coadditions. Beyond the 20×20 µm aperture, 

there was a marked decrease in spatial resolution due to the size of the aperture being of similar size to the 

cell dimensions.  

3.8 Focal Plane Array IR Imaging 

3.8.1 Laboratory based FPA Imaging 

To obtain high quality spatial and morphological information from single cells in a much 

shorter acquisition time than mapping, required the use of focal-plane-array (FPA) FTIR 

microspectroscopy (Section 1.6). A 64×64 element detector acquires 4096 spectra and a 

pixel size of 1.1 µm using a 36× objective.213 Such pixel sizes are well below the 

diffraction limit for radiation in the MIR region (Equation 3.1). Kimber, et al.285 state that 

as the FPA is spatially discrete, it is necessary to oversample the imaged area to avoid 

aliasing effects and obtain true diffraction limited images.  

A 64×64 FPA image of a 3T3-L1 adipocyte collected using 256 coadditions, generating 

4096 spectra in only 10 min is shown in Figure 3.37. Three parameters associated with 

FPA image acquisition; frame time, frame rate and integration time,262 were optimised. 

Adjustment of the integration time was critical to avoid detector pixel saturation. 

Balancing the integration time to achieve high quality images without saturation was a 

challenge throughout the study. A small optimisation study was performed where images 

were acquired at 128, 256 and 512 coadditions at a resolution of 4 cm-1 on the same 3T3-

L1 cell, using the same stage position. 
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Figure 3.37: 64×64 FPA image of a 3T3-L1 adipocyte; a) optical micrograph; and b) false colour image 

integrated at the lipid band ~1743 cm-1.  

PCA was applied to spectra extracted from the 10×5 grid ROI (Figure 3.38) and 

processed using a Savitzky-Golay second derivative (13-point smooth) followed by SNV 

applied to the regions 3000-2800 and 1800-1050 cm-1. A three-PC model described 69% 

of the X-variance and the t1 vs. t2 scores plot and FBSD plot are shown in Figure 3.39a 

and b, respectively. These plots confirm that 128 coadditions produced spectra of much 

higher variability than those from 256 or 512 coadditions. There was no difference 

statistically at the 95% confidence interval between images obtained at 256 and 512 

coadditions. The FPA images in Chapter 6 were acquired using 256 coadditions and when 

a high-definition confirmation image was required, 512 coadditions were used for these 

images. Figure 3.40 shows integrated FPA images for the cell in Figure 3.38 acquired at 

128, 256 and 512 coadditions. 

 

Figure 3.38: a) 10×5-pixel ROI of a 3T3-L1 adipocyte for optimisation study; and b) extracted raw FTIR 

spectra from the ROI, colour grouped by number of coadditions. Spectra were acquired at 4 cm-1 resolution 

and were displayed in the wavenumber region 3000-1000 cm-1. 
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Figure 3.39: a) t1 vs. t2 scores; and b) FBSD plot of selected spectra acquired by FPA FTIR 

microspectroscopy at 128, 256 and 512 coadditions for the ROI shown in Figure 3.38. The PCA and FBSD 

assessment confirm that 256 or 512 coadditions were required to collect images with low spectral 

variability. 

3.8.2 Four Beam Synchrotron Radiation FPA Imaging 

During May 2017, the optical light train from the beam to the Hyperion 3000 microscope 

at the Australian Synchrotron was reconfigured by splitting multiple beams and spatially 

reconfiguring them to match the aperture of the FTIR instrumentation255 prior to the 

experiment. The purpose of the reconfiguration was to gain the synchrotron advantage of 

brightness over a wider area of the FPA detector compared to a single beam. The field-

of-view (FoV) of the detector for this objective configuration was approximately 50×50 

µm. The beam spot of the synchrotron radiation had a diameter of 8 µm and when four 

beams were aligned, edge-to-edge, this resulted in an optimised illumination area of 

approximately 16×16 µm (Figure 3.41). The inner 32×32 µm section of the FPA detector 

(Figure 3.41a-c) showed that the illumination is more intense in the centre compared to 

the edges of the FoV. 

Due to the limited available beamtime for this study, a complete optimisation of the 

settings was not possible. Images were collected using a 52× magnification objective 

over a 64×64 array detector and 256 coadditions per image. At this magnification, the 

pitch of the pixels of the FPA detector corresponds to 0.77×0.77 µm2.255 3T3-L1 

adipocytes were treated as per the conditions of the 22 full factorial design in Table 3.11. 

After treatment, cells were fixed to CaF2 substrates of three different thicknesses; 0.2, 0.5 

and 1.0 mm, respectively. 
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Figure 3.40: FPA images of a 3T3-L1 adipocyte integrated in the lipid region 1743 cm-1 and amide I region 

1654 cm-1 for images acquired at; a) 128; b) 256; and c) 512 coadditions.  

 

 
 

Figure 3.41: Focussed beamlines at the Australian Synchrotron to match the optical pupil of the Bruker 

Vertex FTIR spectrometer and Hyperion 3000 Microscope for use with an FPA detector; a) inner 32×32 

pixel array highlighted; b) expanded 32×32 region before fine adjustment of focussing mirrors and; c) 

energy distribution after adjustment of the focussing mirrors. Figure adapted with permission, from Tobin, 

et al,255 and, Dynamic full field infrared imaging with multiple synchrotron beams, Stavitski, et al.282 

Copyright, 2013, American Chemical Society. 
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Table 3.11: Treatment conditions used to prepare 3T3-L1 adipocyte samples for SR-FTIR-FPA study. 

Sample ID 
Sugar Treatment (mM) 

CaF2 Substrate Thickness 
Glucose  Fructose  

Control 0 0 

0.2, 0.5 and 1.0 mm for 
each treatment 

Glucose 5 0 
Fructose 0 5 
Glucose-
Fructose 5 5 

 

Optical micrographs collected on single adipocytes fixed to 0.5 mm thick CaF2 substrates 

(Figure 3.42) showed the lipid structures in the cells and the stromal cells in the 

background on which the adipocytes propagate.201  

 
Figure 3.42: Optical micrographs of 3T3-L1 adipocytes showing the morphology of; a) Control; b) 

Glucose; c) Fructose; and d) Glucose-Fructose treatments. Cells were fixed to the to 0.5 mm thick CaF2 

substrate using cold methanol. Treatment conditions are listed in Table 3.11. 

The raw spectra of the control cell (Figure 3.43) was processed using the RMieS and 

ME-EMSC approach but did not result in adequate corrections. This may be due to not 

fully understanding the procedure and will be investigated in the future, therefore, 

processing was undertaken using the Savitzky-Golay second derivative (nine-point 

smooth).  
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Figure 3.43: Raw FTIR spectra collected on a control 3T3-L1 adipocyte using the four-beam synchrotron 

FPA microspectrometer.  

Selected FPA contrasted images (Figure 3.44) showed various levels of fringing 

(aberrations) from coherent interference,255 which were particularly noticeable in some 

of the amide band images. Findlay, et al.286 observed similar aberrations which they 

referred to as Moire-like patterns for images collected on tissue samples using the 

multiple-beam FPA setup at IRENI.287 This pattern was attributed to scattering from small 

crystals present in the sample or artefacts generated by the multiple beam overlap. 

Amide I and amide II regions integrated with no colour bar contrasting performed 

highlighted the effects of fringing (Figure 3.45). These aberration effects introduced high 

frequency features in the spectral data and an attempt to deresolve the spectra using a 

triangular kernel function,288 reduced the aberrations in some cases, however, this was at 

the expense of information loss through reduced spectral resolution. No further attempts 

were used to process these data. A comparison of the optical micrograph and the 

unmasked t1 scores image (Figure 3.46) for a PCA model calculated over the range 3000-

1000 cm-1, showed that the scores resembled the outline of the control 3T3-L1 adipocyte 

to a high level of definition without correction for the background.  

The PCA scores images and loadings for the first two PCs after background masking 

(Figure 3.47) revealed most of the morphology of the cell, while PC3 and beyond 

captured the effects of aberrations. These images were further studied in Chapter 6, with 

the complete scores images and loadings provided in Appendix 2. This showed how PCA 
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implicitly corrected the images by removing the aberrations as noise contributing PCs. A 

future study will aim to investigate other correction methods to explicitly remove these 

effects before HSI analysis. 

 

Figure 3.44: Integrated FPA images of a 3T3-L1 adipocyte; a) optical micrograph; b) lipid ester region; c) 

amide I; d) membrane fatty acids and lipids; e) amide II; and f) glycogen and phosphates. The amide band 

images highlighted the effects of coherent aberrations. 

 

 

Figure 3.45: FPA images of a differentiated 3T3-L1 adipocyte with no contrasting applied; a) integrated at 

1654 cm-1 (amide I); and b) 1550 cm-1 (amide II). 
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Figure 3.46: a) optical micrograph of a differentiated 3T3-L1 adipocyte fixed to a 0.5 mm thick CaF2 

substrate; and b) t1 scores image for Savitzky-Golay second derivative (nine-point smooth) data.  

 

Figure 3.47: HSI analysis of a FPA image acquired on a differentiated 3T3-L1 adipocyte chemically fixed 

to a CaF2 substrate; a) t1 scores image and associated loadings; and b) t2 scores image and associated 

loadings.  

Unlike univariate analysis used in integrating the area under band regions, the 

multivariate approach showed the relationships between the biochemical content over the 

entire cell. The p1 loadings had positive correlations among 2920, 2862, 1740, 1462 and 

1173 cm-1 bands, which were negatively correlated to those at 2943, 2835, 1763, 1713, 
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1485 and 1130 cm-1. These bands all represent the predominant lipid character in 

adipocytes and in particular indicate how diverse the lipid structures are within a single 

cell (see Table 1.1 for band assignments). 

The ν (C=O) band at 1740 cm-1 was assigned to TAGs, however, the loadings indicate 

that there may be a number of different lipid types, particularly the band at 1763 cm-1 is 

an upper value for the C=O lipid ester band and the smaller band at 1713 cm-1 has been 

attributed to protonated carboxyl groups of free fatty acids.202 Gazi, et al.201 has shown 

that any band intensities in the region below 1725 cm-1 increases as the relative ratio of 

FFA to glycerol-bound lipids increases. This data set was analysed in detail in Chapter 6, 

where the sugar treatment conditions listed in Table 3.11 were compared to each other to 

gain a better understanding of the effects of the combined sugar and vanadate treatments 

on 3T3-L1 adipocytes. 

3.9 A Note on Spectral Variability 

Biological variability is a major challenge in any studies performed on single cells or 

tissue samples. This variability is captured in the spectral data obtained as a result of the 

cell cycle stage, phenotypes/genotypes, the individual growth characteristics and the 

general health of the culture, thus resulting in differences within in a single culture and 

between different cell cultures.218-219 

Heterogeneity, in the biological and statistical sense, is a major challenge associated with 

the assessment single cells an there are no statistical distributions that adequately describe 

heterogeneity in the theory of sampling (TOS).227-228 However, the challenge is not to 

assess the homogeneity (or lack of) in a population samples, but rather to determine which 

components of the observed cellular heterogeneity contain meaningful information, i.e., 

which cell-to-cell differences are important and which differences can be ignored.289 In 

spectral cytopathology studies performed by Diem, et al.218 > 10,000 cells were assessed 

using next generation FTIR microspectrometers which provided sample sizes where 

reliable statistical assessment could be performed. 

In this study, the generation of the large data sets described in the spectral cytopathology 

literature was not possible due to instrumental constraints, however, to compensate for 

smaller sample sets, the use of rational experimental design (DoE, Section 1.7.1) was 

employed as described in Chapter 4-Chapter 6. This was done to increase the statistical 

power of the analysis and allow the treatment effects induced by application of the design 

parameters to be modelled using exact mathematical techniques. In this manner, the 
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important treatment differences were anticipated to isolate from those effects that are not 

important, particularly when assessed in closed systems of single cell cutures.223 The 

results and conclusions obtained from this approach are expected to form the basis of 

future studies based on larger populations where spectral variability will be assessed on 

multiple cultures. 

3.10 Chapter Summary 

This chapter provided an in-depth study of the instrumental parameters deemed critical 

for reliable spectral data and image acquisition. These parameters were used as a basis 

for the spectral data acquisitions performed in subsequent chapters. Sample preparation 

in terms of cell culturing and fixation was not investigated as part of the optimisation 

study and the method of cold methanol fixation was used for all studies. In the protocol 

by Baker, et al.257 a table of optimised spectral acquisition parameters was provided. The 

information in Table 3.12 compares the published optimisation parameters257 and the 

results from the current study. 

Table 3.12: Comparison of instrumental optimisation parameters for Globar®, synchrotron and FPA 

spectral data acquisition between the literature and this study. 

Detector Single Element Focal Plane Array (FPA) 

Light Source Globar® Synchrotron Global® FPA 

Reference Literature* This Study Literature* This Study Literature* This Study 

Aperture 

(µm) 

15×15 to 

150×150  

12× 12 to 

30×30  

5×5 to 

20×20  

5×5 to 

20×20 

700×700 

(FOV) 

700×700 

(FOV) 

Number of 

Coadditions 
512 256 256 256 64 or 128 256-512 

Spectral 

Resolution 
4 or 8 cm-1 4 cm-1 4 or 8 cm-1 4 cm-1 4 or 8 cm-1 4 cm-1 

*Baker, et al.257 

The results obtained were in close agreement with the literature and provided a more in-

depth procedure on how to verify optimal coaddition numbers in an objective manner. 

The 3T3-L1 adipocyte cell line presented a challenge compared to other cell lines due to 

their high heterogeneity, large diameter and thickness and the large changes in refractive 

index as a result of the multilocular structure, particularly the boundaries between lipid 

droplets. While processing methods exist that minimise these effects, including the 

correction of Mie scattering effects, these were not found to improve the spectra obtained 

from 3T3-L1 adipocytes. Standard preprocessing methods based on derivatives and 

simple normalisation techniques were found to produce acceptable data for multivariate 
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analysis. These simple processing methods translated from synchrotron point spectra to 

chemical mapping and point spectra acquisition using laboratory-based Globar® 

instruments.  

FPA spectra acquired on laboratory-based FTIR microspectrometers produced adequate 

images that could also be processed using simple methods revealing enhanced 

compositional and morphological detail in images acquired on single cells. When four-

beams of the Australian Synchrotron were combined and focussed onto the aperture of 

the Hyperion 3000 microscope, this configuration introduced a number of aberration 

effects that could be minimised using simple spectral processing methods and the use of 

multivariate methods was able to partition residual noise effects into higher order PCs. 

Further assessment of the laboratory-based and synchrotron-based FPA images is 

provided in Chapter 6.  
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Chapter 4 Vibrational Spectroscopic Investigations of 

Adipocytes as Models of Diabetes and Metabolic Syndrome.  
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4.1 Introduction 

Adipose tissue is one of three insulin sensitive tissues in mammals and is composed of a 

number of different cell types, predominantly adipocytes.32,290 Initially adipose tissue was 

postulated to have simple energy storage, insulation and thermoregulation properties, but 

it is now known to play a role in key physiological processes, including: reproduction, 

apoptosis, inflammation, angiogenesis, hypertension, atherogenesis, coagulation, 

fibrinolysis, immunity, and vascular homeostasis.16 Secretion of adipocytokines 

including leptin, adiponectin, Interleukin-6 (IL-6), adipsin, adiponectin, tumour necrosis 

factor α (TNFα) retinol-binding protein-4, transforming growth factor-β (TGFβ), 

prostaglandin E2 (PGE2), insulin-like growth factor-1 (IGF-1) and IGF-binding proteins 

(IGFBPs), have a role in obesity development, pathogenesis of the metabolic syndrome, 

and the aetiopathogenesis of insulin resistance and cardiovascular disease.291 Secretion of 

free fatty acids (FFAs) and adipokines from adipose tissue induce signalling processes 

between the various organs to affect whole body metabolism.32 

The 3T3-L1 mouse adipocyte cell line is used extensively as an in vitro model to probe 

the effects of factors and environmental conditions related to T2DM.292 In vivo, 

adipocytes originate from multipotent mesenchymal stems cells that develop into 

adipoblasts (or pre-adipocytes),16 which develop during the gestational period until they 

differentiate via the accumulation of lipids into adipocyte cells with distinct lipid droplets. 

Adipocytes are highly heterogeneous in terms of cell morphology and composition. 

Typically they have a nucleus surrounded by lipid droplets, referred to as a multilocular 

morphology.16  These lipid droplets are a complex mixture of polar and neutral lipids 

including phospholipids, TAGs (mainly oleic and palmitic acids)16 and cholesterol esters, 

which are involved in many aspects of cell biology, including membrane 

architecture/compartment formation, cell signalling, hormone regulation, energy storage 

and metabolism.32 Alterations in lipid transport and metabolic processes are involved in 

human diseases including T2DM, obesity, CVD and neurodegenerative disorders.32,293 

In obese individuals, adipocytes fail to regulate excess nutrients, and as a result, 

circulating fatty acids and glucose increase along with altered adiponectin secretion and 

dysregulated metabolism. These factors are postulated to contribute to the onset of insulin 

resistance and related complications that follow.294 Hypertrophy of adipocyte cells (i.e., 

size expansion) is correlated with the release of inflammatory cytokines and then insulin 

resistance.295 Hypoxic conditions can result from cell enlargement to limit dioxygen 

availability to the cell, promoting a Warburg-type metabolism.20,26  
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De novo synthesis of lipids (DNL) originates from FFA production via acetyl-CoA in an 

enzymatic process (Figure 1.6).60 Adipocytes store energy as TAGs during lipogenesis 

and mobilise stored energy via lipolysis when needed in an insulin and epinephrine 

regulated manner.32 Neutral lipids are stored for future uptake by muscle tissue and other 

processes in the body that require access to energy reserves. Phospholipids are polar in 

nature and are synthesised from neutral lipids and are involved in the formation of 

structural membranes.296 

Under a brightfield microscope, cultured adipocytes range in shape, size and complexity 

(Figure 4.1a). The cells in Figure 4.1b and c were chemically fixed to a CaF2 substrate 

prior to spectroscopic imaging and optical micrographs were acquired using the 

microscope of the Bruker Hyperion 3000 system. These images showed a different 

morphology compared to live cells (Figure 4.1a); however, the multilocular morphology 

was highly preserved. The compartments are rich in lipid esters/fatty acids and the use of 

vibrational spectroscopic techniques provide chemical and biological insights into the 

composition and distribution of the various lipids/fatty acids within a cell.185,293 

 

Figure 4.1: 3T3-L1 adipocyte cell morphology as observed in; a) culture media using an upright light 

transmission microscope (Olympus CKX31/CKX41 Phase Contrast and Fluorescence Inverted 

Microscope, 20x magnification); b) a round cell with partially resolved features; and c) a high-quality image 

clearly showing the multilocular structure. Images b) and c) were aquired from adipocytes chemically fixed 

to the CaF2 substrate prior to image acquisition in transmission mode using the Hyperion 3000 microscope.  

Two of the major challenges associated with spectroscopic analysis of adipocytes are 

fixation and the heterogeneous morphology. As discussed in Section 3.6, focussing the 

microscope to obtain the highest quality image and spectral data was challenging and this 

was observed in Figure 4.1b, which is typical of a very thick adipocyte, where most of 

the cell was in focus, however, the base of the cell was out of focus. The adipocyte in 

Figure 4.1c was not as thick as the one in Figure 4.1b and was in complete focus for 

spectral data acquisition. 
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Adipocytes are highly susceptible to cell rupture during fixation conditions where the 

osmotic pressure is not maintained, or under harsh separation techniques that include 

centrifugation. This results in the release of TAGs from ruptured cells that can be 

detrimental to the entire cell population.32 The cold methanol fixation method described 

by Carter, et al.258 was used in this study and resulted in intact cellular morphology 

(Figure 4.1b and c). 

Gazi, et al.201 recommended against formalin fixation as it contains methanol, which 

permeates the cell membrane and extracts intracellular lipids. Methanol-free 

paraformaldehyde fixation was used as an alternative to preserve lipid structure, followed 

by osmium tetroxide (OsO4). One of the disadvantages of the use of OsO4 is that the 

fixation occurs through reactions with the lipid double bonds.201 Even though the fixation 

method employed in this study uses methanol, the process is performed at 195 K (dry ice) 

temperature with minimal exposure time, followed by rapid blotting and air drying,  

minimising the risk of lipid extraction. 

Another common fixation method uses paraformaldehyde as the fixing agent and this 

method has also come under scrutiny because it cross-links proteins to the substrate; 

however, Diem, et al.218 stated that the level of cross-linking is below the limit of 

detection by FTIR and will not result in any detectable changes. The SurePath method of 

fixation, which uses a mixture of methanol, ethanol, 2-propanol and water is another 

alternative.297 This protocol was attempted, without success and based on the optical 

micrographs presented in Figure 4.1b and c, the cold methanol procedure resulted in 

acceptable morphology of fixed cells. 

4.2 Experimental Design and Objectives 

Reported herein are biochemical changes induced by sodium orthovanadate (Na3VO4 or 

V(V)) towards 3T3-L1 adipocytes in supplemented culture media to produce an MTT 

type cytotoxicity assay based on changes in FTIR spectra. A [V(V)] in the cytotoxic range 

was then used in a two-level factorial design to investigate the effects of glucose, fructose, 

vanadate and insulin resistance on adipocyte metabolism (Figure 4.2). The factors 

glucose, fructose and vanadate are continuous variables and insulin resistance is a 

category (binary) variable, i.e., insulin-sensitive or insulin-resistant. The response for 

each run was generated as a spectrum, or hyperspectral image for multivariate assessment. 

The overall objective of this study was to determine whether point spectra of single cells, 

acquired after treatment, could be used as molecular probes to better understand the action 
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of vanadate as an anti-diabetic/cytotoxic agent. Spectra acquired in this study were from 

single cells using the methodology described in Section 2.8.1. A similar study using the 

design in Figure 4.2 and FPA imaging is described in Chapter 6. 

 

Figure 4.2: Experimental design for investigating the effects of sugars, vanadate and insulin resistance 

using the orthogonal 24 full factorial design in 20 runs, (Chapter 1, Section 1.7.1).  The design is based on 

two blocks defined by insulin sensitivity/resistance. Low levels of factors are defined by (-1) and high levels 

by (+1), while centre points are defined by (0). 

4.3 Results 

4.3.1 Vanadate Cytotoxicity 

Vanadate cytotoxicity studies were performed on insulin-sensitive and -resistant cells. 

Insulin resistance was induced using Endothelin-1 (ET-1), which is a potent 

vasoconstrictor produced by endothelial cells that is preferentially released towards 

smooth muscle cells.75 In response to insulin, activity of ET-1 and its receptor ETA are 

increased,75 which leads to chronic hyperinsulinemia.10  

3T3-L1 preadipocytes were seeded directly onto a CaF2 substrate and differentiated 

before half of the cultures were treated with ET-1 for 24 h.75 Cells were then treated 

according to the design in Figure 4.2. The release of CO2 (amongst other metabolites, 

including lactate) during treatment increased the acidity of the medium, which resulted in 

the phenol red indicator changing colour from pink to orange when the cells were 

metabolising nutrients. In a cell culture medium supplemented with 10% FCS, 
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GlutamaxTM and antibiotic-antimycotic solution, a 51V NMR spectrum of a 1.0 mM 

vanadate solution (Figure 4.3) showed the predominance of deprotonated VO4
3− species 

(-541 ppm). Under physiological conditions, [HVO4]2-/[H2VO4]- was expected to be the 

predominant species, however, outside of the CO2 environment of the incubator and 

Na3VO4 increased the media pH value to 8 and probably explained why VO4
3−and not the 

protonated [HVO4]2-/[H2VO4]- species was dominant.256 

Evidence of the divanadate species [HV2O7
3−] was observed at -564 ppm256 but in lower 

concentrations than VO4
3− and a likely peroxidovanadium species was observed at even 

lower concentration at -624 ppm.256 These data indicated that in cell culture medium, the 

main active species is V(V), however, as V(IV) and V(III) are paramagnetic, 51V NMR 

cannot be used to detect these species.298-299 Figure 4.3 showed that V(IV) was only 

present in trace amounts since it broadens peak shapes, which were relatively sharp in the 

spectrum. The presence of V(III) is also unlikely as it is extremely oxygen sensitive at 

neutral pH values.298  The observed orange colour of the media at lower concentrations 

of V(V) indicate that the 3T3-L1 cells were metabolising glucose in the presence of up to 

62.5 µM V(V).  In the range 125-250 µM V(V), the medium pH value was unchanged, 

which indicated the cells were no longer metabolising glucose via glycolysis. Based on 

this information, the IC50 value of vanadate for 3T3-L1 cells was expected to lie in the 

range 125-250 µM. 

 

Figure 4.3: 51V NMR spectrum of 1.0 mM Na3VO4 in cell culture medium (16 h pre-incubation + 72 h 

incubation at 310 K). Data courtesy of Dr. Aviva Levina. 
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4.3.2 FTIR Chemometric Assessments of Insulin Sensitive Single Cells 

Raw FTIR spectra of the insulin-sensitive 3T3-L1 cells (Figure 4.4a) were processed 

over the 3050-1050 cm-1 region as second derivative (13-point smooth), then SNV over 

the 3050-2800 and 1800-1050 cm-1 regions (Figure 4.4b). Characteristic lipid, fatty acid 

and protein bands associated with adipocytes were present in the wavenumber regions 

3010-2800 and 1750-1550 cm-1.194,300 While examination of the raw and processed data 

revealed some changes in relative band intensities, multivariate analysis methods were 

required to decipher relevant information. 

 

Figure 4.4: a) raw; and b) processed FTIR spectra of individual insulin-sensitive 3T3-L1 cells treated with 

various concentrations of vanadate. The prominent absorbance bands (in the negative direction only) are 

listed in the figure with assignments in Table 1.1. (Chapter 1). The legend defines the treatment 

concentrations used in the study. 

PCA was applied to the processed data over the 3050-1050 cm-1 region to evaluate 

vanadium dose-dependent changes in the FTIR spectra on insulin-sensitive 3T3-L1 cells 

(Figure 4.5). This PCA model described 86.5% of the X-variance in four PCs with 82.3% 

in three PCs. These data did not show any discernible trends related to treatment. 

However, when the treatments were grouped based on an arbitrary low (0-15 µM), 

medium (31.5-125 µM) and high (250-1000 µM) treatment grouping, a small trend was 
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observed in the t2 direction when the data were grouped using local Hotelling’s T2 ellipses 

at the 95% confidence interval (Figure 4.5b). 

 

Figure 4.5: t1 vs. t2 scores plot for insulin-sensitive 3T3-L1 vanadate study; a) scores coloured by vanadate 

treatment concentration; and b) separated into three arbitrary groups labelled; low 0-15 µM; medium 31-

125 µM; and high 250-1000 µM. Local Hotelling’s T2 ellipses were drawn at 95% confidence. 

The scores vs. [V(V)] plots for the first three PCs are shown in Figure 4.6 as individual 

point plots and interval plots. The t1 scores plotted against [V(V)] showed that beyond 

31.3 µM, a linear increase in scores values were observed (Figure 4.6a). Thus, the t1 

direction most likely described the insulin-mimetic/enhancing action of vanadate between 

0-31.3 µM, followed by a change in biochemistry between 62.5-1000 µM.  

The t2 direction, displayed a similar trend in the data after 31.3 µM, this time a negative 

linear trend in scores was observed. (Figure 4.6b). The t3 vs. [V(V)] plot (Figure 4.6c) 

exhibited three separate linear relationships. The linear trend between 0-15.6 µM V(V) 
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showed that the cells responded in a linear manner to vanadate before a negative linear 

trend was observed over the range 15.6-62.5 µM. A step in the positive t3 direction 

occurred at 125 µM followed by a second linear decrease between 125-1000 µM. 

 

Figure 4.6: t1 – t3 scores vs. [V(V)] for insulin-sensitive 3T3-L1 adipocytes as all data and interval plots: 

a) t1 scores plot; b) t2 scores plot; and c) t3 scores plot. Dotted lines represent the observed trends in the 

data. Intervals were drawn at 95% confidence. 

These data were consistent with a number of dose-dependent biochemical changes 

induced by vanadate and indicated that insulin-sensitive adipocytes may be tolerant to 

V(V) treatment up to 31.3 µM. The t1 and t2 vs, [V(V)] plots indicated that a change in 

biochemistry occurred in a linear manner beyond this concentration point up to 500 µM. 

The t3 vs. [V(V)] plot indicated that a smaller, more complex, biochemical process was 

occurring concurrent with the changes described by the t1 and t2 directions. Over the 72 

hr treatment protocol, there was an associated pH change in the media, observed visually 

as colour changes over 0-62.5 µM consistent with reduced glucose metabolism induced 

by higher [V(V)]. During glycolysis, cells generate CO2 under aerobic conditions 

according to the general reaction,12 
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Glucose 
𝐺𝐺𝐺𝐺𝐺𝐺𝑐𝑐𝑜𝑜𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝐺𝐺
�⎯⎯⎯⎯⎯⎯�  2 Pyruvate 

− CO2�⎯⎯�  2 Acetyl − CoA 
𝐶𝐶𝑖𝑖𝑡𝑡𝑟𝑟𝑖𝑖𝑐𝑐 𝐴𝐴𝑐𝑐𝑖𝑖𝐴𝐴 𝐶𝐶𝐺𝐺𝑐𝑐𝐺𝐺𝑟𝑟
�⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯⎯�  4CO2 + 4H2O 

The generated CO2 lowers the pH of the media, possibly through the formation of 

carbonic acid.301 The lack of this colour change in the media at [V(V)] > 62.5 µM was 

attributed to reduced cell viability and the onset of cell death.  

Although there were clear trends observed, this experiment was based on a relatively 

small number of spectra collected on individual cells and future studies would require a 

much larger sample set to be studied over a number of cell cultures to fully understand 

the observed variability. However, this study was sufficient to gain an initial 

understanding of the system to plan subsequent experiments. Scores for PCs > 3 did not 

reveal any further trends and each described < 2% of the total X-variance. 

In summary, these data showed at least four dose-dependent biochemical changes. Those 

observed over 0-15 µM, were postulated to be the known insulin mimetic effect of 

vanadate,150,153 which was observed as the linear trend in t3 vs. [V(V)] (Figure 4.6c) 

compared to the lack of trending in the t1 and t2 plots. Beyond 31.3 µM, vanadate was 

expected to transition into a cytotoxic agent, as evidenced in Chapter 5, Section 5.3.2, 

where concentrations ranges > 50 µM induced cytotoxic effects in the insulin-sensitive 

HepG2 cell line.  

The corresponding PC loadings plots (Figure 4.7) are shown with wavenumbers of 

prominent bands marked. The p1 loadings were dominated by bands associated with lipids 

and free fatty acids (Table 1.1). The band around 3010 cm-1 was assigned to cis-

conformations of ν (=CH2) modes in unsaturated fatty acids and lipids.193  Bands at 2920 

and 2850 cm-1 were assigned to 𝜈𝜈𝑎𝑎𝐺𝐺 and νs (CH2) modes of membrane lipids and fatty 

acids,195 and in the p1 loadings, these bands showed splitting into positive and negative 

loading contributions. In particular, the nominal 2920 cm-1 band was split into two bands 

at 2923 and 2909 cm-1 and the nominal 2850 cm-1 band was split into bands at 2855 and 

2844 cm-1, respectively. This observed splitting was attributed to diverse changes in cell 

membrane integrity or fluidity induced over the range of vanadate treatments302 and may 

be an indication of chemical modification due to lipid peroxidation.95,160,165,202,303-305  

The bands at 2909 and 2844 cm-1 showed strong positive correlations with those at 1754, 

1731, 1469, 1415 and 1180 cm-1 associated with the lipid character of the cells. The band 

at 1754 cm- 1 corresponded to ν (C=O) in lipid esters including TAGs,181 while bands at 
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1731 and 1415 cm-1 were associated with FFAs.193,198,200,208-209,306 The band at 1470 cm-1 

was assigned to δ (-CH2) modes in lipids, aliphatic chains of fatty acids and proteins.202  

 

Figure 4.7: a) p1; b) p2; and c) p3 loadings plots for the insulin-sensitive 3T3-L1 adipocytes treated with 

vanadate.  

Bands around 1400 cm-1 were associated with bending modes in deprotonated -COO- 

groups in lipids while those between 1180-1150 cm-1 to stretching modes of C-O groups 

related to lipids, DNA and possibly tyrosine groups in cell proteins.195,307 Wood,182 also 

assigned bands around 1180 cm-1 to A-DNA and ribose, however, this band could also be 

attributed to lipid content given that adipocytes are mainly lipid in composition.30 The 
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bands between 1120-1080 cm-1 were assigned to (RO)2PO2
− bands associated with DNA 

and phospholipids.182,184,193,197,306 

The PC1 direction showed that beyond 31.3 µM, vanadate induced biochemical changes 

that increased lipid and fatty acid content in the cells and resulted in a change in 

membrane lipids, as evidenced by the decrease in the band at 2923 cm-1 with a 

corresponding increase in the bands at 2909 and 2844 cm-1. Ricciardi, et al.195 reported 

that the ratio of the bands at 2922 cm-1 (νas CH2) and 2957 cm-1 (νas CH3) related to 

changes in membrane lipids associated with apoptosis. The ratio of these band intensities 

vs. [V(V)] for insulin-sensitive cells (Figure 4.8) showed that the profile closely 

resembled the inverse profile of the t1 vs. [V(V)] plot in Figure 4.6a and indicated that 

the PC1 direction mainly described changes in membrane lipids in adipocytes cells due 

to the action of increasing [V(V)].  

 

Figure 4.8: Ratio of processed FTIR band intensities at 2922 and 2957 cm-1 vs. [V(V)] for insulin-sensitive 

adipocytes. Intervals are displayed for each treatment at the 95% confidence level. 

The t2 scores displayed a negative trend between 62.5-500 µM compared to the positive 

trend observed in the t1 scores over this range. This trend was consistent with the large 

loadings observed at 1731, 1473 and 1180 cm-1 attributed to fatty acids and smaller 

contributions from the loadings at 1390, 1264, 1131 and 1110 cm-1 mainly associated 

with (RO)2PO2
−  bands of phospholipids, DNA and RNA.172,202 The p2 loadings showed 

a positive correlation between the bands at 2915 and 2850 cm-1, associated with 

membrane lipids,195,202,205 which were also positively correlated to the bands listed above. 

These bands were negatively correlated to those at 1748, 1718, 1464, 1378, 1234 and 

1099 cm-1 also associated with lipids (Table 1.1). The p2 loadings also showed what may 
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be a small contribution from proteins at 1654 and 1627 cm-1, associated with amide I α-

helix and β-sheet secondary structures, respectively.172 The band at 1654 cm-1 may also 

have contributions from ν (C=C) modes,193 however, the presence of the 1627 cm-1 band 

indicated that this was most likely a protein band. These bands were positively correlated 

to the 1748, 1464, 1378, 1234 and 1099 cm-1 bands listed above. This observation may 

be associated with vanadate induced changes in intracellular TAG/phospholipid and fatty 

acid content. Ricciardi, et al.195 reported that the ratio of the band intensities at 1146 cm-1 

ν (C-O) and 2957 cm-1 νas (CH3) was related to lipid peroxidation induced in cells due to 

oxidative stress. The 1145 cm-1 band was also correlated to the band at 1748 cm-1, also 

consistent with lipid peroxidation.202  Figure 4.9 provides a plot of the intensity ratio 

1146/2957 cm-1 vs. [V(V)] for insulin-sensitive cells. 

 

Figure 4.9: Ratio of processed FTIR band intensities at 1146 and 2957 cm-1 vs. [V(V)] for insulin-sensitive 

adipocytes. Intervals are displayed for each treatment at the 95% confidence level. 

The profile in Figure 4.9 closely resembles the inverse profile of the t2 vs. [V(V)] plot in 

Figure 4.6b and indicated that the PC2 direction was mainly describing lipid peroxidation 

in adipocytes cells due to the action of increasing [V(V)]. In Chapter 6, FPA images of 

3T3-L1 cells showed that regions close to the cell membrane contained the highest 

intensities of the 2920 and 2850 cm-1 bands and was consistent with the observation made 

here that the p2 loadings were differentiating between membrane changes and changes in 

the cell interior. The FPA images in Chapter 6 also showed compartmentalisation of lipids 

and fatty acids into specific lipid droplets and this may be an indication of redistribution 

of these species under oxidative stress.308 
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The p3 direction (Figure 4.7c) described three distinct biochemical processes displayed 

in the t3 vs. [V(V)] plot. The changes modelled by this PC were minor (4.4%) compared 

to the first two PCs (78%). The first biochemical process occurred between 0-15 µM and 

was associated with a positive trend in t3 values associated with increases in band 

intensities at 2927, 1748, 1473, 1392 (lipids), 1695, 1623, 1264 (α-helix, β-sheet and 

amide III respectively), 1222, 1180 and 1116 cm-1 (DNA and (RO)2PO2
−) changes (Table 

1.1). Increases in the protein band at 1623 cm-1 (amide I, β-sheet) were associated with 

protein aggregation,175,203 and increased β-sheet protein generation has also been 

associated with tyrosine phosphorylation,309 which is an essential mechanism of insulin 

action for stimulating glucose uptake.310 

The negative trend in the scores between 15.6-62.5 µM corresponded with a decrease in 

intensity in the bands listed above and an increase in band intensities at 3006, 2950, 2913, 

2850, 1716, 1660, 1548 and 1459 cm-1, and in particular, changes in membrane lipids and 

β-turns (1660 cm-1) and the band around 1716 cm-1 were related to changes in DNA 

content in cells.182 A discontinuous rise in score values from 62.5 to 125 µM was observed 

in the t3 vs. [V(V)] plot and was followed by a linear trend towards negative values over 

the concentration range 125-1000 µM. These may be related to cellular defence 

mechanisms producing lipid stores to overcome oxidative stress during apoptosis.311 

Between 125-1000 µM, cellular lipid content was decreased and the high loadings at 2913 

and 2850 cm-1 indicated lipid peroxidation was affecting the integrity of cellular 

membranes, which induced the onset and progression of apoptosis, consistent with the 

literature.195,202 

4.3.3 FTIR Chemometric Assessments of Insulin Resistant Single Cells 

Insulin resistance was induced by ET-1 (24 hr, 37 °C, 5% CO2) in 3T3-L1 adipocytes, 

then treated with increasing concentrations of vanadate (Section 4.3.2). The raw spectra 

of the insulin-resistant cells (Figure 4.10a) were processed by second derivative, 

followed by SNV normalisation (Figure 4.10b) over the wavenumber region 3050-1050 

cm-1. These spectra had similar spectral profiles to those from insulin-sensitive cells 

(Figure 4.4). Main features included lipid ester/fatty acid bands associated with 

adipocytes at 3006, 2960, 2923, 2852, 1740, 1731, 1467 1413 and 1180 cm-1, proteins at 

1656, 1625 and 1546 cm-1, and DNA/phosphodiester bands at 1708, 1264-1199 and 1080 

cm-1 (Table 1.1). 
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Figure 4.10: a) raw; and b) processed FTIR spectra of insulin-resistant 3T3-L1 adipocytes treated with 

various concentrations of vanadate. The prominent band assignments are listed in Table 1.1. 

The t1 vs t2 plot for a PCA model generated from processed data over the 3050-1050 cm-1 

range (Figure 4.11) showed that 74.9% of the X-variance was described in two PCs and 

79.3% in three PCs. The points in the scores plots were coloured by [V(V)] into arbitrary 

low, medium and high vanadate concentrations, but did not show any distinct clustering 

of the treatment types (Figure 4.11b). The t1 vs. [V(V)] plot indicated three dose-

dependent biochemical processes (Figure 4.12a). There was no effect observed until a 

step change from positive to negative scores at 15.6 µM vanadate concentration, followed 

by an increasing linear trend over 15.6-125 µM and a decreasing linear trend over 125-

1000 µM. These data may be a first indication that insulin-resistant adipocytes are tolerant 

of vanadate over the range 7-15 µM compared to the 31.3 µM observed for insulin-

sensitive cells. 

The t2 direction showed a linear trend from negative to positive score values over the 

entire concentration range 0-1000 µM. The t3 direction showed a similar trend to the 
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corresponding t3 scores for insulin-sensitive cells (Figure 4.6c) over the concentration 

range 0-15 µM, which may be an indication of the insulin-mimetic/enhancing action of 

vanadate. A similar step change occurred at 31.3 µM, however, unlike the t3 scores for 

insulin-sensitive cells, the same increase in score values, followed by the negative linear 

trend was not observed for insulin-resistant cells. This may be a result of the high levels 

of oxidative stress in these cells and their inability to induce pathways to minimise cellular 

damage.312  

 

Figure 4.11: t1 vs. t2 scores plot for insulin-resistant 3T3-L1 vanadate study: a) scores coloured by vanadate 

treatment concentration; and b) separated based on three groups labelled; low range, 0-15 µM; medium 

range, 31-125 µM; and high range 250-1000 µM. Local Hotelling’s T2 ellipses were drawn at the 95% 

confidence level. 

The corresponding p1-p3 loadings plots (Figure 4.13) showed that the p1 direction was 

very similar to corresponding p1 direction for insulin-sensitive cells, however, they were 

describing different biochemical processes. 
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Figure 4.12: t1 – t3 scores vs. [V(V)] as individual data and interval plots for insulin-resistant 3T3-L1 

adipocytes: a) t1 scores plot; b)  t2 scores plot; and c) t3 scores plot. The dotted lines represent the trends 

observed in the data.  

Over the range 0-7.9 µM, insulin-resistant cells have lower band intensities at 1745 cm-1 

for lipid esters and higher band intensities for fatty acids (1731 and 1715 cm-1).  These 

data indicate that there is already a higher content of fatty acids within insulin-resistant 

cells in this range.60 At 15 µM, a step change to negative scores corresponded with 

increased production of TAGs and a reduction in the fatty acid content, which may be an 

indication of DNL. A linear increase towards positive score values followed over the 

range 15-125 µM, which corresponded to decreases in TAGs and increased fatty acid 

content. Increased production of TAGs was observed again over the range 125-1000 µM. 

The lack of the band at 3006 cm-1 ν (C-H) for cis-alkenes in the p1 direction indicated that 

the biochemical processes described by this direction were associated with saturated fatty 

acids.313-314 The observations made for the p1 direction indicate that very complex 

biochemical changes were occurring in response to oxidative stress induced by increasing 

[V(V)]. 
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Figure 4.13: a) p1; b) p2; and c) p3 loadings plots for the insulin-resistant 3T3-L1 vanadate treatment model.  

The ratio of the absorbance bands at 1146 cm-1 ν (C-O) and 2957 cm-1 νas (CH3) was 

related to lipid peroxidation induced in cells due to oxidative stress (Section 4.3.2).195 

Figure 4.14 provides a plot of the ratio of these absorbances vs. [V(V)] for insulin-

resistant adipocytes and showed an inverse relationship to the t1 vs. [V(V)] plot of Figure 

4.12a, therefore, these two plots were describing lipid peroxidation induced by vanadate.  
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Figure 4.14: Ratio of processed FTIR bands at 1146 and 2957 cm-1 vs. [V(V)] for insulin-resistant 

adipocytes. Intervals are displayed for each treatment at the 95% confidence level. 

The p2 direction for insulin-resistant adipocytes is markedly different from the 

corresponding p2 direction for insulin-sensitive cells (Figure 4.7b). The main difference 

was related to the prominent band at 2921 cm-1 associated with membrane lipids,195,202,205 

which decreased with increasing [V(V)] over the entire range. This corresponded with an 

increase in TAGs as evidenced by the bands at 1750, 1463, 1378, 1234 and 1120 cm-1. 

At lower concentrations of vanadate, the bands at 1731 and 1178 cm-1 were assigned to 

cells containing more fatty acid content in the p1 direction. 197,315 Also, the band at 1131 

cm-1 showed increased band intensity and was assigned to lactate production, typical of 

increased glucose metabolism.212 

The ratio of the bands at 2922/2957 cm-1 vs. [V(V)] (Figure 4.15) showed a positive 

linear trend and was attributed to changes in membrane lipids.195 Except for the potential 

outlier at 15.6 µM, this plot resembled the p2 vs. [V(V)] plot (Figure 4.12b) and along 

with the high loading of the 2921 cm-1 band, these data indicate that the p2 direction was 

describing lipid membrane changes in a dose-dependent manner with increasing [V(V)]. 

The observed loading band at 3006 cm-1 indicated that this PC also described the 

production of unsaturated lipids,316 corresponding to an increase in band intensity at 1750 

cm-1.  
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Figure 4.15: Intensity ratio of processed FTIR bands at 2922 and 2957 cm-1 vs. [V(V)] for insulin-resistant 

adipocytes. Intervals are displayed for each treatment at the 95% confidence level. 

Unlike the corresponding p3 loadings for insulin-sensitive cells, the insulin-resistant 

treatment loadings did not show the same two-step biochemical process and only showed 

a single step change to negative scores over the range 31-1000 µM. This change 

corresponded to an increase in the band intensities at 2913 and 2848 cm-1, which have 

been attributed to membrane changes associated with apoptosis,195 and protein secondary 

structural changes between 1660 cm-1 (β-turns),182,203 and 1548 cm-1 (amide II).180 Other 

contributions observed were the highly complex loadings between 1480-1392 cm-1 

associated with bending vibrations in lipids and proteins,172 and bands between 1180-

1080 cm-1 associated with DNA and C-O stretching bands.182 

4.3.4 Comparison of Insulin Sensitive and Insulin Resistant Cells 

A PCA model of all data was performed and colour grouped by insulin-sensitive and -

resistant cells. The t1 vs t2 scores for this model (Figure 4.16) showed no separation 

between data obtained from the two cell types. Analysis of other combinations of PCs did 

not reveal any separation in the treatment groups. To verify insulin-resistance was 

induced by the ET-1 treatment, a partial least squared discriminant analysis (PLS-DA) 

model of the controls (0 µM V(V)) was performed on insulin-sensitive and -resistant cells. 

A simple two-factor PLS-DA model separated the insulin-sensitive and -resistant cells 

(Figure 4.17). 
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Figure 4.16: t1 vs. t2 scores for the PCA model of combined insulin-sensitive and -resistant 3T3-L1 cells 

treated with various concentrations of vanadate. This data showed that there was no separation in the first 

two PCs at the 95% confidence level.  

 

 

Figure 4.17: t1 vs. t2 PLS-DA scores for insulin-sensitive and -resistant adipocytes grown in normal 

supplemented media only. Local Hotelling’s T2 ellipses were drawn at the 95% confidence level. 



 

148 
 

The w1 loading weights described the main differences between the two controls (Figure 

4.18). Although the PLS-DA scores separation was small, the information in the w1 

loading weights were consistent with the difference between insulin-sensitive and -

resistant cells. The former showed higher lipid content at 1747 cm-1 and lower fatty acid 

and protein content, 2917, 2844, 1731, 1654, 1629 and 1548 cm-1. The increased 

intensities of the bands at 2917, 2844 and 1731 cm-1 were indicative of lipid membrane 

changes and lipid peroxidation195 and these bands were associated with the insulin-

resistant cells. Higher order PCs did not reveal any separation between the two treatment 

types. 

 

Figure 4.18: w1 PLS-DA loading weights showing the main spectral differences between insulin-sensitive 

and -resistant 3T3-L1 adipocytes.  

In Section 4.3.5, two of the design points, namely glucose (a) and glucose/insulin-

resistant (ad), cultured in glucose media (Figure 4.2). FTIR spectra acquired on these 

treatments were projected onto the model in Figure 4.17 and their location in PC space 

was within their expected class membership, which was also consistent with insulin-

resistance being induced in these cells. The projected data is shown in Figure 4.19. 

Factor 1 (Figure 4.19) described the difference between insulin-sensitive and -resistant 

cells and factor 2 described the differences between the natural variation of the two 

cultures used. Trial 1 cells were sub-divided from the same culture prior to differentiation, 

treatment, and fixation onto CaF2 substrates. The trial 2 cells were sub-divided treated 



 

149 
 

and fixed from a different culture. Therefore, the w2 loading weights provide test set 

validated information on the biological differences between cultures in this analysis. 

 

Figure 4.19: Projection of spectra acquired on a separate test set of control insulin-sensitive and -resistant 

3T3-L1 adipocytes onto the PLS-DA model shown in Figure 4.17. The original model samples were 

designated as Trial 1, while the new samples were designated Trial 2. The dotted line represents a linear 

discriminator between the data along Factor 1 (difference between insulin-sensitive and -resistant 

adipocytes) and Factor 2 (difference between cultures). 

4.3.5 Effects of Sugars and Vanadate on Insulin Sensitive and Resistant 3T3-
L1 Adipocytes Using Single Cell Point Spectra FTIR Microspectroscopy. 

The vanadate cytotoxicity results indicated that studies of relevance to diabetes (insulin-

mimetic action) should be performed in the 0-10 µM range, whereas those associated with 

chemotherapy, e.g., direct injection,317-318 would be appropriate at 150 µM to examine the 

effects on adipocytes when vanadate is used as an anti-cancer treatment. Time limitations 

only allowed the latter. The experimental design in Figure 4.2 has exact mathematical 

properties regarding orthogonalisation (Chapter 1, Section 1.7). These properties include 

the ability to break the design down into blocks, which result in a design that does not 

measure every point, but captures the maximum volume of the design space in a minimum 

number of experimental runs.223,225-226 This is the formal definition of blocking in the DoE 

literature; however, in the following sections, the term block was defined based on 

treatments containing vanadate and those not containing vanadate. Figure 4.20 presents 
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a diagrammatic representation of how blocks were defined in the following sections and 

the experimental runs associated with each of the blocks. 

 

Figure 4.20: Definition of blocks as applied to the analysis sections in this chapter. The design was split 

by factor D (insulin-resistance) as per usual conventions; however, Blocks 1-4 were defined by the presence 

or absence of vanadate (C) in the treatments. Factors A and B represent glucose and fructose, respectively. 

4.3.5.1 Analysis of Sugar Treatments, Insulin Sensitive 3T3-L1 Adipocytes (Block 1) 

Processed FTIR spectra from the first four runs (Block 1) were assessed using PLS-DA. 

Due to the exploratory nature of the analysis, the method of random cross validation was 

used to validate the model. A five factor PLS-DA model explained 60.4% of the Y-

response (calibration variance) and only 19.5% (validation variance), which indicated that 

only subtle differences were being modelled. The t1 vs. t2 and the t1 vs. t2 vs. t3 scores 

plots are shown in Figure 4.21. 

 

Figure 4.21: PLS-DA scores plots of Block 1 treatments of insulin-sensitive 3T3-L1 adipocytes assessed 

by FTIR microspectroscopy; a) t1 vs. t2 scores plot; and b) t1 vs. t2 vs. t3 scores plots. Local Hotelling’s T2 

ellipses were drawn in a) for each treatment at 95% confidence. 
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The t1 vs. t2 scores plot showed high variability except for the no-sugar treatment (1). 

Even though there was little separability, which was attributed to variability induced by 

the highly heterogeneous 3T3-L1 adipocytes, there was natural grouping within the 

treatment classes. There was a trend in the data described by the joint t1, t2 direction and 

when the data were displayed as a t1 vs. t2 vs. t3 scores plot, a grouping of glucose and 

non-glucose treatments was observed (dotted line in Figure 4.21b).  

The w1-w3 loading weights (Figure 4.22) showed an inverse relationship in the w1 

direction at 2919 and 2852 cm-1 versus 1752, 1731, 1471 and 1182 cm-1 bands. This 

showed differences in the membrane fatty acid and lipid contents attributable to the 

glucose versus non-glucose treatments.195 In particular, these data showed that adipocytes 

preferentially use glucose for TAG synthesis and fructose for DNL of fatty acids.319 

The w2 direction showed the relationships between two pairs of fatty acid/lipid bands. 

The first described the 2925/1752 cm-1 correlation and the second the 2848/1729 cm-1 

correlation. The two pairs of correlations were inversely correlated to each other, which 

showed that the different treatments induced different distributions of lipid and fatty acid 

ratios. In particular, the fructose and no-sugar treatments had more fatty acid content as 

observed in an increase in the bands at 1729, 1471, 1415, 1390 and 1176 cm-1 along the 

t2 direction. The band around 1131 cm-1 was attributed to an increase in lactate production 

and was also associated with changes induced in the no-sugar and fructose treatments.212 

The w3 direction showed a large contribution induced by changes in protein secondary 

structures between 1660-1540 cm-1. The amide I α-helix band at 1654 cm-1 was correlated 

with a change in the amide II band at 1548 cm-1 and these bands were negatively 

correlated with the amide I β-sheet band at 1621 cm-1. The t3 scores showed that this 

direction mainly separated glucose treatments (a) and glucose-fructose treatments (ab) 

with higher intensities in the protein bands consistent with fructose inducing protein 

production, through metabolic pathways such as mechanistic target of rapamycin 

(mTOR).20,320 

An increase in β-sheet proteins may also be an indication of increased tyrosine 

phosphorylation309 and as observed in the w3 loading weights, this may be attributed to 

the glucose treated cells using insulin to promote metabolism. This was supported by the 

phosphodiester/DNA loading weight observed at 1240 cm-1, which increased with an 

increase in β-sheet band at 1621 cm-1.182,193 
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Figure 4.22: PLS-DA loading weight directions w1-w3 for Block 1 treatments of insulin-sensitive 3T3-L1 

adipocytes; a) w1 loading weights; b) w2 loading weights; and c) w3 loading weights. 

4.3.5.2 Analysis of Vanadate Sugar Treatments, Insulin Sensitive 3T3-L1 Cells 

(Block 2) 

PLS-DA scores for the Block 2 model (Figure 4.23) separated the vanadate only 

treatment (c) into two groups. As the chosen vanadate concentration of 150 µM was 

postulated to be the IC50 value, the two cell sub-populations were attributed to a 

population of cells resistant to the cytotoxic effects of vanadate and the other where the 

action of vanadate was cytotoxic. To confirm these findings, the processed FTIR spectra 

for the vanadate only treatment (c) and the fructose-vanadate treatment (bc) were 

compared (Figure 4.24). It was observed that treatment bc and half of the treatment c 

adipocytes showed a lack of the lipid ester band at 1743 cm-1 and an increase in the protein 

bands at 1654 and 1623 cm-1.  



 

153 
 

 

Figure 4.23: PLS-DA scores plots of vanadate-sugar treatments (Block 2) of insulin-sensitive 3T3-L1 cells 

assessed by FTIR microspectroscopy; a) t1 vs. t2 scores plot; and b) t1 vs. t2 vs. t3 scores plots. Local 

Hotelling’s T2 ellipses are drawn in a) for each treatment at 95% confidence. 

 

Figure 4.24: Comparison of the processed FTIR spectra for the vanadate only treatment c and the fructose-

vanadate treatment bc conditions for Block 2 insulin sensitive 3T3-L1 cells. 

The lack of lipid bands observed in the bc and ‘enhancing, c’ treatments had the effect of 

increasing the band intensities of protein secondary structures in the spectra, particularly 

the large β-sheet band at 1621 cm-1 for the bc treatment. These observations were 

consistent with the findings in Sections 4.3.1 and 4.3.5.1 that fructose and vanadate 

induce oxidative stress and with subsequent transition of protein conformation to β-sheet, 

indicative of protein agglomeration.175 A second type of spectra associated with treatment 

c (vanadate only) displayed clear lipid associated bands at 2850, 1743, 1467 and 1176 

cm-1 and were labelled ‘enhancing’ in Figure 4.24. This was an indication that these cells 
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were resistant to vanadate at this concentration and, as stated above, may be a 

confirmation that 150 µM V(V) was the IC50 value of vanadate towards 3T3-L1 

adipocytes. 

As was observed in the analysis of the Block 1 data, there was also a separation of 

treatments based on glucose in the Block 2 data, with the glucose-vanadate (ac) and 

glucose-fructose-vanadate (abc) treatments tightly grouped. This separation was 

associated with the t1 and t2 directions and the w1-w3 loading weights (Figure 4.25) 

showed increased band intensities in the w1 and w2 directions for lipid esters at 1747 and 

1469 cm-1 and a decrease in FFA bands at 1733 and 1716 cm-1.202 The grouping of the 

glucose containing treatments was an indication that the presence of vanadate may 

enhance glucose metabolism in adipocytes.  

The fructose-vanadate (bc) treatment may, therefore, relate to the least favourable 

conditions for cell survival, consistent with increased oxidative stresses induced by the 

combination of treatments, particularly with vanadate at its IC50 value. The w1 loading 

weights described the combined action of fructose and vanadate induced changes with 

respect to the glucose containing treatments and were associated with changes in proteins 

secondary structure. These data indicated that in the presence of vanadate, glucose was 

the preferred metabolite, as evidenced by increased lipid synthesis in the presence or 

absence of fructose. Although the concentration of vanadate was high (IC50), the PLS-

DA model in Figure 4.23 indicated that it may be acting as an insulin-mimetic under the 

Block 2 conditions. Further studies are required to investigate whether this effect is large 

or small compared to adipocytes treated without vanadate using a larger sample size and 

multiple cultures. 

The w2 direction was consistent with an apoptosis hypothesis because positively weighted 

bands at 2909, 2846, 1733, 1615, 1131 and 1083 cm-1 are markers of apoptosis195,205 and 

correspond to the vanadate only and the fructose-vanadate treatments c and bc, 

respectively. Bands at 2925, 2859, 1750, 1658, 1546 and 1461 cm-1 were all correlated 

and corresponded to normal lipid synthesis and α-helix protein structures. Although 

Zelig, et al.205 attribute changes in the 2920 and 2850 cm-1 bands to a biomarker of 

apoptosis, the splitting of these bands in the w2 loadings may indicate that many types of 

lipids with similar bands were present, some indicative of pro-apoptotic activity and some 

with anti-apoptotic properties. 
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Figure 4.25: PLS-DA loading weight directions w1-w3 for Block 2 treatments of 3T3-L1 adipocytes; a) w1 

loading weights; b) w2 loading weights; and c) w3 loading weights. 

The w3 direction described the separation between the glucose-vanadate (ac) and glucose-

fructose-vanadate (abc) treatments (both contained glucose and vanadate) with the 

addition of fructose resulting in positive scores (abc treatments) in the t3 vs. t2 scores plot 

(Figure 4.26). A similar separation was also observed in the t3 direction for the Block 1 

analysis (Figure 4.21b). For the w3 loading weights, the bands at 2958, 2909, 2848, 1725, 

1662 and 1627 cm-1 were all positively correlated and were associated with the treatments 

containing fructose. These data showed that fructose in high concentration had a 

detrimental effect on cell viability, even in the presence of glucose, but to a lesser extent 

than the fructose-vanadate treatment, i.e., the bc treatment. This loading weight only 

accounted for 14.6% of the explained Y-variance and is commensurate with the smaller 

effect of fructose, and further indicated that glucose was preferentially metabolised. 
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Figure 4.26: t3 vs t2 scores plot of the Block 2 treatments glucose-vanadate (ac) and glucose-fructose-

vanadate (abc) only for insulin-sensitive cells and showed separation of the treatments along the w3 

direction. 

Overall, these data verified the observations made in the Block 1 treatments that glucose 

and fructose were metabolised differently even in the presence of vanadate for insulin-

sensitive cells. The expected increase of ROS induced by vanadate and fructose-

vanadate20,129 was attributed to the separation of these treatments from the glucose 

containing treatments and indicated that glucose may have a protective effect in the 

presence of fructose and vanadate. 

4.3.5.3 Analysis of Sugar Treatments, Insulin Resistant 3T3-L1 Adipocytes (Block 

3) 

The PLS-DA scores for the Block 3 model (Figure 4.27) showed separation of the 

treatments along the t1 direction in the order: (i) no-sugar d; (ii) glucose ad; and (iii) 

treatments containing fructose, bd and abd, where d represented induce insulin resistance 

in Block 3 treatments. The fructose treatment (bd) separated from the other treatments 

along the t2 direction and was visually distinct from the other treatments in the t3 direction 

(Figure 4.27b). 

The t1 direction showed a general separation of fructose containing treatments along 

positive scores values and non-fructose treatments along negative scores values. The 

fructose treatment (bd) was located closer to the zero scores values along t1 but was 

separated into negative scores along the t2 direction. These data indicate that the t1 

direction described a combined glucose-fructose effect, while the t2 direction was 

attributed to the main effect of fructose. Therefore, the w2 loadings could be interpreted 

as fructose induced changes in insulin-resistant cells. The t3 direction separated the 
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treatments in the order glucose (ad), glucose-fructose (abd) and no-sugar (d) with the 

fructose treatment (bd) separated the from the other treatments along the t2 direction 

(Figure 4.28). 

 

Figure 4.27: PLS-DA scores plots of sugar treatments of insulin-resistant 3T3-L1 adipocytes (Block 3) 

assessed by FTIR microspectroscopy; a) t1 vs. t2 scores plot; and b) t1 vs. t2 vs. t3 scores plots. Local 

Hotelling’s T2 ellipses are drawn in a) for each treatment at 95% confidence. 

 

Figure 4.28: t2 vs. t3 PLS-DA scores for Block 3 insulin-resistant 3T3-L1 adipocytes grouped by treatment 

conditions. 

The w1 direction (Figure 4.29a) indicated that increases in lipid band intensities (1745 

and 1482 cm-1) were associated with the glucose-fructose treatment (abd) and were lowest 

for the no-sugar (d) and glucose treated (ad) cells. This was consistent with the insulin-

resistance induced in these cells by the lack of glucose metabolism and indicated that 

fructose may be preferentially up-taken and metabolised by these cells.  
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Figure 4.29: PLS-DA loading weight directions w1-w3 for Block 3 treatments of insulin-resistant 3T3-L1 

adipocytes. a) w1 loading weights; b) w2 loading weights; and c) w3 loading weights. 

The uptake of fructose may be enhanced by glucose as the glucose-fructose treatment 

(abd) had larger loading weights at 1745 cm-1, while the glucose and no-sugar treatments 

showed higher levels of FFAs at 1725, 1469, 1413 and 1178 cm-1. Associated with the 

fructose containing treatments were increased band intensities at 2919 and 2853 cm-1, 

which were also observed for fructose treatments in the Block 1 loading weights, 

associated with membrane lipid changes and possibly related to fructose induced 

oxidative stress.195,202,205 A large splitting of the band around 2850 cm-1 into two 

components at 2853 and 2840 cm-1 was also observed, with the band at 2840 cm-1 

associated with changes in the no-sugar (d) and glucose (ad) treatments. 

Szalontai, et al.321 reported that a spitting of the band around 2850 cm-1 (Figure 4.29a) 

was indicative of a conformational change in the acyl side chains of fatty acids, with the 
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higher wavenumber positions related to a trans (ordered) conformation and the lower 

wavenumber shift to a gauche (disordered) conformation. This conformation switching 

between ordered and disordered fatty acyl chains is in balance as the total number of -CH2 

groups is constant. Therefore, the ‘first derivative’ profile of the band around 2850 cm-1 

was attributed to changes in the membrane structures induced by fructose containing 

treatments. 

The w2 direction was attributed to biochemical changes induced in insulin-resistant 

adipocytes by fructose containing treatments. Increased band intensities at 2925, 2859, 

1731, 1473, 1419, 1183 and 1116 cm-1 were correlated with the fructose treatment (bd), 

through increased DNL. This was evidenced by the large band at 1419 cm-1,193 associated 

with fructose metabolism.319 The bands at 2925 and 2859 cm-1, associated with ordered 

fatty acid side chains were also correlated with the fructose treated adipocytes. Other 

important bands associated with this direction were those at 1704 cm-1, related to A-DNA 

base pairing,182 1608 cm-1 related to tyrosine and arginine side chains,206 1473 cm-1 related 

to bending vibrations in proteins and lipids, and 1183 and 1116 cm-1 related to 

phospholipids and DNA.182 

The non-fructose containing treatments displayed a marked increase in the band intensity 

at 1625 cm-1 typically associated with β-sheet proteins and in particular, protein 

agglomeration.175,196,203 An increase in β-sheet proteins may also be an indication of 

increased tyrosine phosphorylation,309 Muir, et al.26 report that fibrosis is an adaptive 

feature of adipose tissue to protect adipocytes against hypertrophy, therefore, it was most 

likely that the β-sheet protein bands were associated with protein agglomeration/ 

fibrosis/amyloid structures, which have been reported in individuals with T2DM.173 

The w3 direction had a large loading weight at 1752 cm-1 associated with TAG related 

lipids and did not contribute to any groupings of treatments. Due to the complex nature 

of this loading weight and the lack of separation observed in the t3 scores direction, a 

complete interpretation of this loading weight was not possible and was possibly related 

to stored lipids associated with glucose treated cells. 

4.3.5.4 Analysis of Vanadate-Sugar Treatments, Insulin Resistant 3T3-L1 

Adipocytes (Block 4) 

The t1 vs. t2 scores plot of the PLS-DA Block 4 model for insulin-resistant cells (Figure 

4.30) showed that the t1 direction separated the vanadate only treatment (cd) from the 

other treatments. The remainder of the treatments separated along the t2 direction and the 
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joint t2, t3 direction; i.e., the vanadate-only (cd) and glucose-fructose-vanadate (abcd) 

treatments separated from the glucose-vanadate (acd) and fructose-vanadate (bcd) 

treatments. Factor d represented induced insulin-resistance. 

 

Figure 4.30: PLS-DA scores plots of vanadate-sugar treatments of insulin-resistant 3T3-L1 adipocytes 

assessed by FTIR microspectroscopy; a) t1 vs. t2 scores plot; and b) t1 vs. t2 vs. t3 scores plot. Local 

Hotelling’s T2 ellipses were drawn in a) for each treatment at 95% confidence. 

The w1-w3 loading weights (Figure 4.31), showed the w1 direction was dominated by the 

band at 2919 cm-1 associated with membrane lipids.195,202 This band was positively 

correlated with the B-DNA base pairing or FFA band at 1716 cm-1, the amide I bands at 

1654 and 1623 cm-1 and the amide II band at 1546 cm-1. Since adipocytes are typically 

90% lipid in content,16 it was most likely that the band at 1716 cm-1 was associated with 

FFAs. These data were consistent with increased oxidative stress induced by vanadate 

and insulin resistance, which induced membrane lipid changes and changes in 

protein/DNA.  The above listed bands were negatively correlated with bands at 1745, 

1471, 1415, 1178 and 1116 cm-1, which were assigned to TAGs and changes in 

phospholipids (Table 1.1). These bands were associated with the treatments glucose-

vanadate (acd), fructose-vanadate (bcd) and glucose-fructose-vanadate (abcd) and were 

attributed to the insulin mimetic effect of vanadate and DNL fatty acid synthesis promoted 

by fructose.319 

The t2 scores showed a separation of the sugar containing treatments in order of positive 

to negative scores values fructose-vanadate (bcd), glucose-fructose-vanadate (abcd) and 

glucose-vanadate (acd), which correlated to the combined fructose-vanadate effect. The 

vanadate only (cd) treatment also displayed positive t2 scores values and occupied a space 

similar to the bcd treatment, which was a similar result observed in the Block 2 treatments 
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(Figure 4.23a). The w2 loading weights showed that the major band associated with the 

glucose-vanadate treatment (acd) was the band at 1747 cm-1, which increased in intensity 

consistent with glucose metabolism in to TAGs and with vanadates insulin-mimetic 

activity, even though [V(V)] was cytotoxic in this treatment protocol. Comparison of 

these results to the t1 vs. [V(V)] results of Figure 4.6a, was consistent with glucose 

possibly promoting growth around 125 µM, before the next biochemical process occurred 

> 125 µM postulated to be early stages of apoptosis.  

 

Figure 4.31: PLS-DA loading weight directions w1-w3 for Block 4 treatments of insulin resistant 3T3-L1 

adipocytes; a) w1 loading weights; b) w2 loading weights; and c) w3 loading weights. 

The fructose-vanadate treatment (bcd) was associated with increased band intensities at 

1729, 1471, 1415, 1178 and 1110 cm-1 related to DNL of fatty acids consistent with 

fructose metabolism.20,184,197,200,208 The insulin-sensitive fructose-vanadate treatment (bc) 
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and corresponding insulin-resistant fructose-vanadate treatment (bcd) also exhibited 

similarities consistent with changes in membrane lipids at 2913 and 2844 cm-1, possibly 

related to the onset of apoptosis.195,205 

The w3 direction showed a highly complex relationship between lipid and protein bands, 

however, two bands, 1706 cm-1 (DNA) and 1608 cm-1 associated with tyrosine and 

arginine bands,206 were positively correlated. The t3 direction separated the glucose-

fructose-vanadate (abcd) treatment, from the other treatments and was attributed to the 

combined effects of glucose metabolism into TAGs (1743 cm-1), and fatty acid synthesis 

(1722 cm-1) and changes in protein secondary structure induced by the synergistic action 

of fructose and vanadate.  

4.3.5.5 Comparison of Block Treatments 

A comparison of all treatments was performed as a PLS-DA model using Blocks 1-4 as 

the y-response (Figure 4.32). The scores plot in Figure 4.32a showed that except for 

Block 2, there is very little difference between the treatments. Block 2 data was already 

discussed in Section 4.3.5.2 with regard to the no-sugar-vanadate and fructose-vanadate 

treatments, c and bc, respectively. These differences were also apparent for the combined 

Blocks 1 and 2 analyses (Figure 4.32b). 

Block 3 and 4 treatments separated along the t1, t2 direction (Figure 4.32c) and this was 

consistent with the pronounced effect of vanadate on insulin-resistant cells compared to 

its action on insulin-sensitive cells (Blocks 1 and 2). The w2 loading weights for the Block 

3 and 4 model were consistent with an increase of TAGs and fatty acid band intensities 

(1743 and 1729 cm-1) for vanadate treatments and an increase in DNA and protein bands 

between 1710-1620 cm-1. While the band at 1625 cm-1 may be related to tyrosine 

phosphorylation,309 or it may be an indicator of protein synthesis and aggregation 

(fibrosis), with the latter being the most likely explanation associated with this band.175,203 

4.3.5.6 Analysis of Centre Points 

As part of the experimental design (Figure 4.2), centre points were defined as the mid-

points of the factor treatment levels. In this study, mid-points represented glucose and 

fructose concentrations of 2.5 mM and vanadate concentration was set to 75 µM. The 

factor insulin sensitive/resistant was a binary categorical variable that does not have a 

logical centre point definition. In the DoE literature, when categorical variables are 

defined in the design, centre points are defined as the mid-point values of all continuous 
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variables for each categorical variable.223,226 This resulted in two blocks of centre points, 

one for insulin-sensitive and one for insulin-resistant cells as described in Figure 4.33. 

 

Figure 4.32: PLS-DA scores of the entire DoE and Block comparisons; a) all treatment Blocks; b) Blocks 

1 and 2 scores; and c) Blocks 3 and 4 scores. Colour grouping was defined in plot b). 
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Figure 4.33: Definition of centre point treatments in the experimental design of Figure 4.2. 

PLS-DA applied to the centre point spectra (Figure 4.34) showed that the w2 direction 

described the main differences in the data. The separation of the insulin-sensitive 

and -resistant treatments was consistent with insulin-resistance induced by ET-1. 

 

Figure 4.34: PLS-DA model of centre point data showing the separation of the insulin-sensitive 

and -resistant treatments; a) t1 vs. t2 vs. t3 scores; b) predicted vs. reference plot with discriminating line; c) 

w2 loading weights; and d) w3 loading weights. Samples grouped as per the legend in plot b). 

The Factor 1 direction did not contribute to this model, possibly due to the small number 

of spectra used to develop the model, however, Factor 2 described the majority of the 

differences between the insulin-sensitive and -resistant treatments. The w2 loading 

weights indicated that the main difference between insulin-sensitive and -resistant cells 

were protein secondary structural changes and changes in the band at 1606 cm-1, related 

to tyrosine.206  



 

165 
 

This led to the postulate that the insulin-sensitive cells were most likely using insulin in 

the supplemented media to induce tyrosine phosphorylation for metabolising glucose in 

the presence of vanadate and fructose. By contrast, the combined vanadate-fructose levels 

were inducing protein synthesis20 (evidenced by the large loading weights at 1654 and 

1550 cm-1). As established in Section 4.3.3, the centre point concentration of vanadate, in 

combination with oxidative stress induced by fructose, may be inducing cytotoxic effects, 

rather than insulin mimetic effects in the treated cells. 

4.4 Discussion 

4.4.1 Vanadate as an Insulin Mimetic and Cytotoxic Agent 

Cells cultured in vitro use supplemented media that is pH adjusted in the range 7.35-7.45 

to best approximate physiological conditions expected in vivo. Glucose is the main in vivo 

energy source available for cell metabolism, where it is converted into lipids and fatty 

acids, essential for proper cell functioning, or stored as glycogen for later use as and when 

required (Figure 1.2.).20 The cellular conversion of glucose into lipids and other products 

results in the production of CO2 and lactate,212 which increases the acidity (lower pH 

values) of the culture medium.322 Culture media usually contains pH sensitive colour-

based indicators to detect the depletion of glucose in the media as a result of increased 

cellular metabolism and acidity. Therefore, a change in colour in the media is an indirect 

measurement of cell metabolism and growth, but is also an indicator of pH-induced 

changes. Vanadium chemistry is highly diverse and the particular active species are 

dependent on the pH value, their concentration (low concentrations result in higher 

monomeric species) and reducing potential of the environment.132,299 

At physiological pH the expected vanadium species is V(V) in non-reducing 

environments and V(III)/V(IV) in reducing environments.129,323 Therefore, as media pH 

changes, a corresponding change in vanadium species is also expected, which could 

change its mode of action on treated cells. Insulin-sensitive 3T3-L1 adipocytes treated for 

72 hr with increasing amounts of vanadate demonstrated changes in media pH values, 

indicative of glucose metabolism up to 125 µM for insulin-sensitive cells and lower 

for -resistant cells. 

PCA models of FTIR spectra acquired on vanadate treated insulin-sensitive and -resistant 

cells, revealed two major biochemical processes associated with insulin-

mimetic/enhancing and cytotoxic actions of vanadate. The models developed also showed 

that vanadate action differs for insulin-sensitive and -resistant cells and these observations 
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were consistent with differences in the onset of oxidative stress induced by higher 

vanadate concentrations. Designed experiments (DoE) with fructose resulted in 

biochemical changes consistent with the literature of increased oxidative stress, DNL and 

protein synthesis,20 as described in more detail in the following sections. 

4.4.1.1 Vanadate as an Insulin-Mimetic/Enhancer 

Figure 4.35 presents a proposed mechanism for vanadate action on insulin-sensitive 

adipocytes cultured under normal conditions (in glucose supplemented media) over the 

range 0-31.3 µM V(V). Foetal calf serum (FCS) in supplemented media contains 

insulin,324 which binds to the α-subunit of the insulin-receptor and resulted in 

phosphorylation of the β-subunit and subsequent translocation of the GLUT4 receptor to 

the cell membrane (Figure 1.5)60  and insulin regulated glucose metabolism results. 

 

Figure 4.35: Postulated four-step process of low concentration vanadate action on insulin-sensitive 3T3-

L1 adipocytes: 1) Insulin binds to the insulin-receptor inducing phosphorylation of the receptor β-

subunits;299 2) activation of pathways that induce GLUT4 translocation for glucose uptake325; 3) induction 

of other biochemical pathways by normal insulin activated cascade; and 4) insulin-activity enhanced by 

V(V) inihibition of PTPs with detoxification of excess V(V) by reduction to V(IV) by GSH, which is 

oxidised to GSSG.111 Created with BioRender.com. 

Entry of vanadate into the cell through phosphate or sulfate ion channels induced insulin 

enhancing and mimetic activity by phosphatase inhibition.116  Toxicity from excess V(V) 

was minimised through reduction by intracellular GSH to glutathione disulfide (GSSG) 

as a detoxification step, where generated vanadyl (V(IV)) can bind to proteins.111,326 
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Therefore, GSH protects cells from the effects of agents that generate ROS and its 

depletion has been associated with severe oxidative stress.327 

At low concentrations, there are dynamic changes in V(V) and V(IV) in cancer cells and 

compared to insulin-resistant cells, which have higher levels of oxidative stress,328 the 

higher tolerance of vanadate up to 31.3 µM in insulin-sensitive adipocytes can be 

explained by enhanced GSH reduction of cytotoxic V(V) to V(IV). At 31.3 µM, the level 

of GSH depletion is postulated to affect homeostasis of ROS where both increased ROS 

generation and increased intracellular V(V) leads to a transition to cytotoxic action, 

discussed further in Section 4.4.1.2. 

Figure 4.36 presents a postulated four-step mechanism for the action of vanadate at 

concentrations between 0-10 µM for insulin-resistant cells. This is the typical 

concentration range of V(IV)/V(V) in treated mammalian tissues found to inhibit 

phosphatases with subsequent activation of kinases.305  ET-1, used to induce insulin 

resistance,75 was transported into cells by the receptor, ETA, and stimulated the 

production of ROS, primarily as superoxide anions (O2
-•) to induce oxidative stress.299,329-

330 

 

Figure 4.36: Postulated four-step process of low concentration vanadate action on insulin-resistant 3T3-L1 

adipocytes: 1) induction of insulin resistance and oxidative stress;75 2) vanadate acting as an insulin-

mimetic;111,299 3) vanadate activation of pathways that induce GLUT4 translocation for glucose uptake;104 

and 4) induction of other biochemical pathways by enhanced peroxidovanadate production.312 Created with 

BioRender.com. 
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Generation of ROS is associated with lipid peroxidation and reduction of intracellular 

GSH.330-331 As a consequence, in cells with depleted GSH levels, the insulin-mimetic and 

cytotoxic effects of V(V) are both enhanced.299  Entry of vanadate into the cell via 

phosphate and sulfate ion channels can enhance phosphorylation of the insulin receptor 

substrate (IRS) β-subunits and many kinases by phosphate inhibition, where it acts as an 

insulin-mimetic.111,299 This is followed by translocation of GLUT4 transporters to the cell 

surface, where glucose entry followed by its metabolism occurs.104 

The induced oxidative stress in insulin-resistant cells and GSH depletion results in 

increased generation of H2O2
111

 that increases the conversion of vanadate into 

peroxidovanadate species.332 Peroxidovanadate species are even stronger and irreversible 

inhibitors of PTP compared to vanadate and act by oxidising active-site cysteine 

residues,312,333 and enables strong activation of the PI3K and MAPK pathways, associated 

with cell proliferation and survival.58,334 The stabilisation of H2O2 by peroxidovanadate 

formation, leads to it becoming a positive messenger in insulin signalling.110,332  

Chemometrics models developed for the insulin-sensitive and -resistant adipocyte 

vanadate studies were consistent with an increase in TAG production over the 

concentration range 0-15.6 µM V(V) evidenced by the increase in the bands ~1743, 1473, 

1182 and 1116 cm-1 (Table 1.1). Vanadate exhibited it cytotoxic action from 15.6 µM for 

insulin-resistant cells, therefore, an effective concentration range for vanadate insulin-

mimetic activity was defined between 0-10 µM, with insulin-sensitive cells able to 

tolerate up to 31.3 µM before clear evidence of the onset of cytotoxicity. The low 

micromolar concentrations of V(V) were commensurate with other studies utilising 

vanadate as an insulin mimetic e.g., Germinario, et al.335 reported that orthovanadate was 

most effective at 10 µM in 3T3-L1 adipocytes, in vitro. This has certain ramifications 

regarding the use of vanadium as a cytotoxic agent and its potential detrimental effects 

on insulin-sensitive adipocytes at higher concentrations that will affect essential 

biochemical processes.  

The ROS generated by chronic ET-1 treatment has been used as a model to induce 

oxidative stress that is typically observed in T2DM patients,336 and explained the 

reduction in cellular defences (such as GSH and NADPH levels). It is postulated that this 

lack of defence and the increased production of peroxidovanadate species enabled V(V) 

to enhance insulin-mimetic activity in the 10-15µM V(V) range compared to insulin-

sensitive cells. Furthermore, Nakamura, et. al.327 reported that at non-cytotoxic 
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concentrations of oxidants, changes in protein phosphorylation is an adaptive response to 

mitigate damage induced by oxidative stress. Thus, vanadate at low concentrations, may 

act to reduce oxidative stress in both insulin-sensitive and -resistant cells, through 

vanadylation of tyrosine residues.104 In agreement with the results obtained in this current 

study, Ma, et al.337 showed that transient ROS treatment of 3T3-L1 adipocytes (in the 

form of H2O2) can promote glucose uptake through oxidation of PTEN. This enhances 

Akt phosphorylation and increases GLUT4 translocation, however, when the levels of 

ROS become excessive, p53 can inhibit the Akt and mTOR pathways and activate PTEN 

leading to apoptosis.311 

4.4.1.2 Vanadate as a Cytotoxic Agent  

As previously stated, higher levels of GSH and other defensive mechanisms in insulin-

sensitive adipocytes delay the onset of vanadate cytotoxicity up to 31.3 µM. Beyond this 

concentration, a number of concurrent biological processes were observed from 

chemometric modelling of FTIR data that could be associated with lipid membrane 

changes and lipid peroxidation processes.195 Similar chemometric modelling on insulin-

resistant adipocytes showed that these cells exhibited changes indicative of the onset of 

cytotoxic responses at [V(V)] > 15.6 µM and also revealed some specific actions different 

from those observed in insulin-sensitive adipocytes, alongside some common changes. 

A general model of vanadate cytotoxic action was postulated for insulin-sensitive 

and -resistant adipocytes (Figure 4.37) after high levels of oxidative stress were induced 

that triggered apoptosis mechanisms. Vanadate is known to oxidise NADH by a free 

radical mediated process, depleting intracellular stores of NADH, NADPH and 

GSH.165,338 The depletion of cellular defences results in the generation of ROS, inducing 

pathways that lead to lipid peroxidation, an aetiology that is associated with 

inflammation, insulin-resistance and other diseases.303  

Keller, et al.338 postulated that lipid peroxidation is mediated by V(IV) and is induced by 

hydroxyl radicals (OH-•), however, this assertion is contentious and Ding, et al,339  

reported a study on vanadate-induced AP-1 activation in mouse epidermal cells and, using  

OH-• scavengers, showed that this radical does not alter AP-1 activity, rather superoxide 

(O2
-•) and H2O2 were the main species inducing lipoperoxidation. Byczkowski and 

Kulkarni,165 have also presented evidence that the hydroxyl radical does not participate 

in vanadium induced lipoperoxidation. 
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Figure 4.37: Postulated four-step process of cytotoxic vanadate action on insulin-sensitive and -resistant 

3T3-L1 adipocytes: 1) redox cycling induced by excess vanadate entering into cells;129,299 2) increased ROS 

generated resulting in FFA oxidation and other stresses in the endoplasmic reticulum (ER); 3) mitochondiral 

damage induced by metabolism of oxidised fatty acids inducing lipotoxicity;146 and 4) loss of integrity in 

membrane lipids induced by lipid peroxidation.195 Created with BioRender.com.  

Huang, et al.340 demonstrated that vanadate activates p53 tumour suppressor proteins in 

response to H2O2 generation to induce apoptosis. Activation of the p53 protein depends 

on its phosphorylation and is induced by a number of mechanisms, mainly in response to 

DNA damage, which is one manner in which vanadium can impart its cytotoxic action 

along with lipid peroxidation.129,340 Inhibition of tyrosine phosphatases and the extended 

duration of phosphorylation of proteins such as AP-1, MEK-1, ERK-1, JNK-1, PI3K and 

NF-κB are also associated with vanadate cytotoxicity and are all linked to pathways 

promoting ROS production and DNA damage.129,339,341 Changes in DNA structure were 

observed in the FTIR spectra obtained in this current study and were correlated with 

changes in FTIR bands associated with increased lipid peroxidation and cell membrane 

changes.  

In the model of vanadate insulin-mimetic action towards insulin-resistant adipocytes 

(Figure 4.36), H2O2 can further react with V(V) to form peroxidovanadate species to 

irreversibly inhibit PTPs, which is beneficial as an insulin-mimetic/enhancer at low 

concentrations, but cytotoxic at high concentrations.111,250 Phosphorylated proteins are 

known to exist in a β−sheet conformation as evidenced by Raman spectroscopic 
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studies.309 β-sheet structures were observed in FTIR spectra around 1625 cm-1 along with 

changes in β-turn structure around 1660 cm-1, obtained from insulin-sensitive 

and -resistant cells treated with vanadate, particularly for insulin-sensitive cells. Changes 

in β-sheet structures were more prominent in the FTIR spectra of adipocytes when they 

were also treated with fructose (Section 4.4.2). This was most likely the result of fibrosis 

occurring as a means of protection against higher ROS and hypertrophy.26 

Cytotoxic concentrations of vanadate induce mitochondrial dysfunction as a result of 

ROS, induce lipid peroxidation and activate the p53 pathway, via release of cytochrome 

c and caspase activation.340,342-343 Mitochondria are mainly devoted to energy production 

and metabolism via synthesis of ATP through oxidation of carbohydrates, lipids and 

amino acids.344 In a study of neurodegenerative diseases, Cenini, et al.342 report that lipid 

peroxidation may induce p53 proteins to trigger apoptotic pathways that lead to amyloid 

structures, consisting of neurofibrillary tangles. These amyloid structure were reported to 

consist mainly of protein aggregates with β-sheet structures.173 Shivu, et al.175 have used 

attenuated-total-reflectance (ATR) FTIR spectroscopy to elucidate the structures of β-

sheet proteins associated with amyloid fibrils assigned to bands around 1623 cm-1. 

Lipid peroxidation can be triggered by the one-electron oxidation of V(IV), critical in the 

mechanism of cytotoxicity and affecting bio-membranes, including those of the 

mitochondria.165 This was an important finding in this study as the postulated redox-

cycling mechanism of Figure 4.37 is known to induce lipid peroxidation and cell 

membrane changes,195 which were observed in the chemometrics models developed 

herein. The ability of vanadate to induce oxidative stress and generate free radicals can 

promote peroxidation in phospholipid peroxisomes305 and in the presence of H2O2, can 

breakdown fatty acids during lipoperoxidation.165,338  

Aon, et al.345 postulated that the redox environment associated with altered mitochondrial 

function in response to ROS levels and increased lipotoxicity through either lack of, or 

incomplete β-oxidation, can result in increased H2O2 production and leads to insulin 

resistance. Oleszko, et al.202 reported that H2O2 generated in blood as an immune 

response, rendered lipids and phospholipids more susceptible to peroxidation. In the 

postulated model of Figure 4.37, biochemical changes induced by ROS were associated 

with lipid and fatty acid bands in the FTIR spectra of treated adipocytes. These bands 

correlated with excessive production of H2O2 through vanadate redox cycling at higher 

concentrations and the increased production of H2O2 by the mitochondria, which induced 
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lipid peroxidation. Changes in neutral lipid synthesis to fatty acid production as responses 

to stress were consistent with observations reported in the literature, particularly in cancer 

cells, which are in a constant state of high oxidative stress.147,346-349 

Metabolic changes induced by T2DM have been reported to result in uncontrolled 

degradation of fatty acids, which cannot be efficiently processed by the citric acid cycle 

and leads to the accumulation of harmful ketonic bodies.104 A number of authors have 

reported two breakdown products of lipid peroxidation; 4-hydroxynonenal (4-HNE) and 

malondialdehyde (MDA), which can induce apoptotic pathways.303,342 Patel, et al.350 state 

that 4-HNE, when its production exceeds concentration that can be inactivated, can form 

adducts with proteins and detection by immunoassays have been used to study chronic 

oxidative stress. FTIR spectroscopy is sensitive to protein secondary structural changes 

and the effects of these ketonic bodies were found to manifest themselves in spectral 

changes in the region 1700-1600 cm-1. 

FTIR spectroscopy is sensitive to ν (C=O) modes in aldehydes, ketones and carboxylic 

acids. Mirghani, et al.351 studied the formation of MDA as an oxidation product in palm 

oil in the region 1730-1680 cm-1 assigned to stretching bands of aldehydic C=O groups. 

These authors only detected the presence of MDA by difference spectra of MDA spiked 

palm olein. Aldehydes also exhibit bands between 2699-2695 cm-1,351 however, 

assessment of the spectra in this study only revealed small changes in this region using 

normalised, second derivative spectra and assessment was difficult due to low band 

intensities. The lipid ester and fatty acid content in adipocytes would effectively mask 

any absorbances of generated aldehydes  and therefore, the presence of lipid peroxidation 

was established through peak ratios as defined Ricciardi, et al.195  The use of combined 

techniques, such as FTIR and mass spectrometry may be useful in future studies to 

determine any correlations between MDA/4-HNE and the bands between 1730-1680 

cm-1. 

4.4.2 Fructose Metabolism and Induced Oxidative Stress  

4.4.2.1 Fructose Metabolism in Insulin-Sensitive Adipocytes 

The vanadate concentration study indicated that biochemical changes related to 

cytotoxicity were initiated in the range 15-30 µM for insulin-sensitive and -resistant cells. 

The IC50 value was estimated to occur over the range 125-250 µM, therefore, in the DoE 

study, a value of 150 µM was set as the high level [V(V)]. The DoE already included 

glucose and vanadate data and extended the study to include the effects of no-sugar and 
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fructose. In this manner, the effects of each treatment were compared using multivariate 

regression models to better understand the synergies between the treatments and reveal 

the mechanism of action of sugars and vanadate simultaneously. 

Figure 4.38 presents a postulated model of fructose action on insulin-sensitive adipocytes 

in the absence of glucose, defined by the fructose only treatment (b) in the Block 1 DoE 

(Section 4.3.5.1). While circulating fructose is normally controlled in fasting conditions 

to 0.06 mM,248 it is present at much higher concentrations when foods or drinks with high 

fructose levels are consumed that overwhelm normal homeostatic processes.249 High 

fructose concentrations are relevant to the current studies and are known to induce 

oxidative stress in cells, through the process of DNL, that compromise cellular 

antioxidant defence mechanisms20 and deplete adenine nucleotides, which promote 

pyruvate synthesis.11 By entering glycolysis via the pentose phosphate pathway (PPP), 

fructose metabolism is unregulated by insulin, therefore, increased TAG and FFA 

synthesis result.8,20,24 The PLS-DA model developed for Block 1 showed that glucose and 

fructose were metabolised differently as they clustered in opposite directions from each 

other in the joint t1-t2 direction (Figure 4.21). This model showed that adipocytes used 

glucose for TAG synthesis whereas fructose induced changes in membrane lipids as 

observed in the t1 direction, however, the t2 direction showed that fructose resulted mainly 

in FFA production (large weighing of bands at 1729, 1471, 1415, 1390 and 1178 cm-1).  

 

Figure 4.38: Postulated model of fructose metabolism in adipocytes for higher than physiological 

concentrations showing; 1. Fructose entry into adipocytes via the GLUT5 transporter;33 2. TAG and FFA 

synthesis induced by pyruvate, including production of VLDL and protein synthesis;11,352 and 3. Oxidative 

stress induced by fructose metabolism. Created with BioRender.com. 
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Mayes11 reported that fructose metabolism in adipocytes causes impaired glucose 

utilisation promoting the release of non-esterified fatty acids (NEFA) and VLDL 

production.11 Froesch and Ginsberg,353 reported that fructose is metabolised slower than 

glucose when fructose levels are low, but faster at high concentrations. The results 

obtained herein were consistent with these observations, as adipocytes treated with equal 

concentrations of glucose and fructose did not uptake glucose as readily as the glucose-

fructose treatment (ab) and clustered in multivariate space in an intermediate level 

between the glucose (a) and fructose (b) treatments (Figure 4.21a). Fructose treated cells 

produced more FFA and lactate (1131 cm-1), which indicated that its metabolism follows 

a different pathway to glucose metabolism. Unlike glucose, fructose enters adipocytes 

using the GLUT5 transporter for cellular uptake27 and, unlike the liver, fructose is 

phosphorylated by hexokinase (HK),353 which forms fructose-6-phosphate (F-6-P), thus 

entering pathways of lipid and fatty acid synthesis that deplete ATP levels.11,354 

A no-sugar treatment (1) was also part of the design and clustered with the fructose 

treatments in the chemometric model. When no sugar was present for metabolism, the 

main nutrient available in the supplemented media was glutamine.355 Glutamine enters 

the TCA cycle through glutaminolysis, which plays a key role in the regulation of 

inflammatory responses and acts to inhibit glycolysis.356 These observations combined 

with the results obtained in this study indicate that native fructose uptake may be slower 

than glucose uptake and based on the chemometric models developed, its metabolism 

resembles that of glutamine rather than glucose. 

As was stated in Section 1.2, in vivo, the liver processes the majority of fructose and 

metabolises it in an unregulated manner via DNL, which then releases TAGs and FFAs 

into circulation. These exogenous lipid sources are the main form utilised by adipocytes 

where they are stored as energy reserves for use by other organs when required.11,20,357 In 

the in vitro cultures of this current study, fructose was delivered to adipocytes in its native 

form and was representative of a higher than physiological fructose load in 

circulation.35,66,358 Therefore, native fructose may not be taken up by adipocytes rapidly 

and when it is transported into adipocytes, it favours the synthesis of FFAs and proteins 

rather than TAGs and glycogen.11 

Block 2 treatments included vanadate at a concentration of 150 µM. An interesting 

finding was that the vanadate treatment alone (c) resulted in two populations of cells and 

one of these populations was observed to cluster with the fructose vanadate treatment 
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(bc). This may be a result of the IC50 [V(V)] resulting in cells that were vulnerable to 

vanadate action and those that were resistant, possibly through substantial depletion of 

GSH defences.165,338 The population that clustered with the fructose-vanadate (bc) 

treatments were characterised by high protein content and low lipid content in their FTIR 

spectra. The observation that all of the (bc) treatments clustered together indicated that 

the additive oxidative stress induced by vanadate and fructose may have promoted the 

onset of more rapid apoptosis in these cells. 

Cells treated with glucose (glucose-vanadate ac and glucose-fructose-vanadate abc) 

clustered together in the Block 2 treatments and this was associated with TAG production 

rather than FFA production. This indicated that glucose may have a protective effect in 

the presence of vanadate and fructose, where it may be preferentially metabolised in 

response to oxidative stress. Froesch and Ginsberg,353 report that insulin can promote 

fructose uptake and metabolism only in the absence of glucose, however, in the presence 

of glucose and insulin, fructose uptake remains at baseline levels and is not suppressed. 

The results of this study indicated that vanadate, through inhibition of PTPs, promoted 

fructose metabolism in the presence of glucose. 

4.4.2.2 Fructose Metabolism in Insulin-Resistant Adipocytes 

ET-1 induced insulin-resistance of adipocytes results in a state of high oxidative stress75 

and when treated with higher concentrations of vanadate, the process of apoptosis is 

induced. The addition of fructose was expected to induce greater stresses on these cells 

and was representative of obese, insulin-resistant individuals consuming a large sugar 

load in the form of high sucrose or HFCS foods.359 The Block 3 treatment protocols were 

used to replicate this situation in vitro. 

Chemometric modelling of the Block 3 data revealed lower lipid and higher FFA content 

in no-sugar and glucose treated cells compared to fructose alone or the combined glucose-

fructose treatment. This observation was consistent with insulin-resistance induced in 

these cells and showed that in the presence of fructose, insulin-resistant adipocytes may 

be using this sugar as an energy source. Also, glucose transport into the cells could be 

facilitated to a small extent by fructose as evidenced by the combined glucose-fructose 

treatment separating furthest from the no-sugar treatments in PLS-DA scores direction t1. 

Mayes,11 states that if fructose and glucose were administered equally, there is a 

likelihood of increased lipogenesis, particularly with an increase in insulin. Since the 

serum added to media contains insulin, the current data were consistent with this 

statement. 
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When insulin-resistant adipocytes were treated with fructose alone, a different 

mechanism of metabolism was observed in the FTIR spectra related to increases in TAGs 

and FFAs. Fructose induced membrane lipid changes were also observed at 2925 and 

2859 cm-1.195,205 These results indicated that fructose alone may not be effectively taken 

up in insulin-resistant cells and further supports the postulate that fructose may be 

enhancing glucose uptake. The generation of H2O2 under conditions of high oxidative 

stress is also known to mimic insulin action on glucose transport in adipose tissue.360 

Whichever mechanism is occurring, these results indicate that during large fructose loads, 

adipocytes can use fructose as an energy source, however, the metabolism of fructose 

may be inducing ROS and the production of oxidised fatty acids and may also be 

promoting small amounts of glucose uptake. However, oxidised fatty acids and the 

generation of very low-density lipoproteins (VLDL) further induce and maintain insulin 

resistance in the cells and when released into circulation, result in detrimental effects in 

other organs.20 

The no-sugar and glucose treatments were associated with higher protein FTIR band 

intensities as a result of lower lipid synthesis induced by insulin resistance. In particular, 

these treatments showed large loading weights at 1656, 1625 and 1548 cm-1 associated 

with α-helix, β-sheet and amide II bands, respectively. As discussed in Section 4.3.2, the 

increase of β-sheet proteins, particularly protein aggregates and a decrease in α-helix 

proteins was an indication of biochemical transformations associated mainly with disease 

state, possibly induced by oxidative stress and fibrosis,26 as a result of insulin-resistance 

induced in these cells. 

Block 4 treatments represented the situation of obese, insulin-resistant individuals on a 

high-sugar diet, treated with vanadate. The PLS-DA model showed a clear separation of 

the vanadate only treated cells from those treated with vanadate-sugar, and were described 

by lower lipid and higher protein content. The separation of the vanadate only treatment 

from the others was consistent with the cytotoxic action of vanadate, inducing changes in 

DNA, or FFAs observed at 1716 cm-1.110-111,129,182 The correlation of the 1716 cm-1 with 

the membrane lipid/fatty acid band at 2920 cm-1 makes band assignment to FFA the most 

likely outcome and was consistent with the lipid peroxidation argument presented earlier 

in this chapter.195,202,205 

The sugar containing Block 4 treatments showed clustering in the order fructose-

vanadate, glucose-fructose-vanadate and glucose-vanadate, respectively, and these 
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clusters were evidence of vanadates insulin-mimetic activity based on two observations; 

firstly, the glucose-vanadate treatment resulted in the highest intensity of the TAG band 

at 1747 cm-1, while the fructose-vanadate treatment contained the highest FFA content 

described by bands at 1729, 1471, 1415, 1178 and 1110 cm-1; and secondly, the order of 

treatment clusters was the inverse of the observations made in Block 3, providing 

evidence that vanadate was promoting cellular uptake and metabolism of glucose into the 

cells. 

Hajduch, et al.27 reported that insulin-resistant rats provided with 3.8 mM V(V) in 

drinking water, were able to restore fructose uptake in adipocytes via the GLUT5 

transporter as insulin-resistance has also been shown to reduce fructose, as well as glucose 

uptake. A comparison of the Block 3 and 4 chemometric models (Sections 4.3.5.3 and 

4.3.5.4) showed that in the presence of vanadate, insulin-resistant cells were able to use 

glucose as an energy source, and in the presence of fructose, the ability to utilise fructose 

was diminished. This was demonstrated by the glucose-fructose-vanadate treatment 

representing an intermediate condition in the Block 4 between the fructose-vanadate and 

the glucose-vanadate treatments and a similar conclusion was drawn for the Block 1 data 

where the glucose-fructose treatment represented an intermediate level between glucose- 

and fructose-only treatments (Figure 4.21). 

Analysis of the centre point data showed distinct differences between insulin-sensitive 

and -resistant cells treated with glucose, fructose and vanadate. Chemometric analysis of 

these data showed that insulin-sensitive adipocytes process sugars differently than 

insulin-resistant cells. In particular, insulin-resistant adipocytes showed larger changes in 

membrane associated lipids, large changes in DNA/FFA and protein bands and lower 

TAG levels compared to insulin-sensitive cells. Therefore, the FTIR spectra were able to 

identify bands associated with increased oxidative stress, induced by insulin-resistance, 

fructose and vanadate that were attributed to lipid membrane integrity changes as a result 

of lipid peroxidation and changes in protein content and secondary structure, possibly as 

an indicator of DNA damage. Figure 4.39 provides a postulated model for the combined 

action of glucose, fructose and vanadate on insulin-resistant cells based on the 

observations made on the Block 4 model. 

The model in Figure 4.39 represents a composite of all of the previous models describing 

combined sugar-vanadate action. Insulin-resistant adipocytes were already in a state of 

higher-than-normal oxidative stress, with lower GSH and NADPH levels.357 Vanadate 

entry, via ion channels, mimics phosphorylation of the insulin receptor, binding to the β-
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subunit of the receptor and activating PI3K/Akt pathways that translocate GLUT 4 to the 

plasma membrane, where glucose can be taken up and metabolised in the cell.111 As 

observed in the FTIR spectra, an increase in lipid bands was an indication of glucose 

metabolism into TAGs, which was not observed in the Block 3 insulin-resistant 

adipocytes in the absence of vanadate. 

 

Figure 4.39: Postulated model of vanadate action towards insulin-resistant adipocytes in the presence of 

high sugar concentrations. The cell is already under high oxidative stress induced by insulin-resistance and 

represented by the ROS symbol;75 1. Vanadate entry into adipocytes via phosphate or sulfate ion channels; 

2. Glucose uptake stimulated by vanadate;110 3. Synthesis of glycogen and lipids from glucose; 4. Fructose 

uptake through GLUT 5 transporter; 5. Increased oxidative stress leads to mitochondrial and ER damage 

and synthesis of TAGs and FFAs.361 

Fructose metabolism, in the presence of an equal concentration of glucose resulted in a 

decrease in glucose metabolism consistent with the findings of Froesch and Ginsberg.353 

This was also observed in the Block 1 analysis of insulin-sensitive cells in the presence 

of equal concentrations of glucose and fructose. In treatments with glucose, fructose and 

vanadate, H2O2 already generated by oxidative stress resulted in peroxidovanadate 

species that promoted irreversible PTP inhibition.111 This enhanced glucose metabolism 
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and may be representative of a protective mechanism of the cell against higher oxidative 

stresses induced by fructose.20 The redox-cycling of vanadate can also result in higher 

H2O2 and at higher [V(V)], this would lead to vanadate exhibiting a greater cytotoxic 

action, rather than an insulin-mimetic behaviour. H2O2 induced by oxidative stress may 

also be mimicking insulin for glucose transport into adipocytes,360 and further work is 

required to investigate whether this is a synergistic effect of vanadate induced ROS. 
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Chapter 5 Spectroscopic and Chemometric Investigations of 

the Effects of Vanadate, Cisplatin and Doxorubicin Towards 

the HepG2 Cell Line 
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5.1 Introduction – The HepG2 Cell Line as a Model of Insulin Resistance, 
Metabolic Disorders and Anti-Cancer Therapies 

The HepG2 cell line is used widely for in vitro studies of drug metabolism, hepatotoxicity 

and various other treatments because it displays similar cell biology to normal 

hepatocytes found in vivo.244,362 Insulin resistance in hepatocytes results in impairment of 

glucose metabolism, which leads to excess circulatory glucose that can interfere with 

cellular survival and proliferation.363 The other main effect of hyperinsulinemia in 

hepatocytes is the over production of fatty acids to result in steatosis.363 Overall, these 

conditions contribute to diseases, such as metabolic syndrome, T2DM and cancer.20,364 

In Western diets, sucrose is processed at the jejunum where it is cleaved by the enzyme 

sucrase into glucose and fructose. These monosaccharides are transported to the liver via 

the portal vein, where they are processed into glycogens that can be used by other cells 

as energy stores.20 In the USA, the food additive HFCS contains up to 55% fructose in its 

free form and is used as a substitute for sucrose in processed foods and carbonated 

beverages. It has been reported that fructose is mainly processed by the liver,20 however, 

Jang, et al.365 have shown that most dietary fructose is cleared by the intestine, while 

higher doses reach the liver and circulation. This finding indicates that the gastrointestinal 

tract also plays a major role in fructose homeostasis, but the liver is responsible for many 

of the features of metabolic syndrome.143  

Vanadate drugs are insulin mimetics and are cytotoxic under the right conditions (Chapter 

4). A number of comprehensive reviews describe in detail the chemistry and biology of 

many vanadium compounds synthesised as anti-diabetic and anti-cancer 

drugs.102,105,129,132,144-145 Vanadium compounds are postulated to exert more potent anti-

tumour potential on the initiation rather than the promotion stage of hepatocarcinogenesis, 

possibly through a mechanism that reduces intracellular concentrations of carcinogen-

derived reactive intermediates.366 This behaviour is dependent on the particular vanadium 

complex used. 

This chapter describes studies using FTIR microspectroscopy to better understand the 

mechanisms of vanadate and sugar metabolism and to provide some key insights into the 

insulin-mimetic and cytotoxic effects of sodium orthovanadate on treated HepG2 cells as 

an in vitro model of the liver. FTIR microspectroscopy was used to investigate the 

biochemical mechanisms of cell viability and was compared to standard MTT cell 

viability assays. Vanadate cytotoxicity results were then compared to two well-known 
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chemotherapeutic agents, cisplatin367 and doxorubicin140 in order to gain insights into the 

molecular mechanisms of action at the single cell level. 

5.2 Experimental Design and Objectives 

The cytotoxicity of sodium orthovanadate, cisplatin and doxorubicin towards HepG2 

cells in supplemented culture media was used to establish the IC50 values. An MTT type 

cytotoxicity study253-254 was performed using FTIR spectra to gain further insights into 

the mode of action of vanadate, cisplatin and doxorubicin on HepG2.  The critical 

concentration of vanadate once evaluated was used in a two-level factorial design 

(Chapter 1, Section 1.7) to investigate the effects of glucose, fructose and vanadate 

independently and in various combinations when treated according to the design shown 

in Figure 5.1. 

Blocks (Section 4.3.5) are presented in Figure 5.1, with Block 1 describing the points no-

sugar (1), glucose (a), fructose (b) and glucose-fructose (ab) and Block 2 describing the 

points vanadate only (c), glucose-vanadate (ac), fructose-vanadate (bc), and glucose-

fructose-vanadate (abc). Centre points (cp’s) were used to evaluate the repeatability and 

reproducibility of the data collected at the design centre. Centre points are only applicable 

to continuous variables and are the mid-points of the levels defined for the factors. Use 

of cp’s is a standard validation method of an experimental design,223,226 with the major 

assumption that the variability at the extremes of the design are statistically equivalent to 

the variance of the cp’s. 

Cells were cultured onto CaF2 substrates and allowed to fully attach before treatment. The 

treatments in Figure 5.1 were applied using the conditions listed in Table 5.1. The 

glucose concentration used was 5.0 mM to mimic physiological concentrations in 

circulation247 and the fructose concentration of 5.0 mM represented a large spike in 

circulation concentration after ingestion of foods containing high fructose content.11,248 

The high (+1) level of vanadate was defined to be close to the IC50 value, therefore, the 

centre point vanadium concentration was well below the cytotoxic concentration and may 

provide information on its insulin mimetic action, while the high-level dose was used to 

evaluate cytotoxicity. In addition to the high level, low factor levels were defined by (-1) 

and centre points were defined by (0). Each run was an FTIR spectrum for single cells 

acquired on CaF2 plates. Replication was performed by randomly acquiring spectra from 

multiple cells of each treatment attached to the CaF2 substrates. Spectra acquired in this 

study were from single cells using the methodology described in Section 2.8.1. 
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Run Glucose (A) Fructose (B) Vanadate (C) Block 

1 -1 -1 -1 

Block 1 (sugar 

treatments only) 

a +1 -1 -1 

b -1 +1 -1 

ac +1 +1 -1 

c -1 -1 +1 
Block 2 (sugar 

and vanadate 

treatments) 

ac +1 -1 +1 

bc -1 +1 +1 

abc +1 +1 +1 

cp1 0 0 0 
Design Centre 

Points 
cp2 0 0 0 

cp3 0 0 0 

 

Figure 5.1: Experimental design for investigating the effects of sugars and vanadate using the orthogonal 

23 full factorial design in 11 runs. Standard notation for experimental runs was used as described by 

Montgomery.226 The design was based on two blocks defined by treatments with and without vanadate.  

 

Table 5.1: Experimental factor levels defined for the design shown in Figure 5.1. 

Factor Low Level (-1) High Level (+1) Centre Point (0) 

Glucose (mM) 0 5.0 2.5 

Fructose (mM) 0 5.0 2.5 

Vanadate (µM)* 0 50 25 

*The vanadate concentration was determined based on MTT assays described in section 5.3.1 
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5.3 Results 

5.3.1 Cytotoxicity of Vanadate, Cisplatin and Doxorubicin towards HepG2 
Cells Using MTT Assay 

Standard MTT in vitro cytotoxicity assays253-254 were performed on HepG2 cells. Cells 

were treated with either vanadate, (V(V)), cisplatin or doxorubicin for 72 h in 

supplemented culture media incubated at 37 °C and 5% CO2, prior to the MTT assay. The 

treatment levels used were 0-1000, 0-100 and 0-10 µM for vanadate, cisplatin and 

doxorubicin, respectively (Figure 5.1). The concentration ranges for cisplatin and 

doxorubicin were chosen based on literature cytotoxic values.368-370 

The cell viability was over 100% between 0 to 15 µM, for vanadate treated cells, 

therefore, vanadate may induce pathways that increase cell viability (Figure 5.2a). 

Beyond 15 µM, cytotoxicity ensues with an IC50 value of 68 ± 11 µM. The MTT assays 

for cisplatin (Figure 5.2b) gave an IC50 value of 6.4 ± 0.61 µM compared to literature 

values of 9.3-15.6 µM.368-370 Although the calculated IC50 value was lower than the 

literature results, it was within the high variability in the MTT cytotoxicity assay.371 The 

MTT assay for doxorubicin (Figure 5.2c) showed a linear, rather than a sigmoidal fit, 

however, the observed IC50 value of 1.0 ± 0.3 µM agreed with the literature value of 1.1 

µM.370  

5.3.2 Investigation of the Cytotoxicity of Vanadate, Cisplatin and Doxorubicin 
Towards HepG2 Cells Using FTIR Microspectroscopy. 

HepG2 cells were seeded onto CaF2 substrates and were treated as per Section 5.3.1. for 

72 h prior to cell fixation and analysis using FTIR microspectroscopy. Single point-

spectra were acquired using optimised scanning conditions (Chapter 3, Section 3.7). Raw 

and processed FTIR spectra of cells treated with three cytotoxic agents are provided in 

Figure 5.3 over the 3000-1000 cm-1 region. 

For the vanadate-treated cells (Figure 5.3a) the processed spectra showed two prominent 

bands at 2915 and 2847 cm-1 and two weaker bands at 2959 and 2872 cm-1. These bands 

were assigned to membrane phospholipids and fatty acids.195,205 The band at 1740 cm-1 

was attributed to the ν (C=O) mode of lipid esters (Table 1.1). Increased lipid band 

intensities were observed over the range 31.3-125 µM, i.e., where cell viability rapidly 

decreased in the MTT assay curve (Figure 5.2a). At higher vanadate concentrations, the 

intensity of the lipid signal decreased again.  
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Figure 5.2: MTT assay results for cell viability of HepG2 cells treated with; a) sodium orthovanadate; b) 

cisplatin; and c) doxorubicin serially diluted by factors of two from the maximum concentration. The curves 

in all treatments were modelled using a sigmoidal curve fit, for experiments performed in triplicate. Error 

bars were drawn at the 95% confidence level for six replicate wells per treatment.  
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Figure 5.3: Raw and processed FTIR spectra of HepG2 cells treated with; a) vanadate; b) cisplatin; and c) 

doxorubicin. The processing applied to the data was atmospheric correction,372 followed by Savitzky-Golay 

second derivative (second order polynomial, 13-point smoothing) and normalisation using standard normal 

variate (SNV) over the wavenumber region 3000-2800 and 1800-1000 cm-1. The individual spectra were 

coloured according to the legend in c). 

At low [V(V)], the lipid ester band at 1743 cm-1 was weak in intensity, which indicated 

that HepG2 cells store little lipid under favourable growth conditions compared to 

adipocytes (Chapter 4). As vanadate concentrations approached the IC50 value, the 

relative intensity of the lipid bands increased with increasing oxidative stress until 250 

µM. Over the range 250-1000 µM, there was evidence of a protein conformational change 

with a change in the peak position from 1638 to 1623 cm-1, which was consistent with 

changes in amide I secondary structures from random coils to protein aggregations.175 

The changes in spectra with increasing vanadate treatment corresponded to changes in 

cellular morphology as observed in the optical micrographs (Figure 5.4). The control 

cells showed the cobblestone epithelial morphology typical of HepG2 cells373 (Figure 

5.4a). At 125 µM (Figure 5.4b), cells were less clustered and became more round, typical 
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of apoptosis.327 At 1000 µM, most cells were dead and those remaining (Figure 5.4c) 

exhibit a fusiform stellate morphology typical of mesenchymal cells.374 

 

Figure 5.4: Optical micrographs of HepG2 cells; a) In the absence of, or at low concentrations of vanadate 

(0-15.6 µM); b) in the concentration range 31-125 µM vanadate (at the IC50 point); and c) at 1000 µM. 

To determine whether the attached cells in Figure 5.4c were dead, a further study was 

performed where HepG2 cells were treated at higher vanadate concentrations (62.5-1000 

µM), for 72 h at 37 °C and 5% CO2. One set of cells were chemically fixed to CaF2 

substrates as a reference set and the remaining substrates were removed and incubated 

with normal supplemented culture media (72 h at 37 °C and 5% CO2). The cells were 

chemically fixed to the substrates for FTIR microspectroscopic analysis. Figure 5.5 

compares the optical micrographs of the 62.5-, 250- and 1000-µM treatments before and 

after treatment and re-proliferation, respectively. 

 

Figure 5.5: Optical micrographs of HepG2 high vanadate concetration treatment and reproliferation 

experiment; a) 62.5 µM; b) 250 µM; and c) 1000 µM. Top row; fixed vanadate treated cells; and bottom 

row, cells after re-proliferation (72 h in normal glucose suplemented vanadate-free medium). 
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The optical micrographs in Figure 5.5 show that after treatment with high concentrations 

of V(V) followed by normal supplemented media, HepG2 cells re-proliferate or survive 

(Figure 5.5a and b); these cells exhibit some fusiform shape and may be a different 

phenotype. In particular, at 1000 µM treatment (Figure 5.5c) the surviving cells were 

rounding and may be growing again as a new phenotype. Vileno, et al.160 report that those 

cells remaining on the substrate may be those that are most treatment resistant, and this 

finding was supported by this current study. Due to time constraints no further work was 

undertaken on those cells, but will form the focus of future investigations. 

5.3.2.1 Chemometric Assessment of Vanadate Treated HepG2 Cells Cytotoxicity 

Study 

PCA was applied to processed spectra obtained from vanadate treated cells. Under the 

assumption that each cell scanned was a representative sample,227 the method of random 

cross validation was used to validate the models. Figure 5.6 shows the t1 vs. t2 scores plot 

for the analysis of the vanadate treated HepG2 cells. 

 

Figure 5.6: t1 vs. t2 scores plot for HepG2 vanadate study; a) scores grouped by vanadate treatment 

concentration; and b) separated into groups based concentration ranges identified in the MTT assay curve; 

cell proliferation range 0-15 µM; cell death range 31-125 µM; and almost complete cell death range 250-

1000 µM, with data from surviving cells. Local Hotelling’s T2 ellipses were drawn at 95% confidence. 
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The data in Figure 5.6a were difficult to interpret; however, scores progressed from right 

to left with increasing vanadate concentration. Each treatment group formed local clusters 

and, in general, were observed to be distinct when grouped using local Hotelling’s T2 

ellipses at 95% confidence. To improve interpretability, the scores were grouped based 

on the three concentration ranges observed in the MTT assay curve (Figure 5.2a). 

Between 0-15 µM, vanadate may increase proliferation; between 31-125 µM, cell 

survival rapidly decreased; and between 250-1000 µM, most cells were dead and the 

surviving cells appeared to be a different phenotype (Figure 5.4c and Figure 5.5). A five 

PC model described 88% of the X-variance and the combined PC1-3 model described 

approximately 80% of the spectral changes (training and validation variance). The t1 vs. 

t2 scores plot showed that the biochemical changes induced by vanadate in HepG2 were 

described in two PCs. 

Figure 5.7 presents the PCA scores vs. [V(V)] plots for t1-t3 as individual points and 

interval plots. The close resemblance of Figure 5.7a to the MTT assay curve (Figure 

5.2a) indicated that the t1 direction described cell viability. At 500 and 1000 µM an 

upward trend in t1 scores indicated that a second biochemical process occurred at these 

concentrations.  

The t2 direction (Figure 5.7b) indicated that four different biochemical processes 

occurred with increasing [V(V)] over the ranges 0-15.6 µM; 15.6-125 µM; 125-500 µM; 

and 500-1000 µM; the first showed a linear decrease to 15.6 µM, then an increase to 125 

µM, followed by a rapid decrease to 500 µM. The t3 direction showed that the 1000 µM 

treatment was different to the other treatments. The tight grouping of the intervals 

indicated that these results were interpretable. 

To evaluate the results in Figure 5.7, the p1-p3 loadings (Figure 5.8) were examined. The 

p1 loadings exhibited an inverse correlation between lipid bands at 2920, 2850 and 1743 

cm-1 and the β-sheet protein band at 1619 cm-1 vs. the protein bands at 1654 (α-helix), 

1636 (random coil) and 1543 cm-1 (amide II). Minor contributions from the bands at 1714 

cm-1 (DNA base pairing) were also observed,182 however, this band may also be assigned 

to FFA,202 1479 cm-1, δ (CH2), 1397 cm-1 (amide III C-N), 1244 cm-1 (PO2
- DNA) and 

1080 cm-1 ((RO)2PO2
- DNA) were also important for the interpretation of the t1 scores 

pattern. At [V(V)] between 0-15 µM, the p1 loadings indicated that the cellular protein 

content was highest and was mainly α-helix (1654 cm-1) and random coil (1636 cm-1) in 

structure. In the range over which cytotoxicity ensues (corresponding to the MTT assay 
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curve of Figure 5.2a), there was a transition of scores from positive to negative values, 

indicating that HepG2 cells were synthesising lipids during this phase (also refer to the 

transition of t1 scores from positive to negative values for the 0-15 and 31-125 µM 

treatments, respectively, Figure 5.6b). 

 
Figure 5.7: t1 -t3 scores vs. [V(V)] as all data and interval plots. a) t1; b) t2; and c)  t3 scores. Data coloured 

by legend in a). Error bars represent standard deviations of scores values at the 95% confidence level. 

Beyond 250 µM [V(V)], the lipid content decreased and the cells had more relative 

protein content. The step observed in the t1 scores between 250 and 500 µM may be an 

indication of a change in phenotype (consistent with the observed morphological changes 

in the optical micrographs in Figure 5.5c) as a change towards more positive scores was 

correlated to cell viability.  

The t2 scores vs. [V(V)] plot (Figure 5.7b) showed that a second biochemical process 

occurred after 125 µM. Beyond the IC50 value, a large decrease from positive to negative 

scores occurred and reference to the p2 loadings showed that there was a strong negative 
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correlation between the membrane lipid bands at 2922 and 2850 cm-1 with the band at 

1623 cm-1, assigned to protein aggregation and also observed in the p1 direction shifted 

to 1619 cm-1.175 Other important loadings in in the p2 plot were associated with bands at 

1704 and 1603 cm-1, assigned to DNA modes,182 consistent with a change in phenotype. 

With reference to Figure 5.6b, the p2 loadings described changes induced by [V(V)] 

between the 31-125 µM and the 250-1000 µM treatments. 

 
Figure 5.8: PCA loadings plots for vanadate cytotoxicity experiment; a) p1 loadings; b) p2 loadings; and c) 

p3 loadings plots. Important bands have been marked on each plot. 

In Figure 5.8c, the p3 direction was associated with the 1000 µM treatment and was 

characterised by complex loading patterns associated with protein secondary structures 
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between 1690-1550 cm-1. The band at ~1400 cm-1 split into two features at 1399 and 1384 

cm-1. This region was attributed to COO- bands associated with fatty acids, or the side 

chains of amino acids.195,214 Small contributions in the 3000-2800 cm-1 and 1740 cm-1 

regions were consistent with changes in membrane lipid and lipoprotein structures and 

were most likely attributed to cell death, or changes in phenotype at 1000 µM [V(V)]. 

Assessment of higher order PCs did not reveal any further interpretable patterns in the 

data. 

5.3.2.2 Chemometric Assessment of Cisplatin Treated HepG2 Cells 

PCA scores were presented in several ways to show the overall effect of the cisplatin 

treatments (Figure 5.9). The t1 vs. t2 scores plot (Figure 5.9b) illustrate that the 

biochemical changes due to treatments between 0-12.5 µM were described by the t1 

direction and those between 25.0-100.0 µM by the t2 direction.  

 
Figure 5.9: PCA scores plots for cisplatin treated HepG2 cells; a) t1 vs. t2 scores grouped by treatment 

concentration; b) t1 vs. t2 scores grouped by three phases; c) t2 vs. t3 scores grouped by treatment 

concentration; and d) t2 vs. t3 scores grouped by three phases. Plots a) and c) grouped by legend in plot c) 

and plots b) and d) grouped by legend in plot d). 

Initially, a Savitzky-Golay second derivative (13-point smoothing) then SNV was 

applied, however, this processing combination did not result in a PCA model that 

adequately modelled the MTT response. Application of the second derivative alone and 

model redevelopment produced results that better described the MTT assay results in 

Figure 5.2b. 
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The t2 vs. t3 scores plot (Figure 5.9c) showed that the scores followed a curved path from 

low to high cisplatin concentrations, which started at negative t2 values and progressed to 

positive t2 values, followed by a progression to negative t3 values. Such patterns are 

commonly observed in fermentation processes in the biopharmaceutical industry where 

spectroscopic tools based on vibrational spectroscopy are used for monitoring and 

determination of reaction endpoints.375 The data in Figure 5.9 can be interpreted in a 

similar manner since the increasing [cisplatin] represents a biological path model, 

describing the systematic changes induced by the treatments. 

The t1-t3 scores vs. [cisplatin] plots (Figure 5.10) revealed that the treatment point 12.5 

µM may have been an outlier in the t1 direction, however, the t2 direction closely 

resembled the MTT assay curve (Figure 5.2b) and the IC50 estimated by the t2 scores, 

was similar to the literature value of 9.3-15.6 µM.368-370  

 

Figure 5.10: t1 to t3 scores vs. [cisplatin] as all data and interval plots. a) t1 scores indicating the possibility 

of the 12.5 µM treatment being an outlier; b) t2 scores showing high resemblance to the MTT assay curve; 

and c) t3 scores, again showing that the 12.5 µM treatment may be an outlier. 
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The p1-p3 loadings (Figure 5.11) for the cisplatin PCA showed that the p1 direction was 

associated mainly with changes in lipid bands at 2924, 2852 and 1741 cm-1. The outlier 

identified lacked lipid associated bands and this observation was verified by visual 

inspection of the processed data for this treatment condition. 

 

Figure 5.11: PCA loadings plots for cisplatin cytotoxicity experiment; a) p1 loadings; b) p2 loadings; and 

c) p3 loadings plots. Important bands have been marked on each plot. 

The p2 loadings described cell viability as evidenced by the t2 scores vs. [cisplatin] curve 

in Figure 5.10b and its close resemblance to Figure 5.2b. The observation that many of 

the DNA and protein bands in p2 and p3 loadings were important was interesting as 

cisplatin has been reported to crosslink with purine bases in DNA. Its action causes bends 
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in DNA strands that activate p53 proteins, and when the damage cannot be repaired, 

apoptotic pathways are triggered.367 The region of the t2 scores that illustrate a rapid 

decrease in cell viability, corresponding to the MTT assay curve over the concentration 

range 3.1-12.5 µM, was related to an increase in DNA band intensities at 1698 and 1615 

cm-1.182 This mechanism was clearly distinct from mechanism of vanadate cytotoxicity.  

The p3 direction described the non-linear increase in the t3 scores plot from negative to 

positive scores up to 50 µM. The largest loading was associated with the band at 1626 

cm-1 assigned to β-sheet proteins, which were more abundant in cells at lower cisplatin 

concentrations and typically, these bands are associated with protein aggregation.175,203 A 

number of bands associated with DNA at 1702, 1588, 1426, 1191 and 1067 cm-1 change 

with increasing [cisplatin] and were consistent with the DNA crosslinking action of 

cisplatin towards HepG2 cells leading to apoptosis, possibly through triggering of the p53 

protein.367 

5.3.2.3 Chemometric Assessment of Doxorubicin Treated HepG2 Cells 

The t1 vs. t2 scores plots for doxorubicin-treated HepG2 cells (Figure 5.12) for a two PC 

model described 88.85% of the X-variance, with a three PC model describing 91.8% of 

the total spectral variability. Figure 5.12b indicated that both the t1 and t2 directions 

described cytotoxic changes induced by doxorubicin. Two PC’s were used to interpret 

the model and Figure 5.13 presents the t1-t2 scores vs. [doxorubicin] plots. 

In Figure 5.13, the t1 scores showed no effect of doxorubicin until 0.08 µM (dark green 

points) before they increased in a stepped manner to large positive scores values, which 

then decreased linearly to negative values until 5 µM then plateaued at 10 µM. The rapid 

linear decrease in the t1 vs. [doxorubicin] plot was consistent with the rapid decrease in 

cell viability observed in the MTT assay (Figure 5.2c). The t1 direction was, therefore, 

attributed to biochemical changes associated with cell viability.  

The t2 direction displayed an exponential decrease in the scores over the 0.08-10 µM 

range. The data from the treatment condition 1.25 µM was postulated to be an outlier. 

However, it was not removed because models calculated with and without these treatment 

points were nearly identical, hence, these points had little influence on the analysis of the 

curve in Figure 5.13b. Like the t1 direction, the t2 direction was independent of 

[doxorubicin] up to 0.08 µM. This indicated that a critical concentration was required 

before doxorubicin produced its cytotoxic effects, as observed by FTIR spectroscopy. 



 

196 
 

 

Figure 5.12: t1 vs. t2 scores plots for HepG2 doxorubicin study; a) scores grouped by doxorubicin treatment 

concentration; and b) separated into groups based on the three phases; 0-0.16 µM; rapid cell death between 

0.31-1.25 µM; and 2.5-10 µM. Local Hotelling’s T2 ellipses were drawn at 95% confidence. 

The p1 and p2 loadings for the doxorubicin model are presented in Figure 5.14. At the 

0.16 µM treatment point, the p1 loadings showed the highest cellular protein content 

which decreased as the concentration of doxorubicin increased, together with large 

changes in DNA bands at 1702, 1613 and 1580-1560 cm-1.182 As was the case for 

cisplatin, there were only small changes in lipid concentrations over the cytotoxic 

concentration range. Concurrent with the process described in PC1, the p2 direction 

indicated that as the concentration of doxorubicin increased, the intensity of the 

membrane lipid bands at 2924 and 2852 cm-1 decreased and a number of changes in 

protein secondary structure and DNA bands were observed.205 These data indicate that  

doxorubicin acts in a different manner to both vanadate and cisplatin. A comparison of 

the treatments was anticipated to provide more details into the action of all three treatment 

types as cytotoxic agents.  
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Figure 5.13: t1 and t2 scores vs. [doxorubicin] as all data and interval plots; a) t1 scores; and b) t2 scores vs. 

[doxorubicin]. The 1.25 µM treatment in b) may be an outlier. The dotted lines indicate the best fit of the 

data and in particular, the dotted curve in b) does not take into account the 1.25 µM treatment. 

 
Figure 5.14: PCA loadings plots for doxorubicin cytotoxicity experiment; a) p1 loadings; and b) p2 loadings. 

Important bands have been marked on each plot. 
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5.3.2.4 Comparison of Vanadate, Cisplatin and Doxorubicin Treatments of HepG2 

To gain further insights into the biochemical differences among the treatments, a 

combined PLS-DA model was developed and the scores plots are presented in Figure 

5.15. The t1 vs. t2 scores plot (Figure 5.15a) showed a union of the three local Hotelling’s 

T2 ellipses drawn at 90% confidence for each treatment. In this union region lie the three 

control sets of spectra (i.e., no-treatment data), showing the validity of the comparison 

(Figure 5.16).  

 
Figure 5.15: a) t1 vs. t2; and b) t1 vs. t2 vs. t3 scores plots for PLS-DA model of HepG2 cells treated with 

three cytotoxic agents. Hotelling’s T2 ellipses were drawn at the 90% confidence level. Sample grouping 

was performed as per the legend at the bottom of plot b). 
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Figure 5.16: t1 vs. t3 scores plot of all treatments highlighting the control points for each cytotoxic agent 

studied. This arrangement of scores clearly showed that all control points were similar in the t1 direction. 

Local Hotelling’s T2 ellipses drawn at the 90% confidence level. 

Figure 5.16 presents the t1 vs t3 scores plot and highlights the control treatments for each 

cytotoxic agent studied, where t3 described the biological variability between the three 

cultures of HepG2 cells used. None of the vanadate treatment points were located within 

the central clusters of the cisplatin and doxorubicin treatments (Figure 5.17).  

 

Figure 5.17: t1 vs. t2 scores of HepG2 cells treated with vanadate, cisplatin and doxorubicin. This plot was 

grouped by vanadate concentrations over the ranges 0-15 µM; 31-125 µM and 250-1000 µM. Cisplatin and 

doxorubicin treatments were groups as overall treatments. 

The t1 direction was attributed to the more prominent biochemical changes induced by 

vanadate compared to those induced by cisplatin and doxorubicin. The large spread of the 
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vanadate treatments indicated a wider range of concentration dependent biochemical 

effects, whereas the cisplatin and doxorubicin treatments were tightly clustered and 

therefore showed a more focussed mode of action.  The t2 direction did not provide 

distinct separation of any treatments, however, it was related to the variability within 

vanadate treatments. Figure 5.17 also showed that the scores for the lower concentrations 

of vanadate (0-15 µM) lie in the negative t2 region, while the higher concentrations lie 

towards the positive t2 direction. Between 250-1000 µM, the treatments also occupy the 

negative t1 direction.  This direction, therefore, described the cytotoxic concentration 

effects of vanadate, as opposed to those of the cisplatin and doxorubicin treatments, which 

were located around the zero t2 direction.  

The w1-w3 loading weights for Factors 1 to 3 are shown in Figure 5.18 with the important 

bands marked on these plots. As was the case in previous sections, loading weights were 

highly complex in the protein and DNA spectral regions. Factor 1 described the 

differences between the vanadate vs. the cisplatin/doxorubicin treated cells. The vanadate 

treatments were associated with negative t1 scores and were described mainly by changes 

in the 1621 cm-1 band assigned to β-sheet protein structures. This observation was 

consistent with those made in Section 5.3.2.1, which also showed a large contribution of 

this band in the p2 loading direction most likely related to PTP inhibition, which promoted 

lipid synthesis, with this hypothesis supported by the presence of the lipid band at 1745 

cm-1. The negative loading weights in the w1 direction were attributed to the 

cisplatin/doxorubicin treatments and were associated with the bands at 1706, 1638, 1605, 

1401 and 1080 cm-1, related to changes in DNA and secondary protein structures.   

Factor 2 described the varying biological changes across the three treatment types and 

showed a small separation of the cisplatin treatment in the positive t2 direction and the 

doxorubicin treatment in the negative t2 direction. The vanadate treatments were 

uniformly spread over the t2 direction, which was related to [V(V)] (Figure 5.17). 

With reference to the w2 loading weights in Figure 5.18b, lower concentrations of 

vanadate resulted in lower lipid content, as evidenced by the reduced band intensity at 

1737 cm-1 and more β-turn and amide II protein secondary structures (1661 and 1549 

cm-1, respectively). Over [V(V)] values of 31-125 µM, increases in the band intensities 

at 2922 and 2852 cm-1 were related to membrane lipids and proteins and an associated 

increase in lipid ester bands at 1737 cm-1.195 These changes were attributed to the action 

of vanadate transitioning from an insulin-mimetic agent to a cytotoxic agent at higher 
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concentrations and in the process, the cells were accumultaing lipids in response to the 

increased oxidative stress.311 A number of bands were also present, that were indicative 

of DNA changes at 1698 cm-1 and a complex pattern of loading weights in the 1570-1400 

cm-1 region.182 

 
Figure 5.18: PLS-DA loading weights for cisplatin, doxorubicin and vanadate treated HepG2 cells; a) w1 

loading weights; b) w2 loading weights; and c) w3 loading weights. Important bands are marked in each 

plot. 

Another important observation regarding the vanadate treatments was related to the 250-

1000 µM treatments occupying the negative t1 direction and the cisplatin/doxorubicin 

treatments occupying the positive t1 direction. Important modes of action of cisplatin and 

doxorubicin involve DNA damage and these results revealed that higher concentrations 

of vanadate were not changing DNA structure,140,367 and were mainly the result of 

changes in lipid and protein signalling.  
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The Factor 3 direction described the main differences between the cisplatin and 

doxorubicin treatments (Figure 5.15b) and the biological variability observed in the 

control points (Figure 5.16). Negative t3 scores were associated with doxorubicin and 

positive t3 scores described cisplatin treatments. For the cisplatin analysis, the p1 loadings 

in Figure 5.11a had high band intensities at 2924 and 2850 cm-1. These bands were also 

highly weighted in the w3 direction associated with doxorubicin, which indicated that its 

mode of action altered the cell membrane lipids, fatty acids and proteins resulting in 

apoptosis.195,205 Cisplatin showed more changes associated with DNA (1696 cm-1) and 

associated protein secondary structures (1648 and 1537 cm-1).182  

These results demonstrate the diverse action of vanadate, compared to the more targeted 

actions of cisplatin and doxorubicin. In all cases, the lipid membrane bands at 2920 and 

2850 cm-1 were highly influenced by the treatments and the results were consistent with 

the cytotoxic agents action leading to a reduction of cell membrane integrity. 

5.3.3 Investigation of Vanadate Action on HepG2 Cells Using Full Factorial 
Design: Sugar and Vanadate Treatments. 

A modified cell viability assay was performed based on the 23 full factorial design 

(Figure 5.1 and Table 5.1). Briefly, three replicates of a 96-well plate were prepared 

where ten rows of the plate were defined as the treatments of the design. As there were 

only ten rows in the plate available for treatments, only two centre points were run per 

plate. The general design layout in the 96-well plate is shown in Figure 5.19. 

A value of 50 µM [V(V)] was defined as the maximum concentration investigated in the 

sugar-vanadate experiments. This value induced a cytotoxic response in HepG2 cells and 

enabled synergistic or antagonistic glucose or fructose interactions with vanadate to be 

assessed to evaluate enhanced or reduce cell viability, respectively. 

The following important observations were made with respect to the interval plot of cell 

viability vs. treatment condition (Figure 5.20), 

• There was a distinct difference between treatments that do not contain vanadate 

(1, a, b, ab) and the treatments (c, ac, bc, abc) containing vanadate at the IC50 

value.  

• The centre points (cp’s) were consistent with each other and represented a 

situation where cell growth was promoted. This was attributed to vanadates 

insulin-mimetic effects at concentrations lower than the IC50 value. 
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• Fructose, rather than glucose, appeared to promote growth in the presence of 

vanadate at the IC50 concentration. However, fructose treatments only (b and bc), 

were associated with the highest variances in the design points, which indicated 

that the action of fructose induced a wide range of biochemical variability.   

 

Figure 5.19: Experimental design of the factorial design cell viability assay. The edge wells were left blank 

resulting in six replicates of the ten treatments of the designed experiment. Two centre points (cp1 and cp2) 

were run as a measure of design repeatability. Three replicate plates were run to determine the 

reproducibility of the design. The terminology of the experimental runs was previously described in Chapter 

1, Section 1.7 and also in Figure 5.1. 

The statistical significance of each treatment and its interactions were evaluated using 

analysis of variance (ANOVA in Table 5.2). This was only possible due to the 

orthogonality constraint imposed on the factorial design.226 The cell viability model was 

significant at the 95% confidence level and vanadate (C) was the most significant 

contributor to the model (p = 0.002). There were also two important interaction terms: the 

AB (glucose × fructose) and the AC (glucose × vanadate) interactions.  

ANOVA showed a large and significant curvature term in the model (p = 0.003), which 

accounted for 30% of the total variability and resulted in the centre points not fitting the 

plane of a linear model. This was visualised in the response surface plot (Figure 5.21) 

where the centre points were observed to lie above the plane of the model. This was the 

result of a synergistic effect of glucose, fructose and vanadate, observed as significant 

interactions, in promoting cell growth when the concentration of vanadate was below the 

IC50 value.  
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Figure 5.20: Cell viability assay results obtained using a modification of the MTT assay and the 

experimental design in Figure 5.1. Each variable in the interval plot represented an experimental run and 

the intervals represented the variability within results of three replicates of the design. Block 1 described 

treatments 1, a, b and ab and Block 2 described treatments c, ac, bc and abc. The centre points (cp’s) 

represented the mid-points of all treatment concentrations. 

When the curvature term was removed, the model was no longer significant, which 

showed that the linear design was not an appropriate fit of the data. This was because the 

23 factorial design did not have enough points to fit a quadratic model. Even though centre 

points were available, providing three levels to fit a non-linear model, the ANOVA table 

does not use these points in model calculations as design orthogonality would be 

lost.223,226 An alternative approach used partial least squares regression (PLSR) including 

squared and interaction terms in the model to account for curvature. By adding such 

terms, the PLS model was used to generate predictions of the design points of the exact 

quadratic model (in this case, a design known as the Box-Behnken design).223 The 

response surface for the Box-Behnken model based on PLSR simulated data (Figure 

5.22) was anticipated to be representative of the actual design.  

The response surfaces of Figure 5.22 were produced at three levels: 0, 25 and 50 µM 

[V(V)], respectively. The clear quadratic surface showed the cytotoxic effect of vanadate 

at 50 µM compared to the 0 and 25 µM treatments on cell viability. The small increase in 

cell viability related to the centre points showed that insulin mimetic concentrations of 

V(V) could also promote cancer growth. 
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Table 5.2: ANOVA table for HepG2 experimental design; glucose, fructose and vanadate treatments. 

Source Sum of Squares df Mean Square F-value p-value  

Model 9737 5 1947 34.16 0.008 significant 

A-Glucose 613 1 613 10.75 0.046  

B-Fructose 1458 1 1458 25.58 0.015  

C-Vanadate 6050 1 6050 106.14 0.002  

AB 648 1 648 11.37 0.043  

       
AC 968 1 968 16.98 0.026  

Curvature 4203 1 4203 73.73 0.003  

Residual 171 3 57    

Lack of Fit 121 2 61 1.21 0.541 not 
significant 

Pure Error 50 1 50    

Cor Total 14110 9     

 

 

Figure 5.21: Response surface plot of HepG2 designed experiment model. The centre points represent 

treatments at 2.5 mM glucose and fructose and 25 µM vanadate. For the linear model to be valid, the centre 

point should ideally lie close to the plane of the model. In this case, the linear model was not the best fit to 

the data and a quadratic model provided a better fit. 
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Figure 5.22: Response surfaces of a simulated Box-Behnken analysis of cell viability showing the quadratic 

surface associated with the promotion of cell growth at vanadate concentration values less than the IC50 

value; a) 0 µM; b) 25 µM; c) 50 µM [V(V)]; and d) The Box-Behnken (BB) design used to generate the 

results. These plots are indicative only, based on results generated from a PLS model. 

5.3.4 Analysis of Designed Experiment Using Single Point Spectra. 

The full factorial design in Figure 5.1 was assessed as two blocks (excluding centre 

points) where Block 1 was run as the 22 full factorial design in sugars only (1, a, b and 

ab) and Block 2 was assessed as the sugar-vanadate treatments (c, ac, bc and abc). FTIR 

point spectra were collected using a 15×15 µm2 knife edge aperture from single cells 

fixed to CaF2 substrates. The entire set of raw and processed spectra (Figure 5.23) were 

grouped based on blocks and centre points. 

The Block 2 (vanadate treated cells) data exhibit an increased intensity of the lipid ester 

band at 1743 cm-1 (Figure 5.23b),181 consistent with the higher ROS generated promoting 

DNL.20 A large shoulder between 1638 to 1623 cm-1 indicated a shift from random coil 

to  β-sheet protein secondary structure and was consistent with the observations made in 
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the MTT assay study described in Section 5.3.2.1, Figure 5.8b. This was attributed to 

increased protein synthesis and aggregation in HepG2 associated with increased oxidative 

stress induced by vanadate and fructose resulting in DNL. 

 

Figure 5.23: a) Raw FTIR point spectra; and b) normalised, second derivative spectra of HepG2 cells over 

the wavenumber region 3000-1000 cm-1. Plots were colour grouped by the legend in plot b). 

5.3.4.1 Analysis of Sugar Treatments (Block 1) 

Processed spectra from the first four runs (Block 1) in the design (Figure 5.1) were 

analysed using the PLS-DA technique described previously in Section 1.7.2.3 (Chapter 

1). Due to the exploratory nature of the analysis, the method of random cross validation 

was used to validate the model. A three factor PLS-DA model explained 66.2% of the Y-

response (calibration variance) and 56.3% (validation variance). The t1 vs. t2 vs. t3 scores 

plot is presented in Figure 5.24. 
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Figure 5.24: t1 vs. t2 vs. t3 PLS-DA scores plot of HepG2 cells treated with sugars and assessed by FTIR 

microspectroscopy. Local Hotelling’s T2 ellipses are drawn for each treatment at 75% confidence. 

Factor 1 described why the glucose-fructose treatment (ab) separated from the rest of the 

treatments. Factor 2 described the difference between the glucose treatments and the other 

treatments and Factor 3 described why the no-sugar treatment (1) separated from the other 

treatments. The w1-w3 loading weights are shown in Figure 5.25. 

Negative scores in the t1 direction were associated with the glucose-fructose treatment 

(ab). The w1 loading weights described a complex pattern associated with many 

biochemical changes associated with membrane lipids, fatty acids and lipoproteins (2920 

and 2850 cm-1). Band splitting related to the ab treatment, indicated induced biochemical 

changes where these bands shifted to lower wavenumbers (2915 and 2845 cm-1, 

respectively). The band at 1722 cm-1 was attributed to fatty acids.200-201 The bands at 1706, 

1693, 1572, 1220 and 1079 cm-1 were all associated with DNA/RNA changes182 and were 

indicative of the combined glucose-fructose treatment, which resulted in a very different 

mechanism of metabolism compared to glucose alone. 

The t2 direction (Figure 5.24b) separated the glucose treatment (a) from the other 

treatments and was associated with negative score values. The w2 loading weights, 

(Figure 5.25b) showed this treatment was described by increased band intensities at 
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1702, 1650, 1541 and 1399 cm-1 associated with DNA, α-helix protein secondary 

structures and COO- bands in lipids/FFAs. The other treatments were described by 

increases in the intensity of bands at 2922, 2852, 1743, 1726, 1663, 1625, 1444 and 1378 

cm-1, which indicated that the fructose and no-sugar treatments may be triggering lipid 

synthesis pathways postulated to be in response to increased oxidative stress.20,376 

 
Figure 5.25: PLS-DA loading weights for Block 1 treatments of HepG2 cells; a) w1 loading weights; b) w2 

loading weights; and c) w3 loading weights. Important bands are marked in each plot. 

The t3 scores (Figure 5.24) separated the no-sugar treatment (1) from the other treatments 

in the negative t3 direction. The w3 loading weights were associated with increased band 
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intensities at 1658, 1584, 1529, 1442 and 1382 cm-1, mainly associated with amide I and 

II protein secondary structure changes.181 Positive scores in the t3 direction were 

associated with increasing band intensities at 2922, 2850 and 1623 cm-1, with very little 

contribution from the 1740 cm-1 region. This was attributed to a lower production of lipids 

by HepG2 cells in the absence of vanadate (as shown in Figure 5.23b).  

Overall, these data showed that FTIR microspectroscopy separated the treatments into 

unique clusters and the loading weights provided information about the distinct 

biochemical processes induced by each treatment. 

5.3.4.2 Analysis of Sugar-Vanadate Treatments (Block 2) 

Block 2 of the experimental design in Figure 5.1 contained the treatment conditions of 

sugars in the presence of 50 µM Na3VO4. These spectra were analysed in a similar manner 

as the sugar treatments described in Section 5.3.4.1. This resulted in a five factor PLS-

DA model that explained 78.4% of the Y-response (calibration variance) and 62.2% 

(validation variance). A three-factor model described 72.6% and 61.6% of the calibration 

and validation variance respectively. The t1 vs. t2 vs. t3 scores plot (Figure 5.26) showed 

that the fructose-vanadate treatment (bc) separated from the other treatments along the t1 

direction. 

The t2 direction described the difference between the treatments vanadate only (c), 

glucose-vanadate (ac) and glucose-fructose-vanadate (abc), in particular, it described the 

similarity between the ac and abc treatments and their dissimilarity from the treatment c. 

The t3 scores described the difference of treatment c from the other treatments. The t4 

direction did not show any separation of the treatments and was not discussed further. 

With reference to the w1-w3 loading weights plots (Figure 5.27), the w1 loading weights 

for the Block 2 treatments were much simpler compared to the corresponding w1 loading 

weights in Block 1 and described the main effect of the combined fructose-vanadate 

treatment (bc) compared to the other treatments. Treatment bc was associated with 

positive scores in the t1 direction and was described by a decrease in the intensity of lipid 

associated bands at 2926, 2854 and 1745 cm-1 and the β-sheet protein band at 1619 cm-1. 

This treatment was also associated with increased band intensities at 1656 and 1547 cm-1 

associated with protein synthesis, which is a hallmark of fructose metabolism.20  

The t2 direction separated the glucose-vanadate treatment (ac) and was described by 

positive score values. The w2 loading weights (Figure 5.27b) were associated with an 

increase in band intensity at 1627 cm-1, assigned to protein aggregation and this was also 
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observed for this treatment in the w1 loading weights at 1619 cm-1. The other treatments 

had negative t2 scores and were associated with increased band intensities at 2924, 2852, 

1749, 1702, 1658, 1586, 1475, 1193, 1150 and 1094 cm-1. These data indicated that a 

second type of lipid synthesis process occurred compared to the one described by the w1 

loading weights and was also associated with changes in DNA and protein structures as 

evidenced by bands at 1702, 1658 and 1586 cm-1.172,182 

 

Figure 5.26: t1 vs. t2 vs. t3 PLS-DA scores plot of HepG2 cells treated with sugars and assessed by FTIR 

microspectroscopy. Local Hotelling’s T2 ellipses are drawn for each treatment at 75% confidence. 

The t3 direction provided further insights into the differences between the vanadate only 

(c), glucose-vanadate (ac) and glucose-fructose-vanadate (abc) treatments, with treatment 

c described by negative t3 scores, abc by positive scores and ac at the zero scores position. 

The bc treatment was also described by scores at the zero t3 direction, therefore, the w3 

loadings (Figure 5.27c) described the differences between the c and abc treatments. 

Figure 5.28 showed how the t3 direction separated these treatments.  

Vanadate only treatment (c, Figure 5.27c) was associated with increased band intensities 

at 2930, 2903, 1747, 1698, 1648, 1555, 1452 and 1339 cm-1 and a complex pattern of 

bands between 1250-1080 cm-1, related to DNA and lipid changes. The glucose-fructose-

vanadate treatment (abc) resulted in increased band intensities at 2913, 1757, 1683, 1634, 
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1545, 1442, 1250, 1156 and 1079 cm-1. These bands were related to protein and lipid 

changes (Table 1.1) and the 1634 cm-1 band assigned to random coil protein structures.205 

 

Figure 5.27: PLS-DA loading weights for Block 2 treatments of HepG2 cells; a) w1 loading weights; b) w2 

loading weights; and c) w3 loading weights. Important bands are marked in each plot. 
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Figure 5.28: t1 vs. t3 scores plot of Block 2 treatments. The t1 direction separated the frutose-vanadate 

treatment (bc) while the t3 direction described the differences between the glucose-fructose-vanadate (abc), 

the glucose-vanadate (ac) and the vanadate-only (c) treatments. The ac and bc treatments were defined by 

scores centred around zero in the t3 direction. 

5.3.4.3 Overall Factorial Design Analysis 

The complete design in Figure 5.1 in two blocks was assessed and resulted in a three-

factor PLS-DA model that explained 89.6% of the Y-response (calibration variance) and 

85.9% (validation variance). The t1 vs t2 and t1 vs. t2 vs. t3 plots (Figure 5.29) described 

the main differences between the blocks of treatments. The validation scores were also 

drawn for the blocks in the t1 vs t2 plot as an indication of the predictive ability of the 

model. 

 

Figure 5.29: a) t1 vs t2; and b) t1 vs. t2 vs. t3 PLS-DA scores plots of Block 1 and Block 2 HepG2 sugar and 

vanadate treatments. Calibration scores were marked by a circle and validation by a rectangle in the t1 vs. 

t2 plot. Blocks coloured by legend in plot b). 
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The t1 and t2 directions described a common trend in the treatments and the addition of 

the t3 direction showed clear separation between the treatment groups. Higher order 

factors did not result in any further separation of the data, nor were any interpretable 

trends observed. The w1-w3 loading weights are presented in Figure 5.30. 

 

Figure 5.30: PLS-DA loading weights for Block 1 and Block 2 comparison of HepG2 cell treatments; a) 

w1 loading weights; b) w2 loading weights; and c) w3 loading weights. Important bands are marked in each 

plot. 

All of the t1 scores for Block 1 (Figure 5.29) had positive scores values, while the 

majority of the Block 2 scores were negative. The w1 loading weights showed that, in 



 

215 
 

general, Block 2 treatments had increased intensities of bands at 2922, 2849 and 1745 

cm-1 attributed to increased lipid synthesis,195 particularly for treatments containing both 

glucose and vanadate. The fructose-vanadate containing treatment (bc) was associated 

with positive t1 values and cells for this treatment had less lipid content. An increase in 

intensity of the band at 1623 cm-1 (β-sheet) was also related to the Block 2 treatments, 

which could be associated with protein aggregation (fibril formation).175 Alternatively, 

this finding further supported the hypothesis that in the presence of vanadate, protein 

tyrosine residues are phosphorylated and glucose containing treatments synthesise more 

lipids,309 consistent with the results observed in Section 5.3.2.1 during decreased cell 

viability.311 

The t1 direction for Block 1 was associated with increased band intensities at 1654, 1636 

and 1549 cm-1, and was attributed to a relative increase in protein content compared to 

lipids. Positive t2 scores were evident for all of the Block 1 treatments and a majority of 

the Block 2 treatments. The fructose-vanadate treatment (bc) was defined by negative t2 

scores and represented a different metabolic process associated with the fructose-

vanadate treatments in the absence of glucose. Positive t2 scores had increased band 

intensities at 2928 and 2854 cm-1, which were inversely correlated to that for the lipid 

ester band at 1745 cm-1. These changes were attributed to membrane lipid changes 

associated with apoptosis.195,205 

The Factor 3 direction did not describe any separation in the treatment blocks, but in 

combination with Factors 1 and 2, allowed visual separation of the two blocks in the t1 

vs. t2 vs. t3 scores plot in Figure 5.29b. The w3 loading weights described minor 

biochemical processes associated with protein structural changes and in particular, the 

inverse relationship between the bands at 1695 and 1663 cm-1 attributed to DNA  and β-

turns, respectively,182,203 and the 1625 cm-1 band associated with β-sheet structures.203 

Overall, the combined Block 1 and 2 assessment revealed that vanadate induced 

biochemical changes were mainly characterised by increased lipid synthesis and protein 

secondary structural changes.  

5.3.4.4 Assessment of Centre Points 

The centre points (Figure 5.1) typically validate the analysis at the design centre, rather 

than replicating the entire design. This approach is commonly used in the analysis of DoE 

generated data.223 The centre points were projected onto the model developed in Section 

5.3.4.3 and are presented in the t1 vs. t2 vs. t3 scores plot (Figure 5.31). 



 

216 
 

 

Figure 5.31: Projection of centre points onto the Block 1 and 2 PLS-DA model of HepG2 cells treated with 

sugars and vanadate. Hotelling’s T2 ellipses drawn at the 90% confidence level. 

The projected scores, represented by green cubes, lie in the expected region between the 

two block treatments and further confirm the validity of the model. The projected points 

lie slightly above the Block 1 and Block 2 ellipses, which was also an indication of the 

increased cell viability induced by the centre point treatments (as was also observed in 

the interval plot in Figure 5.20). These results verify those in Section 5.3.3 where it was 

shown that the centre points resemble the Block 1 treatments and lower vanadate 

concentrations promotes cell growth. At these concentrations, vanadate was acting more 

as an insulin-mimetic, rather than a cytotoxic agent. 

As was observed in the vanadate cytotoxic study (Figure 5.6) cells treated with vanadate 

over the concentration range 0-1000 µM covered a broad region of multivariate space 

compared to the more focussed cisplatin and doxorubicin treatments (Figure 5.15 and 

Figure 5.17). Figure 5.31 displays a similar trend that was concentration dependent, i.e., 

the Block 2 treatments (highest vanadate concentration) show the largest variability, 

followed by the centre points and then the Block 1 treatments (no vanadate). This was an 

indication of the diverse biochemical changes induced by vanadate, on proteins, lipids 

and DNA, particularly at cytotoxic concentrations. 
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5.4 Discussion 

5.4.1 Modes of Action of Metallodrugs 

The role of a cytotoxic agent is to induce selective apoptosis, or other cell death modes 

in target cells while minimising side effects. The complex nature of biological cells and 

the underlying biochemical processes that regulate cellular function can lead to positive 

outcomes towards the cytotoxic agent, or to negative effects, including resistance to the 

agent.367 Mechanisms by which cytotoxins induce cell death and drug resistance are very 

active research topics and there is an abundance of literature aimed to understand the 

myriad roles of DNA, genes and proteins and their interactions in the proliferation and 

suppression of cancer cells.105,110-112,114,129,146-147,333 In many cases, there are contrary 

literature results, making the need for non-destructive spectroscopic and more objective 

data analysis tools all the more important for providing new insights into 

mechanisms.129,205 

Much research has focussed on the use of vanadium complexes as insulin-mimetics in the 

treatment of T2DM and other complications associated with metabolic syndrome, 

however, vanadium complexes also have promise as anti-cancer drugs,105,129,132,144-145,377-

378 (Chapter 1). When compared to the most commonly used anti-cancer drug therapies, 

vanadium complexes have much lower overall body toxicity and side effects,129,145 

making them attractive targets for future management of cancer and its proliferation. This 

type of therapy is also known as antineoplastic therapy and is used to either completely 

eliminate cancer, or used to suppress its growth, thus improving the patient’s chance of 

survival and reducing their symptoms.140 In this study, two benchmark antineoplastic 

therapies, cisplatin367,379 and doxorubicin140,380 were compared with the action of 

vanadate. 

5.4.2 Vanadate Mode of Action 

While there are many vanadium complexes with biological activities, all decompose in 

cells to form a mixture of V(IV)/V(V).113 Therefore, vanadate was used as a general 

model of activity of vanadium complexes, mainly due to its analogy with inorganic 

phosphate.130  The most likely mechanism of vanadate action as a cytotoxic agent is 

through the generation of reactive oxygen species (ROS) resulting in oxidative 

stress.111,129,145 Oxidative stress shifts the balance from antioxidant to prooxidant 

behaviour, which leads to disruption of redox signalling and control to result in 
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biomolecular damage.159,381 It is believed that induction of oxidative stress may lead to 

apoptotic cell death.382 

A similar observation was made in the case of 3T3-L1 adipocytes in Chapter 4, where 

excess vanadate induced redox cycling between V(IV) and V(V). This balance of redox 

signalling is essential for regulating many of the important cellular processes and 

maintaining homeostasis, however, in the presence of sustained high levels of ROS, 

apoptotic pathways result from decreased mitochondrial membrane potential in HepG2 

cells.383  Sodium metavanadate and -orthovanadate have been reported to cause G2/M 

cell cycle arrest in prostate and hepatic cancer cell lines, as evidenced by the increased 

level of phosphorylated cdc2(cdk1) at its inactive Tyr-15 site in a mechanism believed to 

be caused by ROS mediated degradation of cdc2.153,384-385 Sodium orthovanadate has been 

reported to induce apoptosis through DNA fragmentation, loss of mitochondrial 

membrane potential and activation of caspase-3.145 Other vanadium complexes 

upregulate apoptotic precursors, such as BAX, PARP and caspase-3/9, as well as the 

upregulation of p53 with corresponding downregulation of Akt, mTOR and VEGF in 

human breast and hepatic cancer cell lines.153,386  

Wu, et al.385 recognised that vanadium complexes and salts represented a novel type of 

anti-cancer drug because of their effective anti-diabetic and anti-proliferative activity. 

These authors studied the pancreatic cancer line AsPC-1, known for its poor prognosis 

for patients with this phenotype and is a cancer type that may be correlated with T2DM.387 

Antiproliferative activity was exhibited through the induction of G2/M cell cycle arrest 

as a result of increased ROS levels and leads to the activation of the PI3K/Akt and 

MAPK/ERK pathways, however, cell cycle arrest was induced through the ERK pathway 

only.385 The inhibition of the PI3K/Akt pathway has deleterious effects on insulin 

signalling and as a result of altered glucose metabolism, leads to undesired physiological 

consequences, such as hyperglycaemia.388  

In response to higher levels of ROS induced by vanadate, increased glutathione (GSH) 

production has been reported to maintain ROS at a constant level385 by intracellular 

reduction of V(V) to V(IV).129 This interconversion between oxidation states in vanadium 

is postulated to be the mechanism responsible for the intracellular production of ROS, 

through mechanisms such as Fenton or Haber-Weiss reactions.389-390 Cancer cells adapt 

metabolically during the initiation stage to high levels of oxidative stress and then adapt 

genetically to maintain these levels during proliferation, in order to avoid pathways that 

lead to apoptosis.391 Cancer cells produce oxidants, such as H2O2, as a signalling molecule 
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to promote proliferation that activate antioxidant transcription factors, which then trigger 

the production of NADPH via the pentose phosphate pathway (PPP).392 

Intracellular reduction of V(V) to V(IV) in the presence of GSH or NADPH generates 

H2O2 from the superoxide ion O2
−• in the presence of superoxide dismutase, with the level 

of production being cell line specific.250 At critical concentrations of V(V)/V(IV) and 

H2O2, redox cycling leads to generation of peroxidovanadium species, increasing the 

oxidative stress in the cell (Section 4.4.1.2). The generation of ROS also leads to 

oxidation of polyunsaturated fatty acids (PUFAs) resulting in lipid peroxidation and the 

generation of by-products, such as 4-HNE (Section 4.4.1.2), stimulate pathways leading 

to inflammation, apoptosis and ferroptosis.303,391 Wu et al.153 reported that sodium 

orthovanadate suppressed HepG2 cell proliferation, induced cell cycle arrest, autophagy 

and apoptosis. They also reported that vanadate induced apoptosis (>40% at 30 µM 

[V(V)]) and inhibited autophagy, and when autophagy was suppressed prior to vanadate 

treatment, apoptosis was enhanced. These observations were consistent with this current 

study where the IC50 value of vanadate towards HepG2 was 68 ± 11 µM, therefore, [V(V)] 

around 30 µM was expected to result in < 50% cell death. Interestingly, Gonclaves, et al. 

reported an IC50  value for vanadate towards TPC-1 papillary thyroid carcinoma around 

50 µM, which is similar to that estimated for HepG2 in this study.146 

Intracellular generation of ROS is an essential process for triggering insulin response and, 

in particular, activates Akt to promote cell growth and survival.150,360 Vanadate has also 

been reported to promote cell viability in some cell lines, via the phosphorylation of 

tyrosine residues and activation of the PI3K/Akt/mTor pathway at low concentrations, 

followed by a decreased expression of PTEN.111,146,250,391 However, as observed for 3T3-

L1 cells (Chapter 4), once a critical concentration of vanadate was reached, increased 

levels of ROS generated by redox-cycling and production of H2O2 transitions vanadate 

from an insulin-enhancing agent into a cytotoxic agent.150 This transition induced 

apoptotic pathways resulting from DNA fragmentation, mitochondrial membrane 

potential loss, p53 tumour suppressor and caspase-3 activation by high levels of 

ROS.146,390  

5.4.3 Vanadate Cytotoxicity Towards HepG2 

The present study indicated that vanadate acted via three distinct biochemical processes, 

associated with three regions of the MTT cytotoxicity assay curve. At low concentrations, 

0-15 µM, vanadate promoted cell growth, then transitioned to a cytotoxic mechanism 
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over the concentration range 31-250 µM and, finally, over the range 250-1000 µM, 

protein aggregation associated with near complete cell death, or the transition into a new 

phenotype for cells that remained attached to the CaF2 substrate. An interesting 

observation was the concentration at which vanadate transitioned to a cytotoxic agent in 

HepG2 was similar to that observed for insulin-resistant 3T3-L1 adipocytes (Section 

4.3.3). This was consistent with the high levels of ROS present in cancer and insulin-

resistant cells, which is known to deplete GSH levels in HepG2 cells, inducing cellular 

damage.299,391  

5.4.3.1 Growth Phase Model 

A model has been postulated for the growth phase over the vanadate concentration range 

0-15 µM (Figure 5.32). Unlike adipocytes, normal hepatocytes use the GLUT2 

transporter in a non-insulin dependent manner for glucose uptake and metabolism.60,393 

However, in HepG2 cells, GLUT2 is replaced with GLUT1 and GLUT3 and the number 

of plasma membrane amino acid transporters is increased.362,394 GLUT1 is a tumour 

promoter because the enhanced rates of glycolysis in cancer cells requires increased 

glucose transport.395-398 Proliferation of cancer cells by overexpression of GLUT1 has 

been proposed as a mechanism for increasing growth rates, while suppression of GLUT1 

reduces glucose uptake and lactate secretion, particularly under hypoxia.398 The 

expression of GLUT1 is a common observation in a wide range of tumours and is 

associated with an increased state of energy utilisation associated with aggressive, 

metastatic behaviour.396-397 

Therefore, HepG2 cells preferentially metabolise glucose and amino acids,362 which is a 

different mechanism to the β-oxidation of fatty acids observed in normal hepatocytes 

(Figure 1.6).60 The MTT cytotoxic assay results and corresponding PCA scores for the 

vanadate toxicity study were consistent with the literature data that over the concentration 

range 0-15 µM, an increase in protein synthesis (evidenced by band intensities associated 

with α-helix and random coils) was observed and the lipid ester/fatty acid content was 

minimal.150,153,399 Amino acids can serve as oxidative fuel for ATP generation and an 

alternative to glucose, fatty acids and ketone bodies.399 The only source of amino acids 

available to cells was from cell culture medium, present in relatively high concentrations 

and in particular, culture medium contains glutamine as the major amino acid 

component.400 Tumours utilise glutamine as a fuel source in a process known as 

glutaminolysis, leading to downstream production of pyruvate, lactate, NADH and 

ATP.399 
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Figure 5.32: Postulated growth phase action of vanadate towards HepG2 at low concentrations (0-15 µM); 

1) transport of amino acids into HepG2 cells via AATs provides precursors for GSH production and protein 

synthesis;399 2) vanadate transport into cells via phosphate or sulfate ion channels promotes PTP inhibition 

at the insulin receptor substrate and triggers downstream processes to result in protein synthesis;401 3) 

insulin receptor activation and signalling of PI3K-Akt pathways;398-399,402 4) uptake of glucose via GLUT1 

or GLUT3 independent of insulin;398 5) depletion of cellular defences by high ROS already induced in 

cancer cells;391 6) activation of mTOR/mTORC1 pathways results in cell proliferation and protein 

synthesis;399 and 7) decreased glycogen synthesis in favour of protein synthesis.311 Created with 

BioRender.com. 

Amino acid transporters (AATs) transport amino acids across cell and organelle 

membranes and regulate energy metabolism, protein synthesis, redox balance and cellular 

growth, while their dysregulation is linked to metabolic reprograming that can result in 

pathogenesis of cancer, obesity and T2DM.399 Amino acids are positive regulators of 

mTORC1 through mTOR, which is activated through insulin like growth factor 1 (IGF-1). 

IGF-1 triggers the PI3K/Akt pathway and through phosphorylation of downstream 

effectors, such as ribosomal protein S6 kinase 1 (S6K1) and eukaryotic translation 

initiation factor 4E (elF-4E) binding, protein synthesis is promoted.398-399 mTORC1, 

possibly stimulated by lysosomes, integrates stress signals, energy status and oxygen 

availability to induce both autophagy and protein synthesis and is also activated by 

upstream regulators, such as IGF-1 and MAPK.399,403-404   
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The observed increase in protein band intensity in the FTIR spectra with corresponding 

lack of bands due to lipid/fatty acid ester and glycogen synthesis for the growth phase (0-

15 µM V(V)) were consistent with phosphorylation/vanadylation104 of IGF-1 and other 

downstream processes that induced PI3K/Akt pathways. The further activation of the 

mTOR/mTORC1 pathways was postulated to result in protein synthesis consistent with 

cell proliferation and viability.399,403 This was in contrast to GLUT1 being used as an 

alternative transporter to GLUT2 in HepG2 cells, which would be expected to result in 

glycogen synthesis.398 Glycogen related bands were not found to increase in the same 

manner as protein bands. The band at 1078 cm-1, assigned to glycogen,405 could also be 

assigned to the (RO)2PO2
- bands associated with DNA.182 The protein synthesis pathway 

was also supported by the absence of the glycogen band at 1151 cm-1.181,405 This was 

consistent with the literature that in HepG2 cells, enzymes associated with glycogen 

degradation are reduced to the point that glycogen metabolism was negligible.362 

Low doses of vanadate between 0-30 µM have also been reported to stimulate cell 

proliferation in a number of cell lines, including rat hepatoma cells.406  Wu, et al.153 

observed decreasing cell viability after treatment with 7.5 µM vanadate in HepG2 cells; 

however, significant differences from control conditions were observed only at 15 µM, 

which were consistent with the current results. Zhao, et al.150 also reported similar results, 

except using the V(IV) salt VOSO4 where glucose uptake in HepG2 cells increased with 

increasing vanadyl concentration up to 25 µM and then diminished at 50 µM. These 

authors postulated that vanadyl-induced ROS promoted the IR/Akt pathway, stimulating 

glucose uptake to a point, where an excess of ROS triggered a cytotoxic pathway. This 

pathway could be the result of redox cycling to produce V(V), which is a more potent 

inhibitor of PTPs than V(IV)299 and was consistent with the results observed in the cell 

death phase. 

5.4.3.2 Apoptosis and Cell Death Phase 

Cell death was defined as the sharp decrease in cell viability observed in the MTT assay 

curves (Figure 5.2a and Figure 5.7a). The PCA model developed for the vanadate MTT 

assay showed that two different concentration dependent biochemical processes were 

occurring. The first process, over the [V(V)] range 31-125 µM, coincided with a rapid 

synthesis of lipids, predominantly TAGs (as evidenced by the increased band intensity at 

1743 cm-1) and changes in membrane lipids/fatty acids. The second process over [V(V)] 

of 125-500 µM, was mainly associated with an increase in the band intensity at 1623 cm-1, 
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assigned to β-sheet proteins. This is discussed further in Section 5.4.3.3 for 

fibrosis/phenotype changes in HepG2 cells.  

Oxidative stress in hepatocytes has been reported to induce mitochondrial and 

endoplasmic reticulum (ER) dysfunction to promote the accumulation of TAGs and liver 

steatosis.402,407 It was postulated that the increased oxidative stress caused by increasing 

vanadate concentration triggered pathways that induced lipid synthesis. Boren and 

Brindle311 reported that during apoptosis, cells rapidly accumulated cytoplasmic neutral 

lipid droplets and, using magnetic resonance spectroscopy, have shown that protein 

signals from membrane lipoproteins can be used as a non-invasive method of detecting 

cell death. These authors proposed that DNL results from inhibition of fatty acid oxidation 

(FAO) in the mitochondria, to result in increased mitochondrial membrane potential 

induced by increased ROS levels.311  

Insulin-resistant adipocytes were postulated to have increased H2O2 production by redox 

cycling between V(IV) and V(V) and the production of peroxidovanadates, to result in 

decreased GSH levels and more potent PTP inhibition. This would turn on lipid synthesis 

machinery through activation of a number of pathways.58 It was also postulated that 

reduction in GSH levels facilitated the induction of the PPP pathway to produce NADPH 

to counter the increasing ROS. This in turn would activate a mitochondrial glutaminase, 

which produced GSH,311 in a cycle that continued until the oxidative stress in the cell 

became too high and the pathways discussed in Section 5.4.3.3 were induced. 

Over the [V(V)] range 31-250 µM, cell viability decreased rapidly, as evidenced by the 

MTT assay curve and biochemical changes identified by PCA scores. The postulated cell 

death phase mechanistic processes are depicted in Figure 5.33. Chemometric analysis of 

FTIR spectra showed that under heightened cytotoxic and oxidative stress conditions, 

induced by higher [V(V)], HepG2 cells store neutral lipid reserves as a potential survival 

mechanism. When conditions were conducive to growth, (i.e., the absence of vanadate in 

the treatments, Section 5.3.2), these energy stores are available for cell proliferation, or 

in mechanisms that resist cell death.129,144-145 During the cell death phase (31-250 µM 

V(V)) the p2 direction (Figure 5.7b) in the PCA model of vanadate cytotoxicity showed 

a transition at 125 µM V(V) where, increased lipid synthesis (1743 cm-1), protein 

aggregation (1623 cm-1) and decreased DNA band intensity (1704 and 1080 cm-1) were 

occurring simultaneously. Zelig, et al.205 state that apoptosis can be characterised by three 

characteristics in FTIR spectra: increased lipid band intensity; decreased DNA band 
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intensity; and an increase in the total β-sheet protein secondary structures. These three 

characteristics were observed in FTIR spectra during the cell death phase. 

The optical micrographs of HepG2 cells recorded over the concentration range 62.5 to 

1000 µM showed a change from the usual epithelial cobblestone morphology to cells 

becoming less clustered and more round in morphology, which was an indication of 

apoptosis.327 Changes in lipids and proteins in membrane structures are also an indication 

of apoptosis in cells and were observed in the FTIR spectra as increased band intensities 

at 2920 and 2850 cm-1,160,195,202,205 with increasing [V(V)]. At these vanadate 

concentrations, increased lipid peroxidation, mitochondrial dysfunction and loss in cell 

membrane integrity ensue.129  

 

Figure 5.33: Postulated cell death pathways due to vanadate towards HepG2 over the concentration range 

31-250 µM; 1) Uptake of vanadate, redox cycling and production of peroxidovanadate species inhibit 

PTPs;111 2) inhibition of PI3K/Akt/mTOR pathways and activation of pentose phosphate pathway (PPP) 

diverting glucose from glycolysis to synthesis of NADPH;408 3) uptake of glucose via GLUT1 and GLUT3 

transporters for metabolism;398 4) inhibition of fatty acid oxidation (FAO);311 5) ROS induced DNA damage 

to nucleus and mitochondria induced by H2O2 and other ROS;409 6) AMPK/p53 pathways induced by DNA 

damage resulting in cell cycle arrest and repair;340 7) neutral lipid synthesis induced by apoptosis;311 and 8) 

lipid peroxidation induced by increased oxidative stress.195,202,205 Created with BioRender.com.  
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5.4.3.3 Protein Aggregation/Phenotype Change Phase  

Beyond 250 µM V(V), the optical micrographs of the treated HepG2 cells started to show 

isolated cells with stellated, fusiform structures typical of mesenchymal cells.349 These 

cells were either present in the main population, representing the challenges of effective 

cancer treatment due to the heterogeneous nature of cancer cells,410 and were those that 

were most resistant to treatment,160 or may be the result of an epithelial to mesenchymal 

transition (EMT).349 EMT results in transcriptional and morphological changes in cells 

during the progression of diseases such as fibrosis and metastatic cancers, particularly 

observed as changes in actin structures that minimise cell adhesion and enhance the ability 

of cells to migrate and become invasive.349  

EMT has been classified into three main types: type 1 associated with embryo and organ 

development; type 2 is associated with wound healing and the formation of scar tissue; 

and type 3 in neoplastic cells is associated with the dissemination of tumours.411 Type 3 

EMT, therefore, represents the manner in which actin filaments in epithelial cells 

(organised as cortical thin bundles) transition into thick, contractile stress fibres on the 

ventral cell surface of mesenchymal cells.349,412 

The dominant 1623 cm-1 band particularly in spectra acquired over the concentration 

range 125-1000 µM indicated that protein aggregation was occurring,175 consistent with 

the morphology changes observed in the optical micrographs. Zelig, et al.205 reported 

similar findings for U937 human leukemic cells when treated with higher concentrations 

of the cytotoxic agents Ara-C and doxorubicin, which resulted from a gradual 

biochemical change in the cells with treatment concentration. This finding was consistent 

with the results in this study, where it was observed that increases in β-sheet protein 

structures occurred gradually over the vanadate concentration range 125-1000 µM.  

Haynes, et al.349 observed slow and progressive changes in actin filament structures 

during EMT of mouse mammary epithelial (NMuMG) cells as a response to treatment 

with transforming growth factor-β (TGF-β). The TGF-β signalling pathway inhibits and 

promotes tumour growth,413 and increases in liver cancer.414 This pathway affects cell 

growth, cell cycle and apoptosis by regulating the protein expressions of proliferating cell 

nuclear antigen (PCNA), gankyrin, p115, X-linked inhibitor of apoptosis protein (XIAP) 

and survivin.413 

Therefore, if TGF-β levels are increased in HepG2 cells as a mechanism of disease 

pathogenesis and it is also involved in the breakdown and reorganisation of actin into 
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stress fibres, this could potentially lead to EMT and the subsequent morphological 

changes observed in the optical micrographs of cells treated over the range 500-1000 µM 

V(V). Bracken, et al,401 observed that in the epithelial bovine kidney cell line MDBK, at 

[V(V)] ~ 50 µM the cobblestone morphology was preserved, however, at concentrations 

> 50 µM, the cells become stellated in morphology and the intercellular contacts 

decreased. These observations were consistent with the optical micrographs of HepG2 

cells treated with [V(V)] > 50 µM in this current study. 

Bracken, et al. also observed a dose-dependent initial rapid uptake of vanadate,401 which 

plateaued over time, and indicated a high affinity of vanadate, with uptake rates reported 

at approximately 90% in cultures that exhibited 30-70% cytotoxicity.  This further 

supported the growth phase model in Section 5.4.3.1, where at low concentrations, 

vanadate is rapidly taken up by HepG2 cells and used to promote protein synthesis.399 At 

higher vanadate concentrations, interference with cytoskeletal elements was reported to 

mediate the morphology changes in MDBK cells, however, vanadate’s mitogenic and 

insulin-mimetic actions may also contribute to morphology changes.401 Similar 

observations were also made for the HepG2 cells in this study and the changes in 

cytoskeletal components were attributed to the breakdown and rearrangement of actin to 

provide greater motility to the cells that result in their stellate morphology.349 

Contrary to the EMT postulate, vanadium complexes, including in vitro treatment using 

Na3VO4, inhibit EMT in hepatocarcinoma cells.144,153 Therefore, a plausible interpretation 

for the observations made on HepG2 cells could be somewhat similar to what occurs in 

neurodegenerative disorders, such as Alzheimer’s disease, where increased levels of Aβ 

amyloid protein aggregates have been reported to result in the formation of actin stress 

fibres, through p38MAPK activation.415 Increased oxidative stress in endothelial cells as 

a result of H2O2 production induces phosphorylation of heat-shock protein 27 (HSP27), 

which mediates actin polymerisation.416 Kuordinova, et al. suggest that Aβ peptides also 

play other roles outside of neurodegenerative diseases and have studied the impact of an 

Aβ derivative on lipid synthesis in HepG2 cells.417 

As discussed in Section 5.4.3.2, cytotoxic [V(V)] can induce DNA damage, which 

induces p53 proteins to repair mild to moderate damage, however, beyond a critical point, 

apoptotic pathways are induced.311 The detailed loadings in the PCA model developed 

for the vanadate cytotoxicity range over the region 1500-1700 cm-1 revealed protein 

secondary structural changes that were attributed to a combination of the triggering of 
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p53 proteins that attempt to repair damaged DNA under physiological stress and changes 

induced by actin rearrangement. Changes in protein phosphorylation state were also 

observed at 1516 cm-1 and attributed to the ‘tyrosine band’.172,198  To explain the transition 

of HepG2 over the concentration range 500-1000 µM V(V) where cell viability plateaued 

to a very low level in the MTT assay curve, a postulated mechanism for 

fibrosis/phenotype change is shown in  Figure 5.34. 

 

Figure 5.34: Postulated fibrosis/phenotype change model of vanadate action towards HepG2 over the 

concentration range 125-1000 µM; 1) inititally, HepG2 cells show a cobblestone, epithelial structure; 2) 

increased oxidative stress leads to changes in protein secondary structures that results in an increase in β-

sheet protein;175 3) induction of the p38MAPK pathway results in the formation of amyloid structures, 

including Aβ-like peptides;415 4) Aβ-like peptides induce pathways such as TGF-β and HSP27 that result 

in the breakdown of actin and the formation of actin stress fibres;416-417 and 6) when complete breakdown 

of actin occurs in surviving cells, cell adhesion is lost in favour of a phenotype that is better able to 

migrate.411 Created with Biorender.com. 

5.4.4 Comparison of Vanadate to Cisplatin and Doxorubicin Modes of Action 

Cisplatin (cis-diamminedichloridoplatinum(II)) is one of the most commonly used 

antineoplastic drugs and is classified as an ‘alkylating’ agent that directly damages DNA 

to inhibit cell division.379 The lesions induced by cisplatin in DNA trigger intercellular 

pathways that either result in DNA repair, or apoptosis.145,418 The pathways induced 

include ataxia telangiectasia and Rad3 (ATR), ataxia telangiectasia mutated protein 

(ATM), p53, p73 and MAPK.367 The p53 tumour suppressor protein is one of the most 
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important cell cycle regulators in normal and cancer cells.140 It is responsible for 

suppressing cell growth under physiological stress, including DNA damage and activates 

apoptosis pathways when DNA repair is no longer possible or incomplete,419 which 

occurs when cisplatin adducts change the DNA structure.367,379 

Activation of ATR subsequently activates the MAPK pathway, which integrates a number 

of extracellular signals including phosphorylation of p53 activity, thus regulating cell 

proliferation, differentiation, cell survival and apoptosis.420 However; extracellular 

signal-regulated kinase (ERK) is probably the most important pathway activated for 

cisplatin-induced apoptosis through phosphorylation of p53 at serine 15.421 Cisplatin-

induced BCL2 associated X (BAX) from the cytosol to the mitochondria results in the 

release of apoptogenic factors, such as cytochrome c and activates caspase 9 and 

downstream caspases, such as caspase 3, that result in apoptosis.367,422 Apoptosis is 

inhibited by activation of the PI3K/Akt pathway, which is a hallmark of cancer and results 

in a loss of p53 functionality and interference of caspase activation.423 

Doxorubicin, ((8S-cis)-10-[(3-amino-2,3,6-trideoxy-α-L-lyxo-hexopyranosyl)oxy]-

7,8,9,10-tetrahydro-6,8,11-trihydroxy-8-(hydroxyacetyl)-1-methoxynaphthacene-5,12-

dione HCl) belongs to a class of anti-cancer drugs known as non-selective antitumour 

antibiotics or anthracyclines.140 Its primary action is to inhibit topoisomerase I and II and 

to intercalate into DNA to prevent its uncoiling during replication, which can lead to 

apoptosis.410 Topoisomerases are enzymes that regulate the DNA topology through re-

joining or breaking of DNA strands.424 Therefore, doxorubicin intercalates with DNA to 

induce its cytotoxic effect, mainly through the interruption of DNA replication and RNA 

transcription.140,410  

The modes of action of cisplatin and doxorubicin (Figure 5.35) shows how cisplatin binds 

to specific base pairs in DNA to bend the structure such that an active site is exposed to 

tumour suppressor proteins such as p53.379 In the doxorubicin mechanism of action, its 

planar aromatic structure allows it to intercalate between internal base pairs in the DNA 

structure, thus interrupting the normal replication processes and triggering biochemical 

pathways that induce apoptosis. 

The combined PCA model of FTIR spectra obtained from HepG2 cells treated with 

vanadate, cisplatin and doxorubicin (Section 5.3.2.4) revealed that the mode of action of 

vanadate was distinctly different from those of cisplatin and doxorubicin, which were 

more similar to each other (Figure 5.15). 
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Figure 5.35: Modes of action towards DNA of; a) cisplatin;379 and b) doxorubicin.140 

Cisplatin and doxorubicin act mainly through interactions with DNA (Figure 5.35), this 

explains why the two agents clustered closely in multivariate space and were observed to 

separate from each other in the minor PC3 direction. The PC1 and 2 directions of this 

model mainly described the biological changes induced by vanadate. In particular, the 

PC1 direction described the cytotoxic effects associated with the protein 

aggregation/phenotype stage induced by vanadate, which represented a different 

mechanism from those induced by cisplatin and doxorubicin. 

The chemometric models of changes in FTIR spectra associated with cisplatin 

cytotoxicity (Section 5.3.2.2) for the t2 scores vs. [cisplatin] resembled the shape of the 

MTT assay curve (Figure 5.10b), while the t3 direction showed that a different bioprocess 

was occurring simultaneously. Surprisingly, the p2 and p3 loadings revealed that the main 

spectral features associated with cisplatin action were changes in protein secondary 

structures, particularly a shift in α-helix proteins between 1654 to 1648 cm-1, indicative 

of a dose-dependent conformational change.425-426 A small change in the DNA base 

pairing band at 1698 cm-1 was observed and associated with induced apoptosis, along 

with weaker bands at 1121 and 1080 cm-1.182 Zelig, et al. observed that during apoptosis, 

FTIR bands associated with DNA become less intense and are, therefore, more subtle as 

a result of opacity and this may explain why DNA bands were not prominent in the 

cisplatin cytotoxicity study.205 
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In the chemometric model of doxorubicin cytotoxicity (Section 5.3.2.3), the data were 

very complex and the PCA scores vs. [doxorubicin] plots showed only a slight 

resemblance to the MTT assay curve. There was, however, an indication that FTIR 

spectroscopy could assess doxorubicin’s cytotoxicity pathways, and the PCA model 

showed that the major changes occurred in protein secondary structure. Apoptotic 

pathways are characterised by activation of caspases that result in the generation of 

protein fragments involved in apoptotic proteolysis signalling.427 This suggests that while 

cisplatin and doxorubicin act through targeting DNA, the FTIR spectra are measuring the 

downstream effects on protein conformational changes. This is consistent with the 

observations made on DNA opaqueness in FTIR spectra during apoptosis and also shows 

that FTIR is a method for assessing global change in cellular environments induced by 

treatments and can provide insights that are then linked to more specific biochemical 

pathways established by specific antigen testing protocols.205,410 

Overall, FTIR spectroscopy established that vanadate-induced apoptosis followed more 

complex biochemical changes compared to cisplatin and doxorubicin, as established by 

the comparative PLS-DA model in Section 5.3.2.4. Cisplatin and doxorubicin treatments 

clustered together in scores space, with very little variance within the clusters, and the 

treatments were separated from each other by the Factor 3 direction, which in the PLS-

DA model, contributed nearly as much to the explained Y-variance as Factors 1 and 2. 

Vanadate treatment showed distinct growth, death and fibrosis/phenotype changes in 

Factors 1-2, where apoptosis was induced through pathways that mediate lipid synthesis 

and protein aggregation. The final stage of apoptosis induced by vanadate occupied 

negative Factor 1 scores compared to cisplatin and doxorubicin, which occupied positive 

Factor 1 scores. Therefore, this information confirmed that vanadate acts in the opposite 

manner to the other treatments and since vanadate treatments occupied the greatest space 

in the t1 vs. t2 scores plot, its mode of action was diverse over the concentration range as 

described by the three-phase model proposed in Section 5.4.3. 

5.4.5 Fructose Induced Metabolic Changes in HepG2 

5.4.5.1 Designed Cytotoxicity Assay Experiment 

The factorial design used to decide the conditions to treat HepG2 cells with glucose, 

fructose and vanadate for FTIR analysis was also amenable to a cytotoxic assay. Using 

the glucose treated cells as a control, the remaining treatments were compared to assess 

cell viability. ANOVA,223 of the response cell viability (%) showed that sugar treated 

cells uniquely separated from vanadate-sugar treated cells when [V(V)] was set to the 
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IC50 value. This study verified that this concentration induced a cytotoxic effect, however, 

when the concentration of vanadate was reduced by 50% (i.e., at the centre point of the 

design), this induced growth in the cells. These data were consistent with the findings of 

both those in Section 5.3.1 and the literature.111,150,153,299,390 

The standard two-level factorial design is a linear model, with interaction terms, however, 

a quadratic (or higher order polynomial) was required to model the response. As such, the 

results were modelled using a PLSR model, which incorporated quadratic and interaction 

terms.223 Even though centre points were not used in the calculation of standard factorial 

models, they provided three-levels of response that were used to fit a quadratic PLSR 

model. As a verification, the PLSR predicted results were calculated for the design points 

of the exact quadratic model (the Box-Behnken model), where the quadratic response 

surface model showed an excellent fit to the data and confirmed that lower [V(V)] was 

able to induce growth in HepG2 cells. These results provided a baseline to compare to the 

FTIR spectroscopic experiments of cytotoxicity. 

5.4.5.2 Sugar Metabolism by HepG2 Cells 

These studies evaluated the metabolic impact of various dietary sugar loads on HepG2 

cells as an in vitro model of individuals with diseases, such as T2DM or HCC. The HepG2 

cell line has been used as a model for evaluating biochemical changes induced by glucose 

and fructose metabolism. Although it has been reported that results obtained on HepG2 

can be translated to human hepatocyte derived cells,249 Nakagawa, et al. report that 

hepatocellular carcinoma (HCC) appears to be distinct from other cancers as fructose 

metabolism is reduced when compared to healthy hepatocytes.143 The cytotoxicity assay 

performed on the Block 1 treatments in Section 5.3.3 and the corresponding PLS-DA 

model of FTIR spectra collected on HepG2 cells confirmed that there were only small 

differences in the glucose- and fructose-only treatments, consistent with the literature,143 

which resulted in similar cell viabilities. 

The PLS-DA model of the Block 1 data showed that the synergistic effect of glucose and 

fructose separated this class from the other treatments. Hirahatake, et al.249 observed that 

when HepG2 cells were treated with glucose and fructose (each at 5 mM concentrations), 

that fructose attenuated glycolytic flux of glucose. This was explained by fructose 

entering the glycolytic pathway distal to phosphofructokinase (PFK), which provides 

intermediates that are metabolised to citrate and thus limiting glucose metabolism by 

PFK. By entering the Kreb’s cycle, citrate is converted to acetyl-CoA and then to FFA 

via FAS.60,376 Citrate is an activator of acetyl-CoA carboxylase (ACC), which is an 
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initiator of DNL. The Block 1 model indicated increases in FFA synthesis and DNL.20 

Since this treatment cluster separated uniquely from both fructose and glucose treatments 

alone, the glycolytic attenuation of glucose mechanism proposed above was supported.249 

These results were in direct opposition to those of Geidl-Flueck, et al,428 who observed 

that fructose stimulates hepatic glucose uptake through glucokinase activation, however, 

this observation may be a result of the differences between normal hepatocytes and the 

HepG2 cell line.143,362,429 

Fructose metabolism results in the depletion of ATP and the suppression of mitochondrial 

fatty acid oxidation, increased oxidative and endoplasmic reticulum (ER) stress that leads 

to DNL.376 PLS-DA modelling of the Block 1 FTIR data showed a separation of the 

glucose and fructose only treatments in the factor 2 direction, where the fructose treatment 

cluster showed increased TAG and FFA synthesis consistent with DNL. This treatment 

was also associated with an increase in β-sheet proteins at 1625 cm-1, possibly associated 

with protein aggregation induced by oxidative stress and the onset of fibrosis.175,376 The 

separation of these treatment clusters was, however, smaller than the separation of the no-

sugar and combined glucose-fructose treatments. 

The no-sugar treatments formed a separate cluster from the glucose and fructose 

treatments along the Factor 3 direction and indicated that these cells had the highest 

protein content and the lowest lipid and FFA content. Although the no-sugar treatment 

was associated with increased band intensity at 1382 cm-1, typically associated with fatty 

acids and lipids,210-211 this band has also been attributed to amino acid side chains of 

proteins and this would be the most plausible explanation for the appearance of this 

band.210 The glucose and fructose treatments were consistent with increased lipid and 

fatty acid bands in the Factor 3 direction. 

The Block 1 PLS-DA model (Figure 5.20) results were consistent with the DoE cell 

viability assay. In particular, the glucose- and fructose-only treatments were similar to 

each other in terms of cell viability and they occupied a similar scores space in the PLS-

DA model. The separation of the combined glucose-fructose treatments from the glucose 

and fructose treatments alone were consistent for both the cytotoxicity assay and PLS-

DA models and were associated with higher cell viabilities. Therefore, although the lipid 

and fatty acid band loadings weights were not as intense as those observed in the FTIR 

spectral cytotoxicity assay (Section 5.3.2.1), these loading weights were associated with 

pathways that increase cell viability, possibly through fructose bypassing key glucose 
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regulatory pathways and providing a carbon source for DNL.376 The no-sugar treatment 

represented the lowest cell viability of the Block 1 treatments and separated along the 

Factor 3 direction in the PLS-DA model. This direction described the biochemical 

differences between the no-sugar and the glucose- and fructose-only treatments and the 

lowered cell viability was a result of reduced lipids and fatty acid stores essential for 

maintaining homeostasis in the HepG2 cells. 

The effects of dietary sugars on the aggressiveness of cancers have been reviewed by 

Goncalves, et al,430 where human studies have shown to be inconclusive, however, there 

is a general consensus that higher dietary sugar intake, resulting in higher circulating 

glucose stimulates insulin secretion and hyperinsulinemia, which leads to the production 

of visceral adipose.31 Although this current study only investigated the effects of sugar 

intake on HepG2 cells, the synthesis of TAGs and FFA by the liver serve as metabolites 

for adipose tissue, where they are stored for later use. Adipocyte hypertrophy induced by 

excess dietary sugar intake leads to the secretion of adipokines and cytokines by 

adipocytes, which are known mitogens for some cancer types.31 Therefore, larger deposits 

of adipose tissue serve as a source of fatty acid reserves that promote tumour growth and 

aggressiveness.431 

5.4.5.3 Sugar-Vanadate Metabolism by HepG2 Cells 

The Block 2 experimental data treated HepG2 cells using the same sugar combinations 

as the Block 1 treatments, this time, each treatment contained vanadate at its established 

IC50 concentration (Section 5.3.1). The Block 2 PLS-DA model showed that the fructose-

vanadate treatment separated from the rest of the treatments and was the main source of 

variability described by this model. This condition was described by increased protein 

and reduced lipid content in these cells compared to the other treatments. Fructose induces 

pathways that increase protein expression, however, this is typically accompanied with 

an increase in lipid synthesis.20,249,376,428,432  In the presence of cytotoxic vanadate 

concentrations, the combined fructose-vanadate effect increases oxidative stress, which 

leads to increased fructose-induced protein synthesis and subsequent damage to these 

proteins by vanadate generated ROS.20,147,158,433 In particular, Irving and Stoker state that 

cancer cells are already in a state of sub-lethal oxidative stress and even slight increases 

in ROS can have detrimental effects on cell viability.147  

The fructose-vanadate treatment had the highest variability of the treatment conditions 

(Figure 5.20), which indicated the presence of two cell populations. At the IC50 value, 

vanadate would be expected to be lethal to 50% of the cell population, however, as 



 

234 
 

described in Section 5.4.3.3, the presence of different phenotypes, some of which may be 

more resistant to vanadate, resulted in higher cell viability due their ability to adapt to 

changing conditions of oxidative stress.147 Cancer cells are highly heterogenous and are 

in a state of dynamic flux in order to adapt under non-ideal conditions (Warburg 

effect).31,144 Therefore, the observation that the fructose-vanadate treated cells separated 

based on their FTIR spectra was most likely due to surviving cells being more resistant 

to the treatments and could survive under heightened oxidative stress compared to pre-

apoptotic cells.160 For the population of surviving cells treated with fructose-vanadate, 

the increased cell viability was associated with increased amide I protein band intensity. 

As was observed in the growth phase model in Section 5.4.3.1, cell proliferation was 

attributed to increased protein synthesis and a similar mechanism may also be occurring 

for the fructose-vanadate treated cells where amino acids from cell culture media are also 

being utilised under conditions of high oxidative stress to generate more GSH to counter 

the ROS. This would lead to pathways that induce protein synthesis; however, this must 

be explored in futures studies in order to establish the plausibility of such mechanism on 

multiple cell cultures.  

The net overall effect of vanadate observed in Figure 5.20 was to significantly reduce 

cell viability (Table 5.2, p = 0.002 for the vanadate main effect) and as with the PLS-DA 

scores in the Block 1 model, the Block 2 model scores also reflected the patterns observed 

in the cell viability assay results. Further confirmation of the overall cytotoxic effect of 

vanadate on HepG2 cells was observed in the combined Block1-2 PLS-DA model where 

a clear separation of the blocks was observed. The loading weights for this model were 

indicative of events related to apoptosis including overall lipid synthesis induced by 

vanadate,311 changes in membrane lipids as a result of loss of membrane integrity and 

lipid peroxidation195,202,205 and evidence of fibrosis, related to phenotype changes or cell 

death.349  

In the presence of vanadate only, the treated cells separated from the other treatments and 

this was described by changes in the FTIR spectra associated with increases in the 

intensities of bands from lipids and α-helix protein secondary structure. A comparison of 

this treatment with the cell death model of Section 5.4.3.2 indicated that HepG2 cells 

were converting glycogen stores into lipids in response to a lack of sugar in the growth 

media and the oxidative stress induced by vanadate.311 These cells were postulated to be 

using culture media nutrients, such as glutamine, as a source of carbon for lipid synthesis 

in a similar manner to that proposed by Brose et al. in neuronal cells.434 
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The Block 2 PLS-DA model showed that the glucose-vanadate and glucose-fructose-

vanadate clusters overlapped in the Factor 3 direction and separated from the vanadate 

only treatment. The loading weight patterns were highly complex and indicated that many 

simultaneous biochemical processes were occurring, however, the data showed that many 

of these changes were associated with protein secondary changes induced by vanadate 

and were consistent with mechanism of induced apoptosis.205 

5.4.5.4 Effect of Sugars and Vanadate at Non-Cytotoxic Concentrations 

When the concentrations of all experimental factors were reduced by 50% (i.e., the centre 

points of the design), the cytotoxicity assay data and the Box-Behnken model (Section 

5.3.3) showed that cell viability increased. The vanadate concentration at the centre point 

was 25 µM and this concentration has been previously reported to increase cell viability 

in HCC.153,406 When the centre point treatment FTIR spectra were projected onto the 

model of Block 1 and Block 2 treatments, the centre points clustered in the expected 

region between the Block 1 and Block 2 treatments, which served as an external validation 

of the PLS-DA model.223 

Therefore, at non-cytotoxic vanadate concentrations, the cytotoxicity assay design 

confirmed that cell viability increased compared to the sugar treatments alone (Block 1). 

When the centre points were compared to the results of Block 2 model, the higher 

vanadate concentration produced results consistent with the cell death model proposed in 

Section 5.4.3.2. This was evidenced by the increase in lipid content in the Block 2 

treatments compared to those in Block 1 and data from the centre point treatments. 

Correlation of the aggressiveness of some types of cancers and dietary sugar intake was 

discussed in Section 5.4.5.2 and this was associated with sugars inducing 

hyperinsulinemia and increased visceral adipose deposits.31 The action of vanadate at low 

concentrations has been established to induce insulin-mimetic behaviour385 and the 

increased cell viability induced by the centre point treatments may be an indication of the 

detrimental effect vanadate, as an insulin-mimetic, can have on the treatment of cancer. 

However, this has to be balanced against the ability of low vanadate concentrations to 

promote cancer death by oncoviruses and increase the activity of immune system cells,435 

which are likely to override deleterious effects of cancer cell proliferation at low 

concentrations. 

The spectral band contributions at the centre points contained the highest amide I and II 

band intensities and the lowest contributions from lipid bands and the β-sheet protein 
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band at 1623 cm-1. These results were consistent with vanadate concentrations below the 

IC50 value, having promoted protein synthesis and minimised lipid synthesis, even in the 

presence of high fructose concentration and reduced glucose concentration (i.e., 2.5 mM 

compared to normal physiological concentration of 5.5 mM).246-247 

The major findings of this study showed that in the presence of fructose and glucose 

alone, both sugars were metabolised by HepG2 cells resulting in similar cell viability and 

in the presence of both glucose and fructose, cell viability increased. This was associated 

with complex biochemical changes to lipids, FFAs and proteins, mainly associated with 

β-sheet secondary structure. This result is consistent with dietary sugar increases being 

associated with cancer incidence and increased aggressiveness.31 The no-sugar treatment 

was attributed to changes in protein secondary structures and increased amino acid side 

chain band intensities. Vanadate at the IC50 concentration resulted in an overall reduction 

in cell viability for all sugar combinations, consistent with its cytotoxic effect and the 

Block 2 treatments were characterised by highest lipid and lowest protein band intensities. 

This was consistent with the observations made in the vanadate MTT-FTIR model in 

Section 5.4.3.2 for the cell death phase, no matter which sugar or combination of sugars 

were used to treat the cells. The centre point data was consistent with the growth phase 

model in Section 5.4.3.1 where non-cytotoxic [V(V)] promote protein synthesis and 

reduce DNL. Such results may have positive implications for outcomes from patients who 

are obese or consume large amounts of dietary sugars, who normally have worse 

outcomes.428 
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Chapter 6 FPA Imaging of Adipocytes 
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6.1 Introduction 

6.1.1 Laboratory Based FPA Imaging 

Chapter 4 described the use of single-cell FTIR microspectroscopy to probe the effects of 

sugars and vanadate treatments on 3T3-L1 adipocytes using a full factorial designed 

experiment. This chapter expands on the same experimental design presented in Figure 

4.2, using single-cell FPA imaging. 

FPA imaging was the fastest data acquisition method available at the time. Section 3.8 

discussed the advantages of FPA imaging over synchrotron-based chemical mapping in 

terms of time and spatial resolution. Using chemical mapping, a single 3T3-L1 cell 

required between 4-8 hr to collect a single chemical map ~15×15 pixels in size, with a 

high degree of oversampling. Laboratory-based and synchrotron-based FPA systems 

generated an image of 64×64 pixels, resulting in 4096 spectra, acquired at 512 

coadditions, in 24 min, representing a time saving of >90% on average over chemical 

mapping experiments. 

Another advantage of FPA FTIR microspectroscopy is that images can be acquired as 

montages and each tile of the montage has a field of view (FoV) of approximately 72×72 

µm, which resulted in a pixel pitch of 1.1×1.1 µm using a 36× Cassegrain objective.282 

Therefore, larger area maps of FPA images can be constructed, with the size of the 

montage only limited by the time the cryogenic detector remains at its optimal 

temperature (~8 hr). This put a practical limit on the collection of large area maps of 4×4 

image grids at 512 coadditions or 8×8 at 256 coadditions, which results in an image size 

of 300×300 µm and 600×600 µm for 512 and 256 coadditions, respectively. Depending 

on the density of cells fixed to the substrate, between 100-200 cells can be mapped in a 

typical experiment. 

In laboratory-based FPA FTIR microspectrometers, the broad distribution of infrared 

radiation from the Globar® source over the FPA detector represented an advantage 

compared to the narrow beam synchrotron systems allowing the widest FoV achievable. 

A number of synchrotrons around the world have reconfigured their beamlines to 

combine multiple beams in an attempt to increase the overall beam spot incident on the 

ROI to take advantage of the brightness of the synchrotron radiation,255,282 but this current 

research was confined to experiments performed at the Australian Synchrotron. 
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6.1.2 Synchrotron Focal Plane Array (FPA) Measurements 

In Section 3.8.2, an experimental setup using four beams from the Australian Synchrotron 

was described.255 Figure 3.41 illustrates how the incident expanding beam from the 

bending magnet is split into four horizontal beams, each refocussed to the same focal 

point followed by a second refocussing of a 2×2 bundle of beams that are closely matched 

to the pupil of the spectrometer. Fine adjustment of the mirrors under vacuum was 

performed to optimise the distribution of the beams over the FPA detector surface.255 

The Brookhaven National Laboratory had a similar setup and an image (Figure 6.1) 

clearly shows how the four beams were aligned edge-to-edge.282 In this configuration, it 

was important to focus the cell at the objective centre to ensure that the majority of the 

cell imaged was captured by the inner 32×32 pixel array, as the outer pixels were not 

illuminated to the same intensity. Due to the limited time available at the Australian 

synchrotron for this experiment, a complete optimisation of the data acquisition 

parameters was not possible, only the use of three CaF2 substrate window thicknesses 

were assessed using data acquisition parameters described in Section 3.8.2. 

 

Figure 6.1: Images of four beam spots focussed onto an FPA detector at the Brookhaven National 

Laboratory. This image was adapted with permission from, Dynamic full field infrared imaging with 

multiple synchrotron beams, Stavitski, et al.282 Copyright, 2013, American Chemical Society. 

FPA imaging, although fast, takes 10-20 times longer to collected data on a single-cell 

compared to single-point spectrum as discussed in Chapter 4. Therefore, this study was 

exploratory and while statistical analyses between cells was not possible, three cells were 

selected per treatment, screened for suitability in terms of image and spectral quality and 

the best image was used to generate results. 
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6.1.3 The Diffraction Limit Applied to FPA Imaging 

Even though the pixel pitch for the 36× microscope objective is 1.1×1.1 µm, the spatial 

resolution is still diffraction limited by the wavelength of the incident radiation.261-262 

Figure 6.2 presents a plot of the calculated spatial resolution Δ𝑥𝑥 (in µm) vs. wavenumber 

(cm-1). Spatial resolution was calculated based on the numerical aperture (NA) of the 36× 

objective in Equation 3.1.217 The red dotted line represents the pixel pitch limit for the 

FPA detector using the 36× Cassegrain objective. 

 

Figure 6.2: Spatial resolution (∆x) vs wavenumbers calculated for a 36× Cassegrain objective with NA = 

0.5. The red dotted line is the pixel width for the FoV. 

With reference to Figure 6.2, at 3000 cm-1 (4.1 µm, ν (C-H) region), the wavelength of 

the radiation covers at least a 4×4 grid of pixels and at 1050 cm-1 (11.6 µm, carbohydrate, 

phosphate bands) a 12×12 grid of pixels is covered. This results in a high degree of 

oversampling of the pixels at lower wavenumbers and less at higher wavenumbers. 

Taking this information into consideration, the laboratory-based FPA system produces 

high quality spectral information and oversampling may be the largest contributor to 

improved feature resolution in the obtained images.261 

6.2 Experimental Design and Objectives 

It is recognised that individual cells are heterogeneous and could represent different 

growth cycles, resistance to treatment and other biological variability that could 
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potentially confound any results obtained. The influence of the substrate material on cell 

growth and response to treatment has been investigated using Raman spectroscopy where 

it was found that CaF2 could influence cell cycle arrest through increased oxidative stress, 

that can be confounded with cell cycle arrest induced by cell treatments.436  The purpose 

of this study was to perform HSI analysis on FPA data collected on single adipocyte cells 

treated using the DoE protocol defined in Chapter 4. This was a feasibility study to 

evaluate the validity of this approach for understanding biochemical changes induced in 

single cells. Results obtained serve to define better approaches in future experiments. 

The use of DoE ensured systematic variation in experimental factors and the results 

obtained were assessed as a closed system, i.e., all experiments were performed on a 

single culture under similar experimental conditions performed over the same timeframe. 

In future investigations, the design could be blocked into other factors, including cells 

propagated from multiple cultures, induction of different cell cycles, different 

experimenters performing the culturing and 2D vs. 3D cell culturing techniques.437-438  

FPA images were acquired on 3T3-L1 cells treated under different conditions using 

laboratory-based and synchrotron FPA imaging. For the images collected using the 

laboratory-based system, the experimental design in Figure 4.2 was used to treat the cells. 

Images collected from single cells were evaluated individually to investigate general 

trends in treatment induced cell biology and changes in cell morphology. 

The synchrotron FPA images in Section 6.3.2 were acquired from cells treated according 

to the conditions listed in Table 3.11. This design is a 22 full factorial design run as a 

single replicate and no centre points. This design was chosen based on the time available 

at the Australian Synchrotron for the experiment and to determine the feasibility of using 

this approach in the future. Images were collected on cells cultured on three substrate 

thicknesses; 0.2 mm; 0.5 mm; and 1.0 mm to evaluate the influence on spectral data 

induced by substrate thickness, in particular, focussing on the effects of fringing and other 

spectral aberrations. FPA images were obtained using the methodology described in 

Sections 2.8.1 and 2.8.2. 

6.3 Results 

6.3.1 Effects of Sugar and Vanadate on Insulin Sensitive and Resistant 3T3-
L1 Cells using Laboratory-Based Focal Plane Array (FPA) FTIR Spectroscopy 

FPA FTIR microspectroscopic images were collected on cells treated with sugars and 

vanadate according to the experimental design of Figure 4.2. A 64×64 array was used, 
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without binning, which resulted in 4096 spectra per image. Spectral data were truncated 

to the region 3000-1000 cm-1. Figure 6.3 shows an excellent example of a high-quality 

image collected on a cell using the Bruker OPUS software package, along with false 

colour images generated from second derivatised data (13-point smooth) in the fatty acid 

region (ν (C-H) centred ~2850 cm-1), lipid ester (ν (C=O) centred ~1740 cm-1) and protein 

amide I, α-helix (ν (C=O) centred ~1650 cm-1). Band assignments as per Table 1.1. 

 

Figure 6.3: FPA images of a single 3T3-L1 adipocyte integrated at a number of wavenumber positions 

related to the main functionality in the cell; a) optical micrograph captured at 36× magnification; b) 

integrated for fatty acids (~2850 cm-1); c) integrated for lipid esters (~1740 cm-1); and d) integrated for 

amide I protein (~1650 cm-1). 

FPA imaging revealed the cell morphology as false colour chemical images by integrating 

the signal using areas based on known functional bands, where the distribution of the 

biochemical components were visualised. In comparison to the single point spectra 

assessed in Sections 4.3.1 and 4.3.5, which provided averaged (bulk cell) information, the 

resolution of the FPA images enabled locations of cellular components, including lipid 

droplets and the cell nucleus, to be discerned. 
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The integration method is highly univariate in its approach and while it provides an 

excellent tool for first pass location of regions with different cellular biochemistry, it 

cannot provide multivariate information about the relationships between the biochemical 

compartments within the cell. PCA was applied to the data and after masking the clutter, 

i.e., non-informative regions in the image,439 Figure 6.4 shows the results of a 

hyperspectral image analysis (HIA) for the first four PCs of the same cell shown in Figure 

6.3. Since the method of PCA is an unsupervised exploratory method, there was no need 

to assess full rank models. Hence, the optimal number of PCs selected for interpretation 

is user defined and validated to explain the main sources of variability within the data 

set.440 

The cell depicted in Figure 6.3 was rendered insulin resistant (Section 2.6.3) and the 

information revealed in the image provided complex spatially resolved information 

compared to the single point (bulk) spectral data. The scores image and corresponding 

loadings for PC1 showed that this PC described an inverse relationship between 

membrane related lipids and fatty acids compared to lipids and fatty acids internal to the 

cell.195,205 The cell outline was identified by the PC1 scores image and was related to a 

combination of a prominent band at 2850 cm-1, bands over the  1747-1732 cm-1 region, 

1470 cm-1 and 1180 cm-1.184,196,202,293 The ν (C-H) band ~2850 cm-1 measured changes in 

phospholipids, cholesterol, creatine and fatty acids.196-197,441 All PC loadings show 

complex patterns in the ν (C-H) region (3000-2800 cm-1). The region between 1760-1730 

cm-1, described the complex environments of ν (C=O) modes of lipids and fatty acid 

esters, with fatty acids (including oxidised fatty acids) described by absorbance bands at 

~1730 cm-1.160,202  

The PC2 scores and loadings relationships showed the internal morphology of the cell 

and highlighted two distinct types of biochemicals in the lipid droplets. The data were 

mean centred before analysis and the highest score heat map intensities (red regions, 

associated with positive t1 values) described lipid esters (1747 cm-1),185,200 particularly in 

one of the larger lipid droplets and around the inner part of the cell, while the blue regions 

(negative t1 scores) were more related to a different lipid ester type or the fatty acid 

content (1732 cm-1).200-201 The band at 1180 cm-1 was prominent in the p1 and p2 directions 

and was positively weighted in both loadings. This region of the spectrum was related to 

changes in lipids,184,197 but is also associated with cellular DNA.182 
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Figure 6.4: HIA assessment of a single 3T3-L1 adipocyte; a) PC1 related to membrane lipids and fatty 

acids; b) PC2 related the internal lipids and fatty acids; c) PC3 again related to lipids and fatty acids that 

are different to those of PC2 and; d) PC4 related to complex lipid and protein structures. 

The four PCs highlighted the heterogeneous distribution of the various lipid types in the 

cell and also shows the compartmentalisation of various lipid and fatty acid types, even 

though the optical micrograph shows that the lipid droplets look visually similar. This 

approach to data analysis highlighted the complex nature of assessing the biochemical 
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information in a single cell. The assessment of multiple cells measured in a design of 

twenty treatments generates large volumes of data for analysis. Therefore, the analyses 

presented in the following sections provide a summary based on important common 

observations made when assessing the various treatments.  In all of the images acquired, 

the first three PCs were found to be important for treatment interpretation. The 

information obtained in the DoE alone represents an entire study by itself and full 

interpretation has been left to future work as time restrictions and equipment access did 

not permit a detailed assessment on multiple cultures. 

6.3.1.1 HIA Assessment of Block 1 Treatments 

In Sections 6.3.1.1 to 6.3.1.4, optical micrographs were presented for selected adipocytes 

and PCA was performed on masked regions of the image, processed using the Savitzky-

Golay second derivative (13-point smooth), then SNV over the wavenumber regions 

3000-2800 and 1800-1050 cm-1. Only three PCs were assessed in each case. 

Optical micrographs of four selected cell images for the Block 1 treatments; no-sugar (1); 

glucose (a); fructose (b); and glucose-fructose (ab), are shown in Figure 6.5. These 

images highlight one of the challenges of imaging 3T3-L1 cells due to their thickness 

(height in the z-direction) and in some cases, the inability to focus the entire cell. In 

Section 3.6, a depth profiling study was performed using the confocal data acquisition 

arrangement at the Australian Synchrotron to investigate how the z-direction can impact 

the quality of spectral data obtained. For a laboratory-based FPA FTIR microspectrometer 

using a Globar® source, it was anticipated that the broad dispersion of the incident beam 

over the entire detector area combined with an adequately focussed sample would result 

in FPA images representative of the cell morphology.  

After application of PCA, the clutter was eliminated using a spectral mask drawn around 

the perimeter of the cell defined by the t1 scores and the model was recalculated. Higher 

PCs (> 3), describing increasingly less X-variance may be important for identifying subtle 

differences in biochemistry induced by treatments, however, further investigation into 

spectral processing methods is required to determine whether the effects of light 

scattering and other non-chemical phenomena were reducing the amount of information 

obtainable from these measurements.   

Figure 6.6 presents the PC1 scores and loadings for the Block 1 treatments, where this 

PC described between 80-90% of the variability in the images. The t1 scores images for 

each treatment showed that the cell perimeter was clearly defined by scores coloured red-
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yellow, represented by positive scores values. The cell interiors were characterised by 

blue regions due to negative t1 score values, which showed that the biochemistry in the 

region of the cell perimeter was different to that of the cell interior. For each treatment, 

the p1 loadings direction had a similar profile where the band at 2850 cm-1 was the most 

dominant spectral feature. The next feature of importance was the lipid ester band around 

1740 cm-1, which shifted between 1750-1738 cm-1. These spectral features were positively 

correlated to the bands at 1468 and 1180 cm-1 also related to lipids for all loadings.172,183-

184,197 The band ~2837 cm-1 was the result of splitting of the band centred at 2850 cm-1 

and was attributed to the different types of lipids and fatty acids in the cell.160,195,202,205  

 

Figure 6.5: Optical micrographs of selected insulin sensitive 3T3-L1 adipocytes; a) treatment 1, no-sugar; 

b) treatment a, glucose; c) treatment b, fructose; and d) treatment ab, glucose-fructose. For treatment 

terminology, refer to Figure 4.2. Scale bar for all images is shown in figure d. 

The PC1 direction was, therefore a descriptor of the different biochemistries associated 

with regions close to the cell membrane compared to the biochemistry of the cell interior. 

In particular, the differences between fatty acid bands close to the cell membrane were 

characterised by the bands around 2839, 1763 and 1720 cm-1,200,442 and the interior lipids 

were described by bands at 2852 cm-1 and those between 1754-1738 cm-1.181-182,200 A shift 

in the lipid ester band for the fructose treatment, (b), was observed at 1738 cm-1 along 

with the appearance of the band at 2920 cm-1, which demonstrated a change in 

biochemistry induced by fructose metabolism.376,402,428  
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Figure 6.6: PC1 scores and loadings for insulin sensitive 3T3-L1 adipocytes, treated according to Figure 

4.2, Block 1 treatments; a) treatment 1, no-sugar; b) treatment a, glucose; c) treatment b, fructose; and d) 

treatment ab, glucose-fructose. Important loadings are highlighted in this figure. 

Bands around 2920 and 2850 cm-1 were assigned to membrane lipids and fatty acids,195 

while those at 2960 and 2870 cm-1 were assigned to cellular lipids and proteins.194,306 
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These loadings described a fructose induced biochemical change in the distribution of 

lipids and fatty acids. The increased band intensities of protein associated loadings in the 

1650-1550 cm-1 region and the 1738 cm-1 band was consistent with fructose inducing both 

protein synthesis and DNL.20  

The PC2 scores and loadings for the Block 1 treatments are presented in Figure 6.7 where 

this PC described between 3-16% of the total X-variance in the images. As was observed 

for the p1 loadings, the p2 loadings also have similar profiles to each other. These loadings 

were characterised by bands at 2920 and 2850 cm-1 associated with membrane lipids and 

fatty acids.183 In all cases, except for the glucose-fructose (ab) treatment (Figure 6.7d), 

these bands were positively correlated to the ν (C=O) lipid ester band between 1750-1730 

cm-1.  The glucose-fructose treatment (ab) showed an inverse relationship of the 2920 and 

2850 cm-1 bands with the 1749 cm-1 band. 

In general, the t2 scores were associated with cellular compartmentalisation of the various 

lipids and fatty acids. This was observed in the no sugar (1) treatment in Figure 6.7a 

where the scores map clearly illustrated a partition of two unique biochemistries in the 

cell. The positive t1 scores (red regions) for treatments (1) and glucose (a) were associated 

with the lipid ester band (~1740 cm-1) while the blue and green regions were associated 

with fatty acid bands (~1725 cm-1). The fructose only treatment (b) showed that positive 

t2 scores (red regions) were related to FFAs at 1732 cm-1,200-201 which were positively 

correlated to the 2914 and 2945 cm-1 bands. These bands were shifted to lower 

wavenumbers compared to the usual positions at 2920 and 2850 cm-1 of the asymmetrical 

and symmetrical ν (CH2) bands respectively.172,183 This was attributed to oxidative stress 

induced in these cells by fructose,20 where a similar pattern was observed in the PLS-DA 

w2 loading weights in the point scan model for Block 1 in Figure 4.22b that was also 

attributed to oxidative stress induced by the fructose treatment.  

As was the case for the p1 direction for fructose treatment (b), the bands associated with 

protein secondary structure between 1660-1550 cm-1 are also weighted more than the no-

sugar (1) and glucose (a) treatments, further supporting the observation that treatments 

containing fructose induce protein synthesis and oxidative stress.20 This increase in 

protein character in the loadings was also observed in the p2 loadings for treatment (ab), 

which further supporting the observations made above that fructose containing treatments 

induce protein synthesis in adipocytes. 
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Figure 6.7: PC2 scores and loadings for insulin sensitive 3T3-L1 adipocytes, treated according to Figure 

4.2. Block 1 treatments; a) treatment 1, no-sugar; b) treatment a, glucose; c) treatment b, fructose; and d) 

treatment ab, glucose-fructose. Important loadings are highlighted in this figure. 

The PC3 scores and loadings (Figure 6.8) accounted for only minor changes in cellular 

biochemistry (all PCs describe <2.5 % of the data).  
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Figure 6.8: PC3 scores and loadings for insulin sensitive 3T3-L1 adipocytes, treated according to Figure 

4.2 Block 1 treatments; a) treatment 1, no-sugar; b) treatment a, glucose; c) treatment b, fructose; and d) 

treatment ab, glucose-fructose. Important loadings are highlighted in this figure. 

The associated p3 loadings were very complex for the fructose treatment (b), which 

further indicated that FPA FTIR microspectroscopy identified the different effects of this 
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treatment compared to the other treatment, which will be elaborated in future work. In 

general, the PC3 direction was mainly attributed to changes in the lipid in the cells as 

evidenced by the band loadings ~1743 cm-1, however, as stated above, the fructose only 

treatment showed a positive correlation between the bands at 1736 cm-1 and those at 1653 

and 1624 cm-1. This was consistent with fructose inducing protein synthesis and DNL, 

and in this case, showed that this process was localised to a specific compartment of the 

cell, identified by the blue region of the t3 scores image in Figure 6.8c. The t2 scores 

image (Figure 6.7c) also showed a relationship between lipid bands and protein bands in 

the same spatial region. This may be an indication of the ability of FPA imaging to locate 

cellular compartments that perform specific biochemical processes. 

6.3.1.2 HIA Assessment of Block 2 Treatments 

Figure 6.9 presents the optical micrographs of the cells used for the Block 2 treatments; 

vanadate only c; glucose-vanadate ac; fructose-vanadate bc; and glucose-fructose-

vanadate abc. 

 

Figure 6.9: Optical micrographs of selected insulin sensitive 3T3-L1 adipocytes; a) treatment c, no-sugar 

and vanadate; b) treatment ac, glucose and vanadate; c) treatment bc, fructose and vanadate; and d) 

treatment abc, glucose-fructose and vanadate. For treatment terminology, refer to Figure 4.2. Scale bar for 

all images is shown in figure d. 
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The PC1 scores and loadings are presented in Figure 6.10 where this PC described 

between 70-85% of the total variability in the image.  

 

Figure 6.10: PC1 scores and loadings for insulin sensitive 3T3-L1 adipocytes, treated according to Figure 

4.2. Block 2 treatments; a) treatment c, no-sugar-vanadate; b) treatment ac, glucose-vanadate; c) treatment 

bc, fructose-vanadate; and d) treatment abc, glucose-fructose-vanadate. Important loadings are highlighted 

in this figure. 
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As was observed in the PC1 scores and loadings in Section 6.3.1.1, the t1 scores described 

the main differences between the regions close to the cell membrane and the internal 

cellular biochemistry. The p1 loading associated with all treatments showed very similar 

profiles with the main observable difference associated with the loadings for the fructose-

vanadate treatment (bc), which showed the presence of protein associated bands between 

1690-1550 cm-1. A similar observation was made in the Block 1 fructose treatment (b) 

loadings (Figure 6.6c) and these data were consistent with fructose induced protein 

synthesis as evidenced by the bands between 1700-1550 cm-1 specific to this treatment 

only.20,376,428 In Figure 6.10b the band at 2920 cm-1 was prominent and was assigned to 

membrane lipid changes as a result of the combined glucose-vanadate action stimulating 

glucose uptake. 

The PC2 scores and loadings for the Block 2 treatments are presented in Figure 6.11. As 

was observed for the corresponding Block 1 data, the Block 2 scores showed cellular 

compartmentalisation of the lipids and fatty acids. The p2 loadings for the vanadate only 

treatment (c, Figure 6.11a) and the glucose-vanadate treatment (ac, Figure 6.11b) 

showed larger loading contributions from the protein secondary structure region between 

1660-1500 cm-1. These loadings were attributed to the cell nucleus represented by 

negative t2 scores values (blue regions). In adipocytes, the majority of the cell is 

composed of lipid esters and fatty acids and as a result of the large lipid content, the cell 

nucleus typically gets pushed to the cell edge and is flattened.16 In both treatments, the 

cell showed that the blue region was pushed against the edge of the cell and the treatment 

(c) cell showed this structure was flattened. 

The image of the fructose-vanadate treatment (bc, Figure 6.11c) was most likely two 

cells in close proximity and showed up to four localised compartments of lipid ester, 

mainly characterised by the band at 1749 cm-1. The positive t2 scores (red regions) for the 

bc treatment were associated with the correlated bands at 2916 and 1734 cm-1. These 

regions of the cell were most likely due to localisation of fatty acids as opposed to lipids. 

Frühbeck,16 stated that fatty acid esterification and triglyceride hydrolysis are in constant 

flux in adipocytes and partitioning of fatty acids into specific organelles (i.e., lipid 

droplets), which was consistent with the images and showed that the various lipid droplets 

specifically contained one type of lipid ester/fatty acid preferentially to another.30 

The glucose-fructose-vanadate treatment (abc) was of much larger size compared to the 

other cells imaged in this study. The optical micrograph (Figure 6.9c) showed a number 

of lipid droplets. The negative t2 scores (blue regions) in the image were mainly fatty acid 
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in content as described by the positive correlation of the bands at 2904, 2841 and 1730 

cm-1.200 The positive t2 scores (red regions of the image) were, therefore, associated with 

the lipid ester content as verified by the large loading at 1743 cm-1. 

 

Figure 6.11: PC2 scores and loadings for insulin sensitive 3T3-L1 adipocytes, treated according to Figure 

4.2 Block 2 treatments; a) treatment c, no-sugar-vanadate; b) treatment ac, glucose-vanadate; c) treatment 

bc, fructose-vanadate; and d) treatment abc, glucose-fructose-vanadate. Important loadings are highlighted 

in this figure. 
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The PC3 scores and loadings for the Block 2 treatments (Figure 6.12) only described 

minor changes in the cell biochemistry (< 3%) and a similar observation observed was 

made for the same PC direction in the Block 1 treatments.  

 

Figure 6.12: PC3 scores and loadings for insulin sensitive 3T3-L1 adipocytes, treated according to Figure 

4.2 Block 2 treatments; a) treatment c, no-sugar-vanadate; b) treatment ac, glucose-vanadate; c) treatment 

bc, fructose-vanadate; and d) treatment abc, glucose-fructose-vanadate. Important loadings are highlighted 

in this figure. 
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These loadings showed more secondary protein structural changes possibly related to 

changes in the cell nucleus, particularly for the glucose-vanadate treatment (ac), where 

the t2 scores showed a large region attributed to lipids and proteins, however the t3 image 

for this treatment showed a smaller and flattened structure at the edge of the cell in the 

same region of the t2 image (Figure 6.11b). This may be showing a clearer image of the 

nucleus in this cell. Specific lipid droplets are typically found close to  the  nucleus and 

mitochondria due to the greater need of energy stores for these organelles.443 

The fructose-vanadate treatment (bc) scores image (Figure 6.12c) showed a small red 

region associated with positive t3 scores with a corresponding high loading at 1623 cm-1 

assigned to changes in β-sheet protein structures. This was expected for a cell in the 

presence of both fructose and vanadate where increased oxidative stress induced in the 

cell may lead to fibrosis.20,147,158 

The glucose-fructose-vanadate treatment (abc) also showed a small red hotspot in the 

image associated with positive t3 scores; however, this could not be attributed to the cell 

nucleus due to the small loadings of the protein secondary structures in the region 1660-

1550 cm-1. The large loading at 1734 cm-1 suggests that this part of the cell contains a 

different ester lipid type or fatty acids, possibly attributed to DNL induced by the 

combined fructose-vanadate treatment. This PC only accounts for about 2% of the total 

X-variance and may be too small for interpretation, however, future investigations that 

also investigate the impact of light scattering phenomena on the spectra may reveal more 

of the biochemistry and morphology by partitioning the information in the less important 

PCs towards the more important ones, through further minimisation of physical, light 

scattering effects not related to biochemistry.238 

As was observed in the point scans performed on the DoE study in Section 4.3.5, this 

assessment of the Block 1 and Block 2 treatments showed that there was very little 

difference between the PCA models and suggested that the differences in the treatments 

may be subtle and further analysis of the sub-regions may reveal more insights into the 

small biochemical changes induced by the treatments. This was marked as future work, 

along with the use of quantum cascade laser (QCL) spectroscopy to capture larger 

numbers of cells in a faster manner compared to the current FPA technique.221,444-445 

6.3.1.3 HIA Assessment of Block 3 Treatments 

Figure 6.13 presents the optical micrographs of the cells use for the Block 3 treatments, 

which were rendered insulin-resistant using endothelin-1 (ET-1)75 and represented by 
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factor d; no-sugar d; glucose ad; fructose bd; and glucose-fructose abd. Figure 6.13a and 

b show highly detailed images of the cellular morphology of the 3T3-L1 adipocytes, 

particularly the lipid droplets and the membrane boundaries between them. 

 

Figure 6.13: Optical micrographs of selected insulin resistant 3T3-L1 adipocytes; a) treatment d, no-sugar; 

b) treatment ad, glucose; c) treatment bd, fructose; and d) treatment abd, glucose-fructose. For treatment 

terminology, refer to Figure 4.2. Scale bar for all images is shown in figure d. 

The t1 scores for all cells in Block 3 (Figure 6.14) showed that this PC described between 

85-94% of the total X-variance in the images. In a similar trend to the previous analyses, 

the t1 scores described the main differences between the regions close to the cell 

membrane and the inner biochemistry and in all cases, the cell boundary was clearly 

defined. The p1 loadings associated with all treatments exhibited a very similar profile 

with the only difference observed in the loadings for the glucose-fructose treatment (abd, 

Figure 6.14d). For all Block 3 treatments the ν (C=O) lipid ester bands at 1747 and 1732 

cm-1 were broad and were different from the observations made in the p1 loadings for 

Blocks 1 and 2. This might account for subtle differences observed between insulin-

sensitive and -resistant cells as measured by FTIR microspectroscopy (Chapter 4). 
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Figure 6.14: PC1 scores and loadings for insulin resistant 3T3-L1 adipocytes, treated according to Figure 

4.2. Block 3 treatments; a) treatment d, no-sugar; b) treatment ad, glucose; c) treatment bd, fructose; and 

d) treatment abd, glucose-fructose. Important loadings are highlighted in this figure. 

The loadings from the no-sugar (d, Figure 6.14a) and fructose (bd, Figure 6.14c) 

treatments have a prominent band at 1734 cm-1 associated with lipid esters or fatty 

acids,200-201 suggesting that insulin resistant cells utilise a different pathway to metabolise 

fructose, or when no sugar is present cell culture media components such as glutamine.399 

An alternative hypothesis is that these cells do not utilise any external metabolites and the 
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internal biochemistry was shifting towards fatty acid synthesis and, therefore, utilising 

internal energy stores for survival. This may be justified by the observed shift in TAG 

related bands (~1743 cm-1) to a different lipid ester type or a fatty acid band ~1730 cm-1 

(although this band was on the higher end for a fatty acid).200 In Figure 6.14d the p1 

loadings for the glucose-fructose treatment (abd) was consistent with the glucose 

treatment (ad, Figure 6.14b), where the cells may be utilising glucose as evidenced by 

the increase in the lipid ester band between 1745-1747 cm-1. These data suggested that 

the insulin resistance induced by ET-1 may not be permanent and the cells were adapting 

to utilise the glucose present, or the presence of fructose may be enabling glucose uptake 

as observed by Froesch and Ginsberg,353 however this observation would not explain the 

uptake of glucose in the ad treatment. 

The p2 loadings (Figure 6.15) were also consistent with the observations made for the 

corresponding loadings for the Block 1 and 2 treatments and described the cellular 

compartmentalisation of lipids and fatty acids.  

 

Figure 6.15: PC2 scores and loadings for insulin-resistant 3T3-L1 adipocytes, treated according to Figure 

4.2. Block 3 treatments; a) treatment d, no-sugar; b) treatment ad, glucose. Important loadings are 

highlighted in this figure. 
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Figure 6.15 (cont): PC2 scores and loadings for insulin-resistant 3T3-L1 adipocytes, treated according to 

Figure 4.2. Block 3 treatments; c) treatment bd, fructose; and d) treatment abd, glucose-fructose. Important 

loadings are highlighted in this figure. 

The fructose-containing treatments (cd and acd, Figure 6.15c and d, respectively) 

showed increased band intensities in the protein secondary structures between 1660-1550 

cm-1, consistent with previous findings related to oxidative stress induced protein 

synthesis by fructose.20  As was also observed in previous treatments, 

compartmentalisation into lipid specific and fatty acid specific composition was 

observed. 

The PC3 scores and loadings (Figure 6.16) were consistent with the results observed 

previously for Blocks 1-2 that this was a minor PC contributing < 1.5% to the total X-

variance. The complex associations between the loadings were indicative of small, 

localised changes in lipids, lipoproteins and fatty acids.  

6.3.1.4 HIA Assessment of Block 4 Treatments 

The optical micrographs of the cells used for the Block 4 treatments where insulin 

resistance was induced by endothelin-1 (ET-1) as factor d; vanadate-only cd, glucose-

vanadate acd, fructose-vanadate bcd and glucose-fructose-vanadate abcd) and revealed 

the poor health of the cells treated under these conditions (Figure 6.17). Notably during 
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fixation of cells in the glucose-vanadate treatment (acd, Figure 6.17b), many cells 

detached and the cell located on this substrate was one of only few that could be 

investigated. 

 

Figure 6.16: PC3 scores and loadings for insulin resistant 3T3-L1 adipocytes, treated according to Figure 

4.2. Block 3 treatments; a) treatment d, no-sugar-vanadate; b) treatment ad, glucose-vanadate; c) treatment 

bd, fructose-vanadate; and d) treatment abd, glucose-fructose-vanadate. Important loadings are highlighted 

in this figure. 
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Figure 6.17: Optical micrographs of selected insulin-resistant 3T3-L1 adipocytes; a) treatment cd, no-

sugar-vanadate; b) treatment acd, glucose-vanadate; c) treatment bcd, fructose-vanadate; and d) treatment 

abcd, glucose-fructose-vanadate. For treatment terminology, refer to Figure 4.2. Scale bar for all images 

is shown in figure d. 

The PC1 scores and loadings (Figure 6.18) showed this PC varied highly in explained 

variance between 36-89.5% of the total variability. The glucose-vanadate treatment (acd, 

Figure 6.18b) may not be representative of the other cells in this analysis and was not 

further interpreted. The t1 scores described the main differences between the regions close 

to the cell membrane and the inner biochemistry of the cell as was observed in the Block 

1-3 analyses. The cell boundary for the vanadate-only and the fructose-vanadate 

treatments, cd and bcd respectively, were well defined (Figure 6.18a and c), however, 

the glucose-fructose-vanadate treatment (abcd) showed decreased definition of the cell 

boundary. 

The p1 loading associated with the glucose-fructose treatment (abd) was highly weighted 

in the region where bands due to protein secondary structures were evident (1660-1550 

cm-1). This treatment was also associated with large changes in the DNA band at 1705 

cm-1 and the band at 1606 cm-1, possibly associated with changes in tyrosine and arginine 

side chains.206  
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Figure 6.18: PC1 scores and loadings for insulin-resistant 3T3-L1 adipocytes, treated according to Figure 

4.2. Block 4 treatments; a) treatment cd, no-sugar-vanadate; b) treatment acd, glucose-vanadate; c) 

treatment bcd, fructose-vanadate; and d) treatment abcd, glucose-fructose-vanadate. Important loadings are 

highlighted in this figure. 
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One possible explanation for this observation may be the activation of glucose 

metabolism in the insulin-resistant cell induced by vanadate and characterised by the 

loading at 1745 cm-1 (lipid ester band), while the loadings at 2945, 2839 and 1606 cm-1 

were indicative of changes in lipid ester/fatty acids and tyrosine phosphorylation in the 

cell membrane.309 The increased protein loading intensities at 1657 and 1623 cm-1 were 

consistent with previous observations in Sections 6.3.1.1-6.3.1.3 that fructose was 

inducing changes in protein secondary structures. 

Interestingly, in the fructose-vanadate treatment (bcd, Figure 6.18c), the bands at 1749 

and 1730 cm-1 were positively correlated to each other and had equal weighting. This was 

a hybrid of the results obtained for the fructose treated cells in Blocks 1 and 2 for the 

insulin-sensitive cells. In the fructose treatment (b, Figure 6.6c) the 1738 cm-1 band was 

weighted, whereas in the fructose-vanadate treatment (bc), the 1743 cm-1 band was 

weighted (Figure 6.10c). Along with the loadings at 1716 cm-1 (DNA) and protein 

secondary structural changes (1660-1550 cm-1), these observations were consistent with 

the ability of fructose to promote protein synthesis.20 The loading at 1612 cm-1 was 

consistent with changes in tyrosine phosphorylation.309 In cancer cells, fructose has been 

reported to enhance protein synthesis through a mechanism that depletes cellular ATP 

levels and promotes mitochondrial respiration over glycolysis.20  

The p2 direction for Block 4 treatments (Figure 6.19) showed the same 

compartmentalisation of lipids and fatty acids as observed in Blocks 1-3. This PC 

explained between 3.8-10.4 % of the X-variance for treatments vanadate (cd), fructose-

vanadate (bcd) and glucose-fructose-vanadate (abcd). For the vanadate-only treatment 

(cd), the large loading around 1920 cm-1 was the major contributor to the t2 scores image 

and the splitting in this band was consistent with diverse cellular lipid ester/fatty acid 

composition. The lipid ester C=O band around 1740 cm-1 was split into a number of 

discrete loadings, again demonstrating the diverse cellular lipid composition. The 

combined insulin-resistance and vanadate-only treatment (cd) resulted in high levels of 

oxidative stress and the lack of carbohydrate metabolites (glucose and fructose) was 

postulated to induce complex bioreactions to adapt to the stress through the partitioning 

of the fatty acids to specific parts of the cell and in this manner, lipid and fatty acid 

reserves can provide energy to organelles such as the mitochondria or nucleus. Similar 

partitioning was observed for the fructose-vanadate treatment (bcd), and represented a 

state of increased oxidative stress. 
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Figure 6.19: PC2 scores and loadings for insulin resistant 3T3-L1 adipocytes, treated according to Figure 

4.2. Block 4 treatments; a) treatment cd, no-sugar-vanadate; b) treatment acd, glucose-vanadate; c) 

treatment bcd, fructose-vanadate; and d) treatment abcd, glucose-fructose-vanadate. Important loadings are 

highlighted in this figure. 
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The largest p2 loadings in the glucose-fructose-vanadate treatment (abcd, Figure 6.19c) 

were associated with the positive correlation of the protein amide I α-helix band (1657 

cm-1), the β-sheet band (1626 cm-1) and the amide II band (1545 cm-1). These bands were 

negatively correlated to the lipid bands at 2924, 2852 and 1745 cm-1, which were also 

positively correlated to the bands at 1701 cm-1 (DNA) and 1610 cm-1 (tyrosine and 

arginine side chains).182,206 These observations were attributed to increased protein 

synthesis induced by fructose, represented by the blue regions in Figure 6.19d and the 

red region was most likely representing the nucleus and/or mitochondria, with the 

mitochondria being the most likely site due to its association with lipid synthesis and 

changes in DNA/RNA.446 However, it was most likely that both the nucleus and 

mitochondria were contributing since they are in close proximity.16 

The PC3 direction (Figure 6.20) described a similar level of treatment variability as 

observed in the PC2 direction and also described cellular compartmentalisation. The 

remaining biochemical processes being explained were minor, however, they may also 

be important and cannot be completely discarded. The p3 direction for the vanadate-only 

treatment (cd, Figure 6.20a), described the partitioning of fatty acids (1732 cm-1) and 

lipid esters (1749 cm-1). A similar trend was observed in the fructose-vanadate treatment 

(bcd, Figure 6.20c), however, the position of the lipid ester band was positively weighted 

at 1759 cm-1 and negatively weighted at 1743 cm-1, which was also positively correlated 

to the fatty acid (or DNA) band at 1720 cm-1. This observation was consistent with the 

diverse lipid biochemistry found in adipocytes.185,293 

The p3 loadings for the glucose-fructose-vanadate treatment (abcd, Figure 6.20d) were 

dominated by changes in secondary protein structure and showed changes in β-turns 

(1660 cm-1) positively correlated to the amide II band at 1551 cm-1). These loadings were 

weighted in similar regions as the p2 loadings, which showed that there were different 

protein structures in the region of the mitochondria (red region in the t2 scores image) and 

the main part of the cell (red region of the t3 image). With reference to the optical 

micrograph of Figure 6.17d, the protein regions highlighted in the p3 loading may also 

be associated with the stromal cells used to support the cell.201 

This current study has shown the power of the multivariate approach over the univariate 

approach of peak integration, however, it also generated complex data that required in-

depth analysis and comparison of many analyses. This approach is therefore superior in 
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information extraction, however, more work is required on larger cell numbers and 

multiple culture to fully understand the mechanism revealed in this short feasibility study. 

 

Figure 6.20: PC3 scores and loadings for insulin resistant 3T3-L1 cells, treated according to Figure 4.2. 

Block 4 treatments; a) treatment cd, no-sugar-vanadate; b) treatment acd, glucose-vanadate; c) treatment 

bcd, fructose-vanadate; and d) treatment abcd, glucose-fructose-vanadate. Important loadings are 

highlighted in this figure. 
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6.3.2 Effects of Sugar Treatments of 3T3-L1 Adipocytes Using Synchrotron 
FPA Microspectroscopy 

6.3.2.1 FPA Analysis of Glucose Treated Adipocytes on 0.2 mm CaF2 Substrates 

A CaF2 substrate thickness of 0.2 mm was the thinnest available for these experiments 

and represented a balance of improved transmission and mechanical resistance to 

breakage. PCA was applied to the FPA images collected on a selected 3T3-L1 adipocyte 

chemically fixed to the CaF2 substrate (Figure 6.21). To evaluate the sensitivity for 

detecting cellular composition, morphology and to investigate PCA’s ability to implicitly 

model unwanted variation into noise components no masking was performed. The PCA 

loadings for the images in Figure 6.21 are shown in Figure 6.22. 

 

Figure 6.21: Optical micrograph and PCA scores images of a single 3T3-L1 adipocyte chemically fixed to 

a 0.2 mm CaF2 substrate; a) optical micrograph; b) t1 scores image; c) t2 scores image; and d) t3 scores 

image. 

The combined scores and loadings showed that a three PC model described 85.6% of the 

total X-variance and the information was dominated by lipid and fatty acid bands between 

2920-2800 cm-1, 1750-1720 cm-1 1480-1450 cm-1 and bands between 1240-1080 cm-1 

(Table 1.1). The scores images (Figure 6.21b-d) displayed minimal aberrations as was 

observed in Chapter 3. Analysis of higher order PCs only showed small contributions 
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from proteins and the PC4 scores and loadings (Figure 6.23) indicated that there may 

only be small regions of protein associated with the selected cell. 

 

Figure 6.22: PCA loadings for FPA images of a 3T3-L1 adipocyte treated with glucose and chemically 

fixed to a 0.2 mm CaF2 substrate; a) p1 loadings; b) p2 loadings; and c) p3 loadings. 

 

Figure 6.23: a) t4 scores image; and b) p4 loadings for a 3T3-L1 adipocyte treated with glucose and 

chemically fixed to a 0.2 mm CaF2 substrate. 

The images of the selected cell showed the typical high lipid content of an adipocyte 

treated under conditions that promote growth, as adipocytes are typically >90% lipid in 

composition.30 The lack of protein in the selected adipocyte could also be related 

sampling, i.e., the selected cell for this assessment had a lower protein content, however, 
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it was more likely that this adipocyte was at an advanced stage of cell development 

associated with the large lipid bands observed in the p1 loadings. 

6.3.2.2 FPA Analysis of Glucose Treated Adipocytes on 0.5 mm CaF2 Substrates 

PCA was applied to the FPA images collected on a selected 3T3-L1 adipocyte chemically 

fixed to a 0.5 mm CaF2 substrate (Figure 6.24). The associated PCA loadings for the 

images in Figure 6.24 are shown in Figure 6.25. 

 
Figure 6.24: Optical micrograph and PCA scores images of a single 3T3-L1 adipocyte chemically fixed to 

a 0.5 mm CaF2 substrate; a) optical micrograph; b) t1 scores image; c) t2 scores image; and d) t3 scores 

image. 

The aberrations observed by Tobin, et al.215,255 and Findlay, et al.286 were also observed 

in the scores images (Figure 6.24) from the t1 image and became progressively more 

pronounced in the t3 image. An outline of the cell morphology was observed in the first 

two scores images, while the third image showed a shadow of the cell dispersed in the 

Moire-like pattern caused by the aberrations.286 The t1 scores image showed that the 

protein content of this cell was different to the cell imaged in Section 6.3.2.1, where bands 

at 1654 cm-1 and 1546 cm-1 were observed, related to amide I and amide II bands, 

respectively.172 
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The p3 loadings (Figure 6.25c) displayed a highly complex pattern in the 1800-1400 cm-1 

region. Due to the reduced information of the cell morphology observed in the t3 image, 

masking was applied to the background using the cell outline information in the t1 and t2 

scores image and a PCA model was generated for the cell region only for the first three 

PCs (Figure 6.26). Masking eliminated the main effects of the aberrations and revealed 

more biochemical information in the loadings. 

 

Figure 6.25: PCA loadings for FPA images of a 3T3-L1 adipocyte treated with glucose and chemically 

fixed to a 0.5 mm CaF2 substrate; a) p1 loadings; b) p2 loadings; and c) p3 loadings. 

Comparison of Figure 6.25a and Figure 6.26a reveal that the p1 loadings showed very 

similar information to the unmasked image, however, assessment of the masked image 

(Figure 6.26a), showed the spectral contributions from proteins were reduced and the 

PC1 direction (as was the case in Section 6.3.1) was a descriptor of the lipid content in 

the adipocyte cell. As was also observed in Section 6.3.1, the PC2 direction in Figure 

6.26b described a partitioning of the lipid droplets into those consisting of lipid esters 

(positive scores, red regions) and described by loadings at 2927, 1754, 1473 and 1126 

cm-1 versus those described by negative t2 scores (blue regions) and loadings at 1735, 

1454 and 1145 cm-1. The band at 1735 cm-1 was most likely a lipid ester band,200 

therefore, the large spitting of the band around 1743 cm-1 was indicative of two different 

types of lipid in the cell. The PC3 direction described similar information to that in PC2, 
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however, in PC3, the splitting of the bands at ~2920 and 2850 cm-1 further confirmed the 

presence of two lipid types in different compartments within the cell.  

 
Figure 6.26: Masked PCA scores images and loadings for a single 3T3-L1 adipocyte chemically fixed to a 

0.5 mm CaF2 substrate. Scores image and loadings for; a) PC1; b) PC2; and c) PC3. 

The deconvolution of separate bands over the wavenumber region 2920-2850 cm-1 

correlated with those observed in the band at 1743 cm-1. In particular, the bands at 2931, 

2861 and 1739 cm-1 in the negative p3 direction were positively correlated, as were the 

bands at 2912, 2842 and 1758 cm-1 bands in the positive p3 direction. The 2931 and 2861 

cm-1 bands were assigned to cholesterol,441 and due to the lack of a C=O moiety in 

cholesterol, the band at 1739 cm-1 was most likely attributed to cholesterol esters that are 

known to be present in adipocytes in small amounts,447 and commensurate with the 

smaller contribution from the p3 (and p2) loadings. 
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6.3.2.3 FPA Analysis of Glucose Treated Adipocytes on 1.0 mm CaF2 Substrates 

PCA was applied to the FPA images collected on a selected 3T3-L1 adipocyte chemically 

fixed to a 1.0 mm CaF2 substrate (Figure 6.27). The associated PCA loadings for the 

images in Figure 6.27 are shown in Figure 6.28. Aberrations were also observed in the 

scores images (Figure 6.27) and were of a similar magnitude to those observed in the 

adipocyte fixed to a 0.5 mm substrate. The selected cell was the best available for this 

study and due to its size, it was not possible to focus the entire cell. The t1 scores image 

showed the general outline of the focussed portion of the cell, while the t2 scores image 

highlighted internal cellular compartments. This observation was consistent with the 

finding made for t2 in this entire study. 

 

Figure 6.27: Optical micrograph and PCA scores images of a single 3T3-L1 adipocyte chemically fixed to 

a 1.0 mm CaF2 substrate; a) optical micrograph; b) t1 scores image; c) t2 scores image; and d) t3 scores 

image. 

The p3 loadings (Figure 6.28c) displayed a similar complexity in the 1800-1400 cm-1 

region as the cell fixed onto the 0.5 mm substrate (Figure 6.25c). The t3 scores image did 

not describe the cell morphology, and after masking was applied to the background using 

information in the t1 and t2 scores images, a PCA model was generated for the cell region 

only for the first three PCs. The first two PCs of this model described the majority of the 
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information in the data and this time, the PC3 direction isolated the fringing pattern in the 

loadings (Figure 6.29). Similar fringing patterns were observed in Section 3.5. for 

chemical mapping studies performed at the Australian Synchrotron using the single 

beam/detector configuration and was attributed to aberrations induced by CaF2.215,255 

 

Figure 6.28: PCA loadings for FPA images of a 3T3-L1 adipocyte treated with glucose and chemically 

fixed to a 1.0 mm CaF2 substrate; a) p1 loadings; b) p2 loadings; and c) p3 loadings. 

 

Figure 6.29: a) t3 scores image; and b) p3 loadings for a 3T3-L1 adipocyte treated with glucose and showing 

the fringing pattern induced by the 1.0 mm CaF2 substrate. 



 

275 
 

6.4 Discussion 

Modern hyperspectral imaging (HSI) software packages combined with FPA FTIR 

microspectroscopy enabled the acquisition and analysis of highly complex biochemical 

and morphological data generated from single adipocytes.  Post-acquisition, HSI software 

packages provided masking tools that allow the ROI to be assessed without the influence 

of clutter, which is defined in the HSI literature as any information not related to the 

ROI.232 The advantage of software masking is that it avoids having to use knife edge 

apertures of the FTIR microscope, that restrict the acquired image to a rectangular area, 

by allowing the use of free form polygon selection of the ROI.448 In this manner, only the 

most relevant biochemical information can be modelled from the images, providing 

greater insights into complex biological pathways. 

This feasibility study was performed to investigate whether useful information could be 

obtained from FPA images of single isolated adipocytes chemically fixed onto CaF2 

substrates. The cell populations were heterogeneous and were affected by treatment 

conditions, fixation conditions and cell cycle stage.201 The CaF2 substrate, although 

infrared transparent and versatile for many applications in infrared spectroscopy produced 

aberrations, restricted transmission below 1000 cm-1 and induced cell cycle arrest, that 

could be a confounding effect with respect to any treatments applied, especially cytotoxic 

treatments that induced cell cycle arrest prior to inducing apoptosis.436 

Simple processing methods, such as derivatives and sample-based normalisation, were 

used to minimise the majority of physical effects induced by sampling and light scatter.223 

This resulted in PCA models that typically described the majority of the cell composition 

and morphology in the first two PCs. In the case of 3T3-L1 adipocytes, which are ~ 90% 

lipid in composition,16 the PC loadings were reflective of the lipid bands and the 

corresponding scores images provided details into how the various biochemicals 

distribute in the cell. The most interesting finding was that lipid droplets 

compartmentalise into specific areas that store neutral lipids and those that store fatty 

acids. This information can be used to complement the spectral analysis on point spectra 

in Chapter 4 by isolating localised organelles in the cell that may be responsible for 

observed biochemical changes induced by treatments.  

Compartmentalisation has been associated with lipid droplets performing specific roles 

with the cell nucleus or mitochondria for the provision of immediate energy and 

conversion into energy reserves for the cell or for use in peripheral tissues.443 The location 
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of specific lipid droplets may also be an indicator of the location of various organelles in 

the cell. The images acquired in this study showed that in some treatments, associations 

between lipid and protein synthesis were correlated, particularly for treatments containing 

fructose and it was postulated that these regions of high correlations defined specific 

organelles within the cell responsible for DNL. 

FPA imaging offered the advantage of faster data acquisition compared to single point 

mapping and produced high detail images that were obtained in minutes, rather than hours 

on laboratory-based instruments. Although SR-based light sources offered more focussed 

and brighter beams compared to Globar® sources, the application of SR-mapping was 

best suited for investigating localised regions obtained from a larger map where fine detail 

data acquisition on a smaller ROI was required. For these smaller ROIs, oversampling 

was applied to obtained finer detailed, high-quality spectral data within the cryogenic 

cooling time (~8 hrs) of the MCT detector.  

FPA imaging provided enhanced spatial detail over larger sample areas. To take 

advantage of the synchrotron advantage of brilliance, facilities such as IRENI in the 

United States combined 12-beams and focussed them onto the 64×64 sub-array of a 

128×128 FPA detector.282,286  In the study at the Australian Synchrotron, four-beams 

were combined and focussed onto the aperture of a Bruker Hyperion 3000 FTIR 

microspectrometer where the energy was focused onto the inner 32×32 sub-array of the 

64×64 FPA detector,255 where the non-collimated beam dispersion covered 75% of the 

detector area (Figure 3.41). 

Therefore, when applied to FPA detection, the small beam spot advantage is lost in favour 

of the increased brilliance of incident radiation over a larger region of the detector. The 

combination and focussing of beams can enhance aberrations observed in acquired 

images and Findlay, et al.286 described this phenomenon as interferences induced by 

overlap of the beam edges (Figure 6.1). In this study, similar aberrations were also 

observed in FPA imaging and to a lesser extent in the mapping studies performed in 

Chapter 3, which were also attributed to effects induced by the CaF2 substrate.215,270 

Overall, the use of laboratory-based Globar® FPA FTIR microspectroscopy provided 

similar results to the combination of multiple synchrotron beams. Where there may be 

advantages to using such multiple-beam set ups, this is sample specific, however, for the 

assessment of 3T3-L1 cells, which are relatively large and heterogenous in composition 
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and morphology, the laboratory-based system provided images that were interpretable 

and comparable in information to the four-beam synchrotron setup. 

Although the current study was not as detailed as the study presented in Chapter 4, the 

results obtained were consistent with changes in cellular biochemistry induced by the 

different treatments. FPA imaging provided important information on the cellular 

compartmentalisation of lipid droplets within individual adipocytes, which was not 

possible using single-point spectra. Single-cell imaging identified differences in lipid 

droplet composition, which indicated that lipid droplets were associated with other 

organelles, such as the mitochondria or nucleus where they provide lipid ester/fatty acids 

related to the energy requirements of the specific organelle. The acquisition of more 

images of a single culture and over multiple cultures will provide more information on 

the biological variability associated with single-cell images and future work will elaborate 

on the feasibility study described in this chapter. 
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Chapter 7 Conclusions and Further Work 
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7.1 Conclusions 

7.1.1 FTIR Microspectroscopy as a Tool for Investigating Pro-drug Induced 
Biochemical Changes 

The FTIR microspectroscopy studies elucidated biochemical and morphological effects 

of anti-diabetic and anti-cancer pro-drugs in insulin-sensitive cell lines. Three modes of 

data acquisition were evaluated: single-point spectra of whole cells, raster scanning 

chemical maps and focal-plane-array (FPA) imaging of single cells. Each method was 

optimised and assessed in terms of the quality of information obtained using standard 

spectral processing methods and multivariate data analysis (MVDA).  While FTIR 

microspectroscopy does not measure discrete biological pathways in cells to the same 

levels of bioassay techniques, it provided measurements of the overall biochemical 

changes induced by different treatment conditions, in vitro. Thus, information about 

overall metabolic shifts and morphological changes induced by anti-diabetic and anti-

cancer treatments were evaluated and interpreted at the microscopic-level, to provide 

insights into cellular bioprocesses.410 

7.1.2 Optimisation of Spectral Data Acquisition Parameters and Processing 
Methods 

FTIR spectra were acquired at the Australian Synchrotron where point scanning and 

chemical mapping data acquisition parameters were optimised using the 3T3-L1 mouse 

adipocyte in vitro model of type 2 diabetes mellitus and metabolic syndrome.449 FTIR 

confocal microspectroscopy was performed with mechanical pinholes inserted between 

the sample and the detector, to result in spatial resolution improvements of up to ∼λ/2 

compared to diffraction-limited spatial resolution of ~2λ/3 for a single objective.270,450 

Although a number of publications describe the best scanning parameters for FTIR 

microspectroscopic spectral data acquisition,189,257 a definitive work on the optimisation 

of spectral coadditions was not evident. The pharmaceutical and related industries use 

methods that evaluate the repeatability and reproducibility of data acquisition parameters 

based on empirical studies applied to the sample type under investigation.225,268 The 

method of fixed block standard deviation (FBSD)281 was used to objectively define the 

optimal number of coadditions to use for spectral data acquisition of the 3T3-L1 cell line. 

This cell line provided a highly challenging sample type due to its multilocular structure 

that induced multiple cell boundaries between lipid droplets. This resulted in a number of 

light scattering effects that must be corrected prior to multivariate analysis. 
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For the mapping studies, the larger the pinhole used, the smaller the spectral variance 

when assessed by PCA and FBSD methods on single measurement points taken over four 

locations of a cell of known biochemical content. Normalisation of the spectra, post 

derivatisation, is a recommended approach prior to multivariate data assessment,257,273 

and improved the separability of the cell positions, compared to derivatives alone, as 

assessed by PCA scores. There are a number of normalisation techniques available, some 

based on training sets (such as multiplicative and extended multiplicative scatter 

correction, MSC/EMSC),238,274,451 column-wise scaling, such as vector 

normalisation,233,452 hybrid empirical and mechanistic information models (resonant Mie 

Scatter, RMieS and Mie extinction methods)265,275,277-278 and SNV,236 which is a row-wise 

normalisation technique that corrects each spectrum to the mean and standard deviation 

of the spectrum itself. 

While simple in its application, SNV has the propensity to propagate noise across the 

entire spectrum, especially if a second derivative was applied as the first processing 

method. This is because SNV is based on the mean and standard deviation calculated 

from the spectrum and the wavenumber range selected to perform these calculations. 

Therefore, the addition of noisy regions into the SNV calculation can amplify noise in a 

spectrum due to the calculation of small, second differences between adjacent data 

points.223 The amount of noise propagated is a function of the spectral resolution and the 

size of the smoothing filter used by the derivative function. Therefore, it was important 

to explicitly improve the signal-to-noise ratio (S/N) in raw data acquisition by performing 

an objective spectral coaddition optimisation study prior to defining an optimised 

processing strategy. 

The Savitzky-Golay filters fit standard polynomials to data points in a defined smoothing 

window.234 Moving the filter in a boxcar manner over the entire spectral region results in 

further reduction in noise, such that when the derivative is applied, the amplification of 

noise is minimised and the retention of information is maximised.223 Over-smoothing 

resulted in a loss of resolution of overlapping spectral bands and under-smoothing 

propagated noise. The task of defining a spectral filter was a combination of subject 

matter expertise and a well-designed empirical study to ensure critical spectral bands were 

not ‘averaged’ out. 

Normalisation of the smoothed spectra then required another empirical study to be 

performed to ensure that low and high frequency artefacts did not propagate across the 

derivatised data. The optimal removal of noisy spectral regions minimised artefacts that 
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would otherwise require implicit correction by multivariate modelling.238 The noise in the 

spectra was determined to be a function of detector sensitivity and optical characteristics 

of the CaF2 substrate. A practical cut off limit of 1000 cm-1 was imposed on the use of 

CaF2 substrates due to the decreased light transmission below 1000 cm-1.214-215 CaF2 also 

induced coherent aberrations into the spectra as a result of refractive index changes 

between 1800-1000 cm-1.215  

Noise considerations were most important when using a small pinhole in FTIR confocal 

microscopy, as the reduced light flux resulted in a smaller wavenumber range (cut off 

limit of 1200 cm-1) available to obtain biochemical information. This had practical 

ramifications when using CaF2 as a substrate in combination with a small pinhole, as 

more coadditions were required to acquire spectra of low noise characteristics, therefore 

reducing the size of the map due to detector cooling time limitations. In future work, these 

limitations will be addressed using other substrates such as silicon nitride (Si3N4).243 CaF2 

is a more robust substrate than Si3N4, which is highly fragile, particularly when cold 

methanol fixation is used and does not travel well from one laboratory to another, thus 

adding another practical limitation, however, one that has been managed using caution.243 

Application of principal component analysis (PCA) is the multivariate visual equivalent 

to analysis of variance (ANOVA), where the repeatability of a method was assessed by 

how tightly points within a group cluster together versus the between sample groupings 

induced by different treatments. Therefore, PCA provided a non-biased means of 

evaluating complex multivariate data as single points in multivariate space, which 

enabled an objective and visual evaluation of the data. PCA can be used to determine 

whether a particular combination of spectral data acquisition parameters, processing and 

sampling methods provides improvements in overall variability and biochemical 

information obtainable from the spectra.  

When considering overall spectral data quality, there is, however, a trade-off between 

precision and time. While the large pinhole provided spectra with less noise 

characteristics, this was at the cost of fine detail, as evidenced in the mapping studies that 

compared the large and the small pinholes. The pixel size in a raster scan map was 

diffraction limited, therefore, finer detailed maps are a function of the beam spot size and 

the amount of oversampling.263  When the data were displayed as pixel maps, it was 

difficult to discern morphological information without the use of mathematical rendering, 

in the form of contour plots. Such plots made the maps appear to be more interpretable 

than they really are. To map a complete cell to a high degree of precision (i.e., using a 
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larger number of coadditions), required a small pinhole with a large amount of 

oversampling. The time taken to collect a map of reasonable resolution would take longer 

than the time the detector can be effectively cryogenically cooled, as refilling a detector 

during spectral acquisition requires the system to be restabilised before the measurement 

can be continued.221 Therefore, it was concluded that SR-FTIR microspectroscopy was a 

useful tool for acquiring high quality single cell spectra, or to focus down on a small 

region of interest (ROI) using a small pinhole to obtain high quality maps of a particular 

region, however, to produce detailed images, the use of FPA was the preferred method. 

Optimisation of a laboratory based Globar® instrument was assessed in a similar manner 

as the SR-FTIR microspectroscopic setup, this time using mechanical knife edge 

apertures to exclude extraneous information outside of the cell ROI when performing 

point scan experiments. Studies performed using aperture sizes ranging from 4×4 to 

30×30 µm were investigated using the HepG2 cell line. Assessment of the selected 

aperture sizes, showed that spectra with low noise were obtained for a 12×12 µm aperture 

with best results obtained when the aperture was set to 20×20 µm, in agreement with the 

literature.257 For this study, aperture sizes were not set to under 16×16 µm and 256 

coadditions were used for all spectral acquisitions.  

Images acquired using a laboratory Globar® FPA FTIR microspectrometer were recorded 

using the systems full field of view (FoV) and a 36× Cassegrain objective. An 

optimisation study showed that spectra of low noise characteristics were acquired on 3T3-

L1 adipocytes using 256 coadditions and for detailed work on cells of interest, images 

were acquired using 512 coadditions. Setting the integration time of the detector was one 

of the biggest challenges of the FPA method, as it was sample specific and required 

assessment prior to the collection of each image to avoid detector saturation. Images were 

collected over a time ranging from 7 min for 256 coadditions to 15 min for 512 

coadditions. In all cases, acceptable, high-quality images were obtained. 

When a multiple-beam synchrotron light source was used for FPA imaging,255 many 

scattering effects and aberrations resulted. To date, advanced processing methods using 

corrections algorithms for Mie scattering275-276,278 applied to the spectra in this study did 

not improve the quality of the spectra, or the information obtained from the processed 

spectra after multivariate modelling. However, these algorithms will be explored in 

greater detail in future studies. The best processing method was a Savitzky-Golay second 

derivative using nine-point smoothing for the synchrotron FPA study. Normalisation 
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propagated too much noise across the spectral data due to the enhanced aberration effects, 

however; PCA was able to implicitly model out the aberrations into higher order PCs. In 

general, for all modes of data acquisition, provided an empirical study was performed 

prior to data collection that optimised the number of spectral coadditions (i.e., improved 

the S/N), simple processing methods resulted in multivariate models that were 

interpretable when modelled using a small number of PCs/Factors, when using PCA or 

PLS-DA, respectively. 

7.1.3 FTIR Microspectroscopic Assessment of 3T3-L1 Adipocytes 

The novel use of FTIR microspectroscopy enabled much more insight into biochemical 

changes than standard cytotoxic cell assays related to the insulin-mimetic and cytotoxic 

action of vanadate on treated 3T3-L1 adipocytes. FTIR microspectroscopy applied to 

vanadate treated adipocytes enabled interpretation of biochemical changes induced by 

increased states of oxidative stress and the results obtained were assigned to a number of 

established biochemical pathways, including those that induced apoptosis.195,202,205 

Oxidative stress is defined as the imbalance of oxidants and antioxidants in favour of the 

former.159   

Over the concentration range 0-15 µM, vanadate treatments induced insulin-mimetic 

actions, which became increasingly cytotoxic as vanadate concentration was increased. 

The results obtained showed that insulin-sensitive cells were more tolerant to vanadate 

than were insulin-resistant cells. Such differences were attributed to the increased 

oxidative stress environment caused by insulin resistance and amplified when vanadate 

concentration induced critical levels of ROS.75  Redox cycling of V(IV)/V(V) induced 

the production of oxidants, such as H2O2 that self-perpetuate increased oxidative stress 

and finally apoptosis.129 

FTIR microspectroscopy showed that increasing vanadate concentration correlated with 

lipid peroxidation and modifications of plasma membrane lipids that were associated with 

changes expected during apoptosis.195,202,205 The biochemical responses of insulin-

sensitive and -resistant cells towards vanadate resulted in subtle changes in FTIR spectral 

bands and required multivariate methods of analysis to extract the information. Spectral 

features of adipocytes were dominated by lipid ester and fatty acid bands. Multivariate 

analysis revealed that the major changes were associated with lipid composition and 

corresponding changes in protein secondary structures. Since adipocytes are > 90% lipid 
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and fatty acid in composition,16 changes in lipid biochemistry and lipotoxicity were 

expected to be the main drivers of biological changes induced by vanadate treatments. 

The factorial experimental design used to evaluate treatments applied to adipocytes in 

four factors: glucose, fructose, vanadate and insulin-resistance revealed that glucose and 

fructose were metabolised differently by adipocytes. This was evidenced in multivariate 

spectral modelling that revealed fructose induced FFA synthesis and glucose induced 

TAG synthesis was consistent with the literature.353 FTIR microspectroscopy showed that 

equal concentrations of glucose and fructose resulted in a decrease in glucose metabolism 

and an increase in fructose metabolism. Baena, et al.453 reported that fructose impairs 

insulin signalling and also reduced GLUT4 levels in plasma membranes. The integrity of 

the plasma membrane was modelled as FTIR band shifts and intensity changes associated 

with plasma membrane lipids, fatty acids and lipoproteins.195,205 Biochemical changes 

were observed mainly for fructose or vanadate treatments, consistent with induced 

oxidative stress, lipid peroxidation, membrane fluidity and other structural changes that 

influence the integrity of the cell membrane.200 

The largest effects observed in FTIR spectra and the greatest separation between 

treatment blocks was apparent for insulin-resistant cells. Glucose treatment of insulin-

resistant cells resulted in minimal glucose uptake and metabolism, whereas the combined 

glucose-fructose treatment improved cell growth, however, only small increases in lipid 

band intensities were observed, which indicated that while adipocytes were using fructose 

as an energy source, it was not being metabolised to the same extent as glucose in an 

insulin-sensitive state. When vanadate was added to the treatment regimen of sugar 

treated insulin-resistant adipocytes, it acted as an insulin-mimetic, to promote the uptake 

of glucose, as evidenced by TAG synthesis. In the presence of glucose alone, vanadate 

promoted higher TAG synthesis than the combined glucose-fructose treatment, again 

consistent with the observations made by Froesch and Ginsberg,353 that fructose may 

decrease glucose metabolism in adipocytes. 

The use of DoE systematically changed all treatment variables and provided interpretable 

results that were consistent with known actions of glucose, fructose and vanadate on 

adipocytes. Although the processing applied minimised spectral noise and improved 

interpretability, the high heterogeneity of adipocytes and the scattering artefacts 

generated result in the highest sources of variability being extracted into the first three 

components/factors of the PCA/PLS-DA model, respectively. It was possible that 

smaller, but important biochemical changes might be excluded using the simpler 
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processing methods and that these smaller biochemical changes were confounded with 

noise. Detailed studies incorporating correction procedures such as RMieS,276-278 and 

ME-EMSC275 will be further explored in future work on focussed data sets consisting of 

larger sample numbers to determine whether any improvements in regards to 

interpretability can be made.  

The quantum cascade laser (QCL) based methods described in Section 7.2 provide a 

means of collecting more data in a shorter time frame. This will enable more 

comprehensive investigations to be performed on multiple cell cultures to better 

understand the inter and intra culture biochemical variability, particularly for the 3T3-L1 

cell line, which showed that differences in FTIR spectra between insulin-sensitive 

and -resistant cells were only subtle. The results obtained and reported herein showed that 

FTIR microspectroscopy provided in-depth biochemical information on vanadate action. 

Future work is expected to provided further insights into variability between cell cultures. 

7.1.4 FTIR Microspectroscopic Assessment of HepG2 Cells 

Unlike the 3T3-L1 adipocyte cell line, which required differentiation from pre-adipocyte 

fibroblasts, HepG2 cells were cultured directly onto CaF2 substrates, where control of the 

seeding rate and confluence allowed the use of the MTT cytotoxic assay to be performed 

with vanadate, cisplatin and doxorubicin. In this way, a direct comparison of the FTIR 

spectra acquired on single cells and the results from MTT assay curves could be made. 

Excellent correlations were established between the multivariate models and the 

cytotoxicity MTT assay curves. However, the FTIR spectra not only modelled cell 

viability, but also provided deeper insights into simultaneous biochemical changes 

induced by the treatments that were not obtainable with MTT assays. Consistent with the 

literature, the combined multivariate model of vanadate, cisplatin and doxorubicin 

showed that the actions of cisplatin and doxorubicin were closer to each other than 

vanadate and were related to DNA changes, whereas the action of vanadate was 

characterised by changes in lipids and lipid peroxidation induced by oxidative stress. 

Vanadate also induced a wider range of systematic biochemical changes compared to the 

other treatments, as evidenced by the larger multivariate space these treatments occupied. 

The MTT assay and multivariate model of vanadate action was described in three phases: 

growth, apoptotic changes and death, and fibrosis/phenotype changes in surviving cells. 

During the growth phase, low concentrations of vanadate promoted protein synthesis, 

possibly through activation of the mTOR/mTORC1 pathway and using amino acids from 
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cell media in preference to glucose to promote this growth.399 As the vanadate 

concentration was increased, the growth phase transitioned to an apoptotic and cell death 

phase, consistent with vanadate changing to a cytotoxic agent. This phase was 

characterised by two dose-dependent biochemical processes: initial lipid accumulation 

followed by a transition to lipid depletion and lipid peroxidation. These changes were 

postulated to be the result of vanadate redox-cycling that generated higher levels of ROS 

to result in mitochondrial dysfunction, lipid peroxidation and apoptosis, as evidenced by 

changes in the FTIR spectra of membrane lipids and, in particular, the loss of cell 

membrane integrity.195,202,205 

The third phase of vanadate action on HepG2 cells was postulated to result from one of 

two possibilities: the HepG2 cell culture was composed of a number of phenotypes, some 

more resistant to treatment than others, or surviving cells that underwent an epithelial to 

mesenchymal transition (EMT) as a response to harsh treatment conditions. It has been 

reported that cells that remain fixed to the substrate after treatment are the most 

resistant,160 and may represent a phenotype that pre-existed in the main population that 

could only be detected after the harshest of treatments. The pre-existing phenotype 

postulate requires more investigation on multiple cultures using analysis of larger 

populations through the use of the new QCL systems, while the EMT transition is 

contradictory to the reported action of vanadate and its ability to inhibit EMT.144,153 

However, FTIR microspectroscopy showed that during the third phase of vanadate action, 

bands consistent with fibrosis were observed and biochemical processes similar to those 

that occur in neurodegenerative diseases may result from the breakdown of actin to 

produce stress fibrils and eventually lead to EMT.349,412 

Investigation of optical micrographs acquired from HepG2 cells treated with increasing 

cytotoxic vanadate concentrations showed that the cell morphology rounded at lower 

cytotoxic doses, consistent with apoptosis,327 until a point where those cells remaining 

displayed the typical stellated, fusiform morphology of mesenchymal cells.374 Further 

experiments were performed on HepG2 cells treated with higher vanadate concentrations 

for 72 hr, where similar results were generated to the initial experiments. The cells that 

remained on the CaF2 substrate were then re-proliferated in normal glucose-supplemented 

media and incubated for 72 hr. Evidence of re-proliferation was observed, even at 1000 

µM V(V) where a possible mesenchymal to epithelial transition (MET) occurred that 

supported the initial EMT postulate, however, future work will investigate whether such 

EMT/MET transitions were occurring. 
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Extending the experimental design to include fructose treatments and using vanadate 

concentrations at the IC50 values and 50% of the IC50 value showed that non-vanadate 

treated cells separated from vanadate treated cells. At the IC50 value, vanadates cytotoxic 

effect was the most significant factor influencing cell viability (p = 0.002). An initial 

ANOVA showed that the linear model was not an appropriate fit to the data as evidenced 

by the significant curvature effect (p = 0.003). This effect was induced by the centre points 

of the design where [V(V)] was at 50% of the IC50 value. Consistent with the observations 

made in the initial vanadate growth phase model, vanadate was promoting cell viability 

in the presence of both glucose and fructose and this was associated with increased protein 

synthesis. 

An important outcome of this observation for both 3T3-L1 and HepG2 cells was the 

dichotomy of concentration. Low concentrations of vanadate promoted cellular growth in 

adipocytes and HepG2 cells, therefore, concentrations used in trials to treat insulin-

resistance/T2DM can promote cancer growth and vice versa, cytotoxic concentrations of 

vanadate used to treat cancers could also be detrimental to normal glucose uptake in 

adipocytes. The heterogeneity of the HepG2 cell populations could also confound the 

concentration situation further as the treatment resistant cells could re-proliferate after 

treatment is completed. The damage done to other cell types may compromise an 

individual’s immune system, thus making them more susceptible to the detrimental 

effects of cancer re-proliferation. However, when considered in vivo, the positive effects 

of vanadate on immune system activation to promote cancer cell death must be 

considered.102,105 

Multivariate modelling of FTIR spectra obtained from performing the DoE protocol 

produced results consistent with the ANOVA model of cell viability. A combined model 

of vanadate-treated vs. non-treated cells showed two clusters in multivariate space. The 

cluster defined by the vanadate treatments was more variable compared to the non-

vanadate treatments consistent with the observation made when vanadate was compared 

to cisplatin and doxorubicin treatments. This was attributed to the action of vanadate 

inducing highly diverse biochemical changes related to increased lipid synthesis in 

HepG2 cells induced by oxidative stress.454 The non-vanadate treated cells clustered 

tighter compared to those treated with vanadate and the multivariate model showed that 

HepG2 cells could equally use fructose or glucose as a source of energy. Combined 

glucose-fructose treatment led to less utilisation of both sugars; however, this effect was 
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small compared to the overall effect of vanadate, that induced apoptotic pathways at the 

IC50 value. 

The combined fructose-vanadate treatment induced the most variability as evidenced in 

the ANOVA assessment of cell viability and the multivariate models. As cancer cells are 

already in a high state of oxidative stress,147 the effect of vanadate was to induce further 

stress through the generation of ROS. Fructose is also known to induce higher levels of 

oxidative stress in cells through the promotion of protein synthesis and DNL20 and, 

therefore, can contribute further to lowering cell viability. However, it was observed that 

in approximately half of the replicate cells, increased cell viability resulted. This was 

explained by considering that vanadate was at its IC50 value and statistically, was 

expected to result in 50% cell death. Fructose would be expected to further contribute to 

cell death due to increased oxidative stress. Therefore, the increased viability observed 

for this treatment was postulated to result from a population of cells displaying higher 

resistance and may further support EMT occurring. This may also be a result of fructose 

being metabolised in a different manner to glucose, such that HepG2 cells may be utilising 

a pathway that induces a change to a mesenchymal phenotype for survival. Alternatively, 

a highly resistant phenotype already existed in the cell culture, to result in higher observed 

overall cell viability. In the non-vanadate treated cells, fructose also showed the highest 

variability in cell viability, which was consistent with its ability to increase cellular 

oxidative stress and may result in cells inducing other pathways in an attempt to reduce 

increased stresses. Future work will be performed to investigate these observations 

further. 

A similar cytotoxicity investigation (not reported in the current study) to the one on 

HepG2 cells was also performed using the MCF-7 epithelial breast cancer cell line.455 

The chemometric models developed on vanadate treated cells showed a dose-dependent 

relationship with cell viability and results were consistent with standard cytotoxic assays. 

The DoE used for the HepG2 cell line was also performed on the MCF-7 cell line, where 

the effects of fructose and vanadate were found to induce apoptotic pathways. These 

results will be published in a peer reviewed journal in the near future. 

Interestingly, the MCF-7 cell line was highly resistant to the cytotoxic effects of vanadate 

with an IC50 value estimated  ~500 µM. It was also observed that fructose was cytotoxic 

towards MCF-7 cells and these finding will be further elaborated on in future work.  
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7.1.5 FPA Hyperspectral Image Analysis of 3T3-L1 Adipocytes 

These experiments were performed using a laboratory-based Globar® FTIR microscope 

to investigate any trends observed between cells for the entire treatment protocol. Single 

cells were selected based on visual morphological qualities and the number of 

multilocular structures in the cell. Image data (64×64 FPA detector, resulting in 4096 

spectra per image) were assessed by PCA in hyperspectral image analysis (HIA) mode. 

The full FoV PCA scores (associated with the pixels in the 64×64 array) were a 

combination of the region of interest and the clutter not related to the ROI. The use of 

masking allowed the ROI to be assessed free from clutter. 

For the laboratory-based FPA images, Savitzky-Golay second derivatives followed by 

SNV over the regions of spectral importance resulted in three-PC models that described 

>90% of the spectral X-variance. Interestingly, the individual PCs described specific cell 

morphologies for all treated cells, such that the first PC always described the difference 

in biochemical composition of the cell interior compared to the cell perimeter. The cell 

perimeter was always characterised by fatty acid bands while the cell interior was 

described by lipid ester bands. Therefore, PC1 was interpreted to be a contrasting PC 

describing the major differences between interior biochemistry and biochemistry of the 

cell interface where it interacts with its external environment. Despite the dominance of 

the first two PCs describing the majority of the biochemical variability, higher PCs also 

provided biochemical information, although they only explained a small amount of the 

total X-variance. These higher PCs were describing subtle changes that will be 

investigated in future work, along with the use of model-based processing methods to 

further minimise the effects of light scattering. 

The second PC always described compartments within the adipocytes mainly related to 

large lipid droplets, observed in the optical images of the cells. In many of the cells, FTIR 

spectroscopy revealed that the majority of the droplets consisted of lipid esters, however, 

one of the droplets tended to be fatty acid in content. This was consistent with the lipid 

droplets being unique organelles in adipocytes where some act in a storage capacity, while 

others provided energy reserves directly to other organelles.152,456 It has been reported 

that lipid droplets in close proximity to the mitochondria may provide a source of fatty 

acids for β-oxidation, used as an energy supply to the cell,152 and possibly related to 

changes observed in the PC3 direction of most cell images analysed. The second PC also 

described changes in secondary protein structures in some cells, however, the third PC 

showed contributions that were more protein in character, while still maintaining a high 
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level of lipid character. In some cases, co-localisation of protein and lipids indicated the 

location of specific organelles in the cell, such as the nucleus or endoplasmic reticulum 

(ER). To further verify the findings of the single cell FPA experiments, future work 

requires imaging of a larger number of cells over multiple cultures to determine whether 

consistent results can be obtained. 

The four-beam synchrotron study was used evaluate its feasibility for single adipocyte 

imaging and to better understand the effects of substrate thickness on the spectral range, 

including an investigation of aberrations present in the images. As was the case with the 

laboratory-based FPA image analyses, the first two PCs in the synchrotron FPA images 

highlighted the contrasts between the cell perimeter and interior, and the 

compartmentalisation within the cells, respectively. While some improvements in image 

quality may have resulted, the four-beam system did not represent a major improvement 

when compared to the Globar® FPA images and aberrations were introduced into the 

images as a result of the overlap of multiple beam spots. These aberrations were also 

enhanced with increasing CaF2 substrate thickness, but further optimisation may be 

possible. 

7.2 Future Work 

The comprehensive optimisation of spectral data acquisition parameters and application 

of these optimised settings to challenging cell lines using a systematic design of 

experiments (DoE) approach led to a large amount of information-rich data that required 

multivariate approaches to interpret. Compared to univariate approaches, the multivariate 

approach provided greater insights into the data, however, even in such a comprehensive 

study, the number of single point spectra of individual cells acquired was small. While 

the DoE approach provides a large number of overall samples, future studies will aim at 

more focussed assessments of the blocks within a design where larger numbers of 

replicate spectra per treatment will be collected over multiple cultures. 

Time and resources were the limiting factors behind the generation of larger sets and 

while a more focussed study may have resulted in more information on one aspect of this 

study, the numerous experiments performed were based on equipment availability and 

the amount of time that could be spent in a session to collect data. Even with the faster 

FPA systems used for data acquisition, the collection of larger data sets could add months 

onto an investigation. New technologies based on quantum cascade lasers (QCLs) 

represent a major time advantage over standard FPA-based FTIR imaging systems.221 



 

291 
 

QCL microscopes, do not use cryogenically cooled detectors, thus the limitation of time 

and human intervention is reduced when large sample areas (of the order of cm2) are 

measured at pixel sizes of the order of 1.36 × 1.36 µm2.221 Therefore, samples of the size 

of standard microscope slides used in histology can be imaged in less than 1 hr to result 

in the acquisition of spectra over a wide range of spatially different cell colonies and using 

hyperspectral analysis software, regions of interest can be selected, extracted, averaged 

and analysed in a much more efficient manner compared to the methods used in the 

current study. 

QCL system also have their disadvantages, including aberrations induced by the laser and 

the need for multiple laser systems to cover the complete 3000-1000 cm-1 region.221 Even 

taking these limitations into consideration, the 1800-1000 cm-1 region is still capable of 

extracting relevant biochemical information from such samples,214 even though 

information on lipid peroxidation may be lost. Complimentary information from Raman 

spectroscopy could also be generated and compared with the information obtained from 

the QCL system and through the use of image registration techniques, multimodal 

hyperspectral data analysis may reveal even more detail compared to one technology 

alone. This includes new Raman-based instrumentation designed to rapidly image cell 

cultures grown in 96-well plates. 

The MCF-7 study performed using glucose, fructose and vanadate treatments will be 

investigated further using the QCL and Raman imaging systems. The results obtained 

from the cytotoxicity and DoE studies performed on MCF-7 will be compared to the 

HepG2 results to determine whether there were any similarities between the cell lines 

with respect to the action of sugars and vanadate. 

The principle of parsimony holds in the development of multivariate models,223 where 

the simplest processing methods often lead to the simplest multivariate models. In the 

current study, simple derivative and normalisation techniques resulted in widely 

interpretable models in three PCs/Factors or less. New and old methods based on QCLs 

and synchrotron beams, respectively, can introduce Mie scattering effects that occur when 

the wavelength of the incident radiation is similar to, or substantially less than the size or 

morphological features on the surface of the object being measured.276 To minimise the 

effects of Mie scattering, the resonant Mie scattering (RMieS) and the Mie extinction 

extended multiplicative scatter correction (ME-EMSC) algorithms are model based 

correction techniques that incorporate the physics of scattering phenomena to correct for 
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artefacts not related to biochemistry.275-277 Future work with experts in the ME-EMSC 

algorithm may result in corrections that better partition the large variances described by 

the PC1 direction using simple processing methods into directions that reveal an even 

more diverse biochemistry in the cells. 

With regard to the spectral cut off of CaF2 substrates, future work will concentrate on 0.2 

mm thick CaF2 or silicon nitride (Si3N4) substrates in combination with condenser 

defocussing to improve the energy throughput in the 1000-750 cm-1 region. This region 

may reveal more information on carbohydrates and DNA structures in the treated cells. 

Due to the fragility of the 3T3-L1 cell line to chemical fixation protocols,201,457 a 

comparison of the cold-methanol vs. paraformaldehyde fixation methods will be 

investigated in detail to assess the impact cell fixation has on adipocytes. Live cell 

techniques offer the best approach to investigating cell treatments, however, due to the 

thickness of adipocytes, the two plate live cell incubators used in conventional FTIR 

microspectroscopic set ups resulted in transmission pathlengths that were too long for full 

range spectral data acquisition and the thickness of the substrates used result in chromatic 

aberrations, which were confounded with the spectra and cannot be modelled out using 

chemometric techniques.215 These issues may be resolved using the live cell incubator set 

ups used with Raman and QCL systems that do not require a top substrate to enclose the 

chamber and can be used to collect a wider range of cells compared to focussing on a 

single cell in conventional live cell imaging set ups.  

The investigation of biochemical changes induced by treatments on entire cells represents 

only one aspect of better understanding of disease pathologies. Therefore, as part of the 

current study, initial work was performed on characterising extracellular vesicles (EVs), 

in particular microvesicles (MVs), which are produced by all mammalian cells under 

normal physiological conditions by outward budding from the plasma membrane and 

carry many of the characteristics of the cell from which they originated.458 MVs have a 

typical size range between 100 nm to 1 µm,459 making them small enough to interact with 

the membrane of host cells and under conditions of inflammation, infectious diseases, 

etc., the population of MVs changes where different components of the population can 

have either protective effects or contribute to disease pathologies.222  

Recent technological advances have resulted in the combination of high spatial resolution 

methods such as atomic force microscopy (AFM) and high precision tuneable lasers in 

both Raman460 and infrared spectroscopy.461 Optical diffraction limits the spatial 
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resolution achievable to 𝜆𝜆 2⁄  where 𝜆𝜆 is the incident wavelength. In the 3000-1000 cm-1 

range, this limits the theoretical spatial resolution achievable between 3.3-10 µm,  with 

some reports of 1 µm spatial resolution using a thermal source.286 In contrast, AFM has a 

spatial resolution limited by the size of the tip used to measure the sample and can achieve 

resolutions of 20 nm or less.222 By itself, AFM measures topology and cannot produce 

detailed chemical information from the interior of the samples, therefore, by focussing 

the output of a tuneable QCL onto an AFM tip, the tip acts as the IR detector (through the 

process of thermal expansion). These expansions are transmitted as oscillations through 

the cantilever of the AFM tip and when measured as a function of wavelength, can readily 

generate a MIR absorbance spectrum.461 These instruments can be configured using a 

tuneable laser to exact band frequencies, e.g., the 1654 cm-1 band where a map of the 

amide I content over the surface of the sample can be generated, or the QCL can be used 

to perform spectroscopy over specific wavenumber regions. 

The high spatial resolution compared to conventional and SR-FTIR instruments means 

that higher resolution images of entire cells is possible with spatial resolution 1000 times 

less than the diffraction limit.222 This is highly important for assessing MVs as they are 

typically smaller than the diffraction limit of synchrotron-based systems. To overcome 

the disadvantage of the AFM-IR method being a topological method, instrument setups 

for AFM-IR are available that allow it to run in photothermal mode that allows samples 

to be measured in transmission mode, however, in this mode, spatial resolution is slightly 

reduced.462 

Figure 7.1 provides a preliminary AFM image and replicated spectra taken from the 

surface of a MV extracted from a sugar treated 3T3-L1 adipocyte. The size of the vesicle 

was ~200 nm and appeared to be spherical in shape. The main spectral band at 1515 cm-1 

was attributed to surface active tyrosine kinases,206 which are known to be part of the 

cargo of MVs,463 and would be expected to be a surface active kinase associated with cell 

signalling.464 The bands at 1578 and 1610 cm-1 were assigned to the imidazole rings of 

DNA and RNA and RNA is also known to be part of the cargo of MVs.465 

Future work will aim to characterise MVs in 3T3-L1 adipocytes extracted after 

performing the DoE protocol of glucose, fructose and vanadate treatments on insulin-

sensitive and -resistant cells. The extracted MVs will then be co-cultured with adipocytes, 

and other cell lines, grown in normal glucose supplemented media to investigate whether 
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they induce any biochemical changes using QCL, Raman and conventional FPA FTIR 

microspectroscopy. 

 
Figure 7.1: Preliminary AFM-IR images and spectra collected from an MV extracted from a sugar treated 

3T3-L1 adipocyte; a) AFM topographic image; b) infrared intensity map; c) spectra collected from four 

locations on the vesicle and; d) the average spectrum of the four positions. Data courtesy of Dr Adrian 

Cernescu, NeaSpec GmbH. 

This current study provided evidence that the combination of optimised FTIR data 

acquisition parameters and the use of rational designed experiments applied to treated 

biological cells can reveal deeper insights into the biochemical pathways induced when 

cells were treated with sugars and vanadate. Biological assays and methods are notorious 

for generating data of high variability due to the natural variations in cell cultures and 

their inherent heterogeneity. Although the results generated in this study were based on 

small sample numbers, they provided data that could be interpreted based on known 

biochemical pathways, but most importantly, the multivariate analysis of the spectral data 

revealed that concurrent processes were occurring that cannot be detected using the 

univariate bioassay methods. 

Image analysis also revealed common phenomena were occurring in single cells when 

treated using the designed experiment approach. Limitations of the instrumentation used 

to acquire data in this study restricted the samples sizes required for such a comprehensive 

study and resolution of these limitations will now form the focus of future work using 

QCL systems.   
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Appendix 1 

Section 3.6: Depth Profiling Spectra 

 

Figure A1 1: Depth profile spectra acquired from a 3T3-L1 cell with the objective set to complete focus (0 

µm): a) raw spectra; and b) second derivative, SNV processed spectra. 

 

Figure A1 2: Depth profile spectra acquired from a 3T3-L1 cell with the objective set to 5 µm from 

complete focus: a) raw spectra; and b) second derivative, SNV processed spectra. 

 

Figure A1 3: Depth profile spectra acquired from a 3T3-L1 cell with the objective set to 10 µm from 

complete focus: a) raw spectra; and b) second derivative, SNV processed spectra. 
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Figure A1 4: Depth profile spectra acquired from a 3T3-L1 cell with the objective set to 15 µm from 

complete focus: a) raw spectra; and b) second derivative, SNV processed spectra. 

 

Figure A1 5: Averaged depth profile spectra for all objective offsets: a) raw spectra over the 3000-1050 

cm-1 region; b) second derivative, SNV processed spectra over the 3000-1050 cm-1 region; c) raw spectra 

over the 1800-1500 cm-1 region; and d) second derivative, SNV processed spectra over the 1800-1500 cm-

1 region   
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Appendix 2 

Section 6.3.2: Four-beam FPA SR-FTIR Microspectroscopic Assessment of 3T3-L1 

Adipocytes. 

A2-1 No-sugar treated 3T3-L1 adipocyte fixed to a 0.2 mm CaF2 Substrate. 

 

Figure A2 1: Optical micrograph of a 3T3-L1 adipocyte treated with no sugar. 

 

Figure A2 2: Umasked scores images of 3T3-L1 adipocyte treated with no-sugar and chemically fixed to 

a 0.2 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-

explained variance plot. 
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Figure A2 3: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with no-sugar and chemically fixed to a CaF2 substrate. 

 

Figure A2 4: Masked scores images of 3T3-L1 adipocyte treated with no-sugar and chemically fixed to a 

0.2 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 
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Figure A2 5: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with no-sugar and chemically fixed to a CaF2 substrate. 

 

A2-2 Glucose treated 3T3-L1 adipocyte fixed to a 0.2 mm CaF2 Substrate. 

 

Figure A2 6: Optical micrograph of a 3T3-L1 adipocyte treated with glucose. 



 

344 
 

 

Figure A2 7: Umasked scores images of 3T3-L1 adipocyte treated with glucose and chemically fixed to a 

0.2 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 

 

Figure A2 8: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and chemically fixed to a CaF2 substrate. 
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Figure A2 9: Masked scores images of 3T3-L1 adipocyte treated with glucose and chemically fixed to a 

0.2 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 

 

Figure A2 10: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and chemically fixed to a CaF2 substrate. 
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A2-3 Fructose treated 3T3-L1 adipocyte fixed to a 0.2 mm CaF2 Substrate. 

 

Figure A2 11: Optical micrograph of a 3T3-L1 adipocyte treated with fructose. 

 

Figure A2 12: Umasked scores images of 3T3-L1 adipocyte treated with fructose and chemically fixed to 

a 0.2 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-

explained variance plot. 
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Figure A2 13: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with fructose and chemically fixed to a CaF2 substrate. 

 

Figure A2 14: Masked scores images of 3T3-L1 adipocyte treated with fructose and chemically fixed to a 

0.2 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 
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Figure A2 15: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with fructose and chemically fixed to a CaF2 substrate. 

 

A2-4 Glucose-fructose treated 3T3-L1 adipocyte fixed to a 0.2 mm CaF2 Substrate. 

 

Figure A2 16: Optical micrograph of a 3T3-L1 adipocyte treated with glucose and fructose. 
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Figure A2 17: Umasked scores images of 3T3-L1 adipocyte treated with glucose and fructose and 

chemically fixed to a 0.2 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores 

image; and d) X-explained variance plot. 

 

Figure A2 18: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and fructose and chemically fixed to a CaF2 substrate. 
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Figure A2 19: Masked scores images of 3T3-L1 adipocyte treated with glucose and fructose and chemically 

fixed to a 0.2 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) 

X-explained variance plot. 

 

Figure A2 20: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and fructose and chemically fixed to a CaF2 substrate. 
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A2-5 No-sugar treated 3T3-L1 adipocyte fixed to a 0.5 mm CaF2 Substrate. 

 

Figure A2 21: Optical micrograph of a 3T3-L1 adipocyte treated with no sugar. 

 

Figure A2 22: Umasked scores images of 3T3-L1 adipocyte treated with no sugar and chemically fixed to 

a 0.5 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-

explained variance plot. 
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Figure A2 23: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with no sugar and chemically fixed to a CaF2 substrate. 

 

Figure A2 24: Masked scores images of 3T3-L1 adipocyte treated with no sugar and chemically fixed to a 

0.5 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 



 

353 
 

 

Figure A2 25: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with no sugar and chemically fixed to a CaF2 substrate. 

 

A2-6 Glucose treated 3T3-L1 adipocyte fixed to a 0.5 mm CaF2 Substrate. 

 

Figure A2 26: Optical micrograph of a 3T3-L1 adipocyte treated with glucose. 
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Figure A2 27: Umasked scores images of 3T3-L1 adipocyte treated with glucose and chemically fixed to 

a 0.5 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-

explained variance plot. 

 

Figure A2 28: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and chemically fixed to a CaF2 substrate. 
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Figure A2 29: Masked scores images of 3T3-L1 adipocyte treated with glucose and chemically fixed to a 

0.5 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 

 

Figure A2 30: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and chemically fixed to a CaF2 substrate. 
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A2-7 Fructose treated 3T3-L1 adipocyte fixed to a 0.5 mm CaF2 Substrate. 

 

Figure A2 31: Optical micrograph of a 3T3-L1 adipocyte treated with fructose. 

 

Figure A2 32: Umasked scores images of 3T3-L1 adipocyte treated with fructose and chemically fixed to 

a 0.5 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-

explained variance plot. 
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Figure A2 33: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with fructose and chemically fixed to a CaF2 substrate. 

 

Figure A2 34: Masked scores images of 3T3-L1 adipocyte treated with fructose and chemically fixed to a 

0.5 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 
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Figure A2 35: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with fructose and chemically fixed to a CaF2 substrate. 

 

A2-8 Glucose-Fructose treated 3T3-L1 adipocyte fixed to a 0.5 mm CaF2 Substrate. 

 

Figure A2 36: Optical micrograph of a 3T3-L1 adipocyte treated with glucose and fructose. 
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Figure A2 37: Umasked scores images of 3T3-L1 adipocyte treated with glucose and fructose and 

chemically fixed to a 0.5 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores 

image; and d) X-explained variance plot. 

 

Figure A2 38: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and fructose and chemically fixed to a CaF2 substrate. 
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Figure A2 39: Masked scores images of 3T3-L1 adipocyte treated with glucose and fructose and chemically 

fixed to a 0.5 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) 

X-explained variance plot. 

 

Figure A2 40: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and fructose and chemically fixed to a CaF2 substrate. 
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A2-9 No sugar treated 3T3-L1 adipocyte fixed to a 1.0 mm CaF2 Substrate. 

 

Figure A2 41: Optical micrograph of a 3T3-L1 adipocyte treated with no sugar. 

 

Figure A2 42: Umasked scores images of 3T3-L1 adipocyte treated with no sugar and chemically fixed to 

a 1.0 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-

explained variance plot. 
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Figure A2 43: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with no sugar and chemically fixed to a CaF2 substrate. 

 

Figure A2 44: Masked scores images of 3T3-L1 adipocyte treated with no sugar and chemically fixed to a 

1.0 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 
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Figure A2 45: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with no sugar and chemically fixed to a CaF2 substrate. 

 

A2-10 Glucose treated 3T3-L1 adipocyte fixed to a 1.0 mm CaF2 Substrate. 

 

Figure A2 46: Optical micrograph of a 3T3-L1 adipocyte treated with glucose. 
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Figure A2 47: Umasked scores images of 3T3-L1 adipocyte treated with glucose and chemically fixed to 

a 1.0 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-

explained variance plot. 

 

Figure A2 48: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and chemically fixed to a CaF2 substrate. 
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Figure A2 49: Masked scores images of 3T3-L1 adipocyte treated with glucose and chemically fixed to a 

1.0 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 

 

Figure A2 50: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and chemically fixed to a CaF2 substrate. 
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A2-11 Fructose treated 3T3-L1 adipocyte fixed to a 1.0 mm CaF2 Substrate. 

 

Figure A2 51: Optical micrograph of a 3T3-L1 adipocyte treated with fructose. 

 

Figure A2 52: Umasked scores images of 3T3-L1 adipocyte treated with fructose and chemically fixed to 

a 1.0 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-

explained variance plot. 
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Figure A2 53: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with fructose and chemically fixed to a CaF2 substrate. 

 

Figure A2 54: Masked scores images of 3T3-L1 adipocyte treated with fructose and chemically fixed to a 

1.0 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) X-explained 

variance plot. 
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Figure A2 55: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with fructose and chemically fixed to a CaF2 substrate. 

 

A2-12 Glucose-fructose treated 3T3-L1 adipocyte fixed to a 1.0 mm CaF2 Substrate. 

 

Figure A2 56: Optical micrograph of a 3T3-L1 adipocyte treated with glucose and fructose. 
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Figure A2 57: Umasked scores images of 3T3-L1 adipocyte treated with glucose and fructose and 

chemically fixed to a 1.0 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores 

image; and d) X-explained variance plot. 

 

Figure A2 58: Unmasked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and fructose and chemically fixed to a CaF2 substrate. 
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Figure A2 59: Masked scores images of 3T3-L1 adipocyte treated with glucose and fructose and chemically 

fixed to a 1.0 mm CaF2 substrate; a) PC1 scores image; b) PC2 scores image; c) PC3 scores image; and d) 

X-explained variance plot. 

 

Figure A2 60: Masked image loadings: a) PC1 loadings; b) PC2 loadings; c) PC2 loadings; and d) scores 

density map of 3T3-L1 cell treated with glucose and fructose and chemically fixed to a CaF2 substrate. 
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