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Abstract

The rise of the prosumers (producers-consumers), residential customers equipped with behind-the-meter
distributed energy resources (DER), such as battery storage and rooftop solar PV, offers an opportunity
to use prosumer-owned DER innovatively. The thesis rests on the premise that prosumers equipped
with grid-forming inverters can not only provide inertia to improve the frequency performance of the
bulk grid but also support islanded operation of residential microgrids (low-voltage distribution feeder
operated in an islanded mode), which can improve distribution grids’ resilience and reliability without
purposely designing low-voltage (LV) distribution feeders as microgrids.

Today, grid-following control is predominantly used to control prosumer DER, by which the
prosumers behave as controlled current sources. These grid-following prosumers deliver active and
reactive power by staying synchronized with the existing grid. However, they cannot operate if
disconnected from the main grid due to the lack of voltage reference. This gives rise to the increasing
interest in the use of grid-forming power converters, by which the prosumers behave as voltage sources.
Grid-forming converters regulate their output voltage according to the reference of their own and
exhibit load sharing with other prosumers even in islanded operation. Making use of grid-forming
prosumers opens up opportunities to improve distribution grids’ resilience and enhance the genuine
inertia of highly renewable-penetrated power systems.

Firstly, electricity networks in many regional communities are prone to frequent power outages.
Instead of purposely designing the community as a microgrid with dedicated grid-forming equipment,
the LV feeder can be turned into a residential microgrid with multiple paralleled grid-forming prosumers.
In this case, the LV feeder can operate in both grid-connected and islanded modes. Secondly, grid-
forming prosumers in the residential microgrid behave as voltage sources that respond naturally to the
varying loads in the system. This is much like synchronous machines extracting kinetic energy from
rotating masses. “Genuine” system inertia is thus enhanced, which is fundamentally different from the
“emulated” inertia by fast frequency response (FFR) from grid-following converters.

Against this backdrop, this thesis mainly focuses on two aspects. The first is the small-signal stability
of such residential microgrids. In particular, the impact of the increasing number of grid-forming
prosumers is studied based on the linearised model. The impact of the various dynamic response of
primary sources is also investigated. The second is the control of the grid-forming prosumers aiming to
provide sufficient inertia for the system. The control is focused on both the inverters and the DC-stage
converters. Specifically, the thesis proposes an advanced controller for the DC-stage converters based
on active disturbance rejection control (ADRC), which observes and rejects the “total disturbance” of
the system, thereby enhancing the inertial response provided by prosumer DER. In addition, to make
better use of the energy from prosumer-owned DER, an adaptive droop controller based on a piecewise
power function is proposed, which ensures that residential ESS provide little power in the steady state
while supplying sufficient power to cater for the demand variation during the transient state. Proposed
strategies are verified by time-domain simulations.
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Chapter 1

Introduction

1.1 Background and motivation

Increasing penetration of renewable energy sources (RES) is being observed amid the progressive
transition of the electricity grid. Breaking the dependence on the use of fossil fuels in conventional
power systems have been globally recognized as a must-do business mainly due to the environmental
concern. As a result, the investment in clean energy transition accelerated in recent years and is
expected to continue. In Australia, for example, the proportion of the electricity coming from clean
energy sources increased from 17% to more than 27% from 2016 to 2020, with wind and rooftop solar
leading the way [3].

Over the past 5 years, prices of rooftop PV installation have continued to decrease dramatically [4].
Many people in the solar industry expect the price of solar systems to continue to decline. This fact,
together with the incentive policies supported by the government, have been changing the preferences
of household energy consumers [5]. At the distribution level, residents have been increasingly installing
rooftop PVs in their homes for the sake of both environmental commitment and economic benefits.
According to [3], in 2020, Australia reported 378,451 new installations of rooftop solar systems
throughout the year, easily beating the previous record of 283,952 in 2019. This new scenario changed
the residents into prosumers (producers-consumers) who feed their excessive produced energy to the
grid during the peak time [2]. Along with their rooftop solar systems, many prosumers also invest in
energy storage systems (ESS) such as home batteries, fuel cells and micro-turbines. The emergence of
such PV-ESS systems allows prosumers to store electricity from solar panels during the day for using it
at night during which the electricity price is higher, reducing the reliance on the grid and thus reducing
their electricity bills. For instance, the investment in residential battery storage across Australia has
been increased from 7,500 installed systems in 2016 to 23,796 in 2020 [3]. Australian households’
enthusiasm for batteries continues to build with the significant reduction in the cost.

Prosumers with PV-ESS systems are interfaced with the grid via power converters. Traditionally,
these prosumers are integrated as controlled-current sources, which deliver active and reactive power
to the network (known as grid-following mode). Power converters with grid-following control methods
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measure the frequency of the existing grid and then stay synchronized with it. However, these
prosumers cannot operate without the grid because they lack the voltage reference. Comparatively,
the other mode named grid-forming power converters keeps attracting the interest of researchers and
inverter manufacturers [1]. Instead of being integrated as controlled-current sources, grid-forming
power converters act as voltage sources. These converters set the voltage reference of their own and
thus regulate the voltage with proper power sharing techniques and improved frequency response.
Prosumers, when interfaced by grid-forming power converters, are enabled to provide many important
services for the grid.

One of the services is to improve the resiliency of the low-voltage (LV) distribution feeder, especially
in remote areas. The fact is that regional communities who depend on long stretches of powerlines
connected to the electricity network easily experience power outages. Designing the LV network
of such a community as an AC microgrid is an advanced solution due to its ability to conduct both
grid-connected and isolated operations. To make this happen, a dedicated central generation such as a
diesel generator or a large voltage-controlled battery can be installed near the community, powering
the region during a loss of the main network. Such is the case in a Western Australian tourism
city Kalbarri, whose LV network is designed as a microgrid with solars, wind farms and a battery
energy storage system [6]. The battery operates as the dedicated generation by working as a voltage
source. Normally, the network is supplied by the utility grid. Once the grid is lost either intentionally
or contingently, the battery storage system starts to regulate the voltage and frequency on its own,
providing reference to the rest power units along the feeder. At present, however, with the increasing
number of prosumers installed by PV-ESS systems, a different way to solve the risk of a complete power
outage is provided, which is to make prosumers interfaced by grid-forming power converters to the
common feeder. Most inverters for small-capacity ESS own grid-forming mode. Instead of installing
the dedicated infrastructures, prosumers can take advantage of their residential ESS to provide the
voltage reference independently and share the loads. This is simple to be realized by shifting inverters
to grid-forming mode along with power sharing techniques without changing the hardware. In this
case, the LV network of the community is operated as a residential microgrid. Even though it is
mostly operating in connection with the main grid, the resiliency is significantly improved by the
voltage-sourced residential ESS who tide the community over the grid loss while the fix is happening.

In addition to this, these grid-forming prosumers offer the potential to improve the genuine inertia
for the system. It is widely accepted that many modern electricity grids have the issue of low inertia
due to the increasing replacement of conventional synchronous-generator-based power plants by
distributed RES. In a conventional power system, inertia comes from the kinetic energy stored in the
rotating masses of synchronous generators, which serves as an immediate source of energy that reduces
frequency excursions following power imbalance. Most unconventional RES (e.g. wind and solar),
however, provide no inherent inertial response in case of system disturbance as they depend on power
electronic interfaces. Consequently, power systems dominated by inverter-interfaced generation would
experience a high rate of change of frequency (RoCoF) immediately after a disturbance. As large
system inertia is attributed to the large and instant power supplied by the kinetic energy of synchronous
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machines, a possible solution in inverter-dominated power systems is to provide fast frequency response
(FFR) to the grid using RES. Due to the responsiveness of power electronic converters, FFR can be
activated much faster than primary frequency response. The problem is that FFR traditionally provided
by grid-following converters require a phase-locked loop (PLL) to measure the frequency, which
introduces a time delay in the order of a few hundred milliseconds. Therefore, FFR is slower than
inertial response because it cannot respond naturally to a disturbance. In comparison, grid-forming
converters acting as voltage sources inherently respond to the changes in the loads. This is made
possible by extracting energy from the DC-link capacitor much like synchronous machines extract
kinetic energy from rotating masses. As a result, a genuine inertial response compared to a synthetic
one provided by FFR. Accordingly, the energy stored in the DC-link capacitor can be regarded as
equivalent to the rotor of a synchronous generator that serves as immediate energy storage to the grid,
and thereby the genuine inertia is improved. The issue is that this energy is limited, so it needs to be
augmented by an additional energy source such as a battery or a supercapacitor. Under this backdrop,
the emergence of these grid-forming prosumers solves this issue as the ESS installed locally broadens
the DC-link capacity. The point is how to implement the controller.

1.2 Research questions

1.2.1 Stability of LV feeders operated as residential microgrids

As explained before, the LV feeder can be designed as a residential microgrid to improve the resiliency
of the LV distribution network. So it should be ensured that the LV feeder can transit from the
grid-connected mode to islanded mode stably, and this requires the study of the dynamics immediately
after the network separation in order to ensure stability. This includes the transient stability issue
caused by the network separation and the small-signal stability issue resulted from the short-term small
disturbance after the separation, which can be investigated by time-domain simulations and eigenvalue
analysis of the linearised small-signal model, respectively.

It is known that LV networks mostly shape as radial networks due to the simplicity of design and
implementation. Grid-forming prosumers can be integrated into the common feeder at their nearest
nodes. Rich literature on the small-signal stability of microgrids mostly focuses on the influence
resulted from the controller parameters, the types of loads and the modelling process. However, less
attention has been paid to the impact of the topology, or in other words, how the system stability is
influenced by the increasing number of grid-forming prosumers. As small-signal stability is highly
related to the feedback controllers of the power converter, these grid-forming inverters need to be
explicitly modelled in order to conduct the eigenvalue analysis.

In addition to that, multiple types of ESS exist in residential applications, such as supercapacitors,
batteries, fuel cells, micro-turbines, etc. These primary sources, however, feature various dynamic
responses, resulting in different levels of response speed. After the network separation, all loads in
the system should be supplied by the prosumer-owned DER. Hence sufficient power is expected to
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be provided by the grid-forming inverters immediately after a system disturbance. However, some
primary sources such as micro-turbines and fuel cells cannot provide instantaneous power due to their
limited dynamic performance for load tracking. Dynamic response of fast ESS such as batteries is also
diverse by the different types. Against this backdrop, the various dynamic response speeds from the
primary sources may impact the microgrid stability.

As a result, in the scenario where the LV feeder is designed as a residential microgrid, it is crucial to
study the impact from the increasing number of grid-forming prosumers and from the various dynamic
response time of primary sources on the small-signal stability during islanded operation.

1.2.2 Advanced control of the DC-stage converter

On the DC side of the prosumer, DC-stage converters are often implemented to cater for the bidirectional
power flow, optimal power extraction and DC-link voltage level. The controller of the DC-stage
converter can also be enabled to regulate the DC-link voltage. To ensure the fast response from the ESS,
the DC-stage converter controller should properly regulate the DC-link voltage to an expected reference,
thus providing adequate power compensation for the varying loads. This requires advanced control of
the DC-stage converter with requirements on fast response and disturbance rejection performance.

Conventional PI-based controllers for the DC-stage converter are based on the linearised small-
signal model of the converter at a specific operating point. To make prosumer-owned DER provide
FFR for inertia enhancement, the DC-stage converter should cater for fast power supply subject to
large load disturbance, by which conventional linearised controllers might be unstable and ineffective.
Therefore, advanced control methods which do not depend on the linearised model and feature effective
disturbance rejection ability should be applied to control the DC-stage converter.

1.2.3 Using grid-forming prosumers to provide genuine inertia

As introduced at the beginning of this chapter, genuine inertia can be improved by the integration
of grid-forming prosumers due to the fact that these voltage-controlled generation sources respond
naturally to the load change of the system. There exist multiple types of grid-forming methods, which
is to be introduced in Chapter 2. As grid-forming prosumers provide genuine inertia in the form
of extracting the energy in the DC-link capacitor which is determined by the DC-link voltage, the
relations between the DC-link voltage and the output frequency are expected to be considered when
implementing the grid-forming approach to the inverter.

Moreover, on the DC side of the prosumer, ESS conducts the bidirectional power flow between the
DC side and the grid. To enhance the inertial response, ESS should augment the limited capacity of the
DC-link capacitor with a very fast response in case the capacitor is over-discharged which deteriorates
the stability. This can be fulfilled by the DC-link voltage control. Therefore, cooperation of the DC-link
control and the grid-forming approach is expected to be studied. The power sharing approach, on the
other hand, should consider not only the proper frequency regulation but also the transients during the
inertial response, in order to provide sufficient inertia for the system.
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Power converters have a much faster response than conventional synchronous generators. Hence,
the inertial response provided by the grid-forming inverters can be different. By comparing the inertial
response from grid-forming inverters and generators, inertial enhancement strategies can be proposed
to improve the inertial response of the integrated system.

In terms of the control of grid-forming inverters aiming to provide inertia, to make better use of the
prosumer-owned ESS, it is expected that the ESS provide almost no power during the steady state and
that they contribute to a large amount of power supply during demand variation. So the controller
should feature adaptiveness according to the system condition.

1.2.4 Questions to be discussed

More specifically, this thesis aims to answer the following research questions:
Stability of residential microgrids

• Can a grid-connected LV feeder transition to an islanded residential microgrid stably with all
prosumers integrated by grid-forming power converters?

• How is the small-signal stability of an islanded residential microgrid affected by the increasing
number of grid-forming prosumers? What is the cause of the effect?

• Since the small-signal stability is highly related to the feedback controllers of power converters,
how do the relevant controller parameters affect the stability? How is the stability enhanced or
weakened by parameter adjustment?

• Is the stability related to the dynamic response time from the primary sources? How does the
various dynamic responses influence the stability?

Control of grid-forming prosumers for inertia enhancement

• Can grid-forming converters provide genuine inertia like synchronous generators’ physical inertia
to improve the frequency response? How is the inertial response of grid-forming converters like?

• To make better use of the prosumer-owned DER, how to design the controller of grid-forming
prosumers to make sure that a large amount of power is supplied by the residential ESS during
demand variation while almost no power is provided from them during the steady state?

• Does increasing number of grid-forming prosumers help with the inertia support? How is the
inertial response change by adding more grid-forming converters?

1.3 Thesis outline

This thesis begins with an introductory chapter, giving the current scenario of residential DER
integration. Research questions are thus being proposed based on the idea of operating a LV feeder as
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a residential microgrid. Next, a literature review in Chapter 2 describes the relevant research of the
main topics in this thesis, starting with the introduction and control in residential microgrids. Then,
various types and control approaches of power converters are discussed, followed by a review of power
sharing methods applied in DER. Studies on microgrid stability are then discussed. In particular, the
low-inertia situation of many modern power systems is reviewed, along with relevant research on
inertia enhancement strategies.

The manuscript continues with the explanation of the control structures for grid-forming power
converters which are used in this thesis in Chapter 3. This can be divided into three aspects: the
inverter control, the DC-stage converter control, and the control of the single-phase grid-forming
prosumer. The inverter controller is being implemented by the grid-forming approaches. Specifically,
the P/Q droop method and the matching control are applied in this thesis. Controllers for the DC-stage
converters are discussed then. As prosumers typically use single-phase connections, the controller of
single-phase grid-forming inverters is derived from the control structure of the three-phase one, with
extra modification units added. After that, the chapter provides a case study of power sharing in an
islanded residential microgrid based on matching and power sharing methods. This explains in detail
how grid-forming and power sharing functionalities are validated by the controllers of both the inverter
and the DC-stage converters.

After the basic control methods are discussed, Chapter 4 continues with the stability analysis
of the islanded residential microgrid. The analysis focuses on the impact of microgrid expansion
and the dynamic response time from the primary DC sources, which attracts less attention in the
existing literature. The impact of microgrid expansion is first studied by explicitly modelling the
grid-forming inverters and the feeder network. The eigenvalue analysis shows that with the increasing
number of grid-forming inverters, the system becomes “practically unstable” with its critical eigenvalue
approaching zero as progressively more inverters are added. After that, the analysis is extended by
explicitly modelling the DC side dynamics, including the DC/DC converter with its controller and
the inherent dynamic response of the DC energy source. Eigenvalue analysis shows that the DC
voltage controller impacts the system stability by introducing new dominant eigenvalues. Also, the
results suggest that the DC energy source should have a fast response to ensure a stable operation.
The small-signal stability results, benchmarked against time-domain simulations, indicate that careful
parameter tuning is required to ensure stable islanded operation of LV feeders. Furthermore, a more
typical situation is taken into consideration, where the prosumers are single-phase.

Chapter 5 and 6 are about the inertia enhancement by grid-forming prosumers. An advanced
controller for ESS’s bidirectional DC/DC converters is proposed based on the active disturbance
rejection control (ADRC) in Chapter 5. This control method is superior in rejecting the external
disturbance, which is suitable for the case of inertia enhancement, as low inertia results from insufficient
power compensation during the load change. The behaviour of such an ADRC controller is compared
with the standard proportional-integral (PI) controller. Simulation results illustrate the superior
performance of the ADRC controller.

Next, in Chapter 6, the inertia support problem is further discussed by using the grid-forming
6



prosumers. The inertial response provided by synchronous generators in conventional power systems is
analyzed first, which illustrates that instant power compensation provided by DER can help enhance the
system inertia. After that, the inertia support by grid-forming prosumers based on the matching control
is proposed. By the matching approach, the frequency regulation problem is translated into the DC
voltage control problem, which is realized in the controller in DC-stage converters. Simulation results
reveal that grid-forming converters provide a genuine inertial response similar to the synchronous
machines, and this inertial response can be enhanced by a higher voltage droop coefficient and a
larger number of grid-forming prosumers. Finally, to further enhance the inertial response from the
grid-forming prosumers, a nonlinear droop method based on piece-wise power function is proposed.
This nonlinear droop controller ensures that a small amount of power is provided by batteries in the
steady state while a large amount of power is supplied during the transient state caused by load change,
and thus an enhanced inertial response is provided by prosumers, leading to a smaller RoCoF.

7



C
ha

pt
er

2
Li
te
ra
tu
re

R
ev
ie
w

R
es
id
en
tia

lM
ic
ro
gr
id

-L
oc
al
co
nt
ro
lle
r

-O
pt
im

al
en
er
gy

m
an
ag
em

en
t

C
on

tr
ol

of
Po

we
r

C
on

ve
rt
er
s

-G
rid

-fo
rm

in
g
vs

gr
id
-fo

llo
w
in
g

-D
ro
op
&
V
SM

&
m
at
ch
in
g&

VO
C

M
ic
ro
gr
id

St
ab

ili
ty

-S
m
al
l-s
ig
na
ls
ta
bi
lit
y

-T
ra
ns
ie
nt

sta
bi
lit
y

-F
re
qu
en
cy

sta
bi
lit
y

-V
ol
ta
ge

sta
bi
lit
y

In
er
tia

En
ha

nc
em

en
t

-S
yn
ch
ro
no
us

co
nd
en
so
r

-R
en
ew

ab
le
s

-E
ne
rg
y
sto

ra
ge

C
ha

pt
er

3
C
on

tr
ol
of

G
ri
d-
Fo

rm
in
g
Pr

os
um

er
si
n
R
es
id
en

tia
lM

ic
ro
gr
id

C
ha

pt
er

4
St
ab

ili
ty

A
na

ly
sis

of
Lo

w
-v
ol
ta
ge

D
ist

ri
bu

tio
n
Fe

ed
er
so

pe
ra
te
d
as

Is
la
nd

ed
R
es
id
en

tia
lM

ic
ro
gr
id
s

-R
es
id
en
tia
lm

ic
ro
gr
id

sta
te
-s
pa
ce

m
od
el

-S
ta
bi
lit
y
im

pa
ct
so

fm
ic
ro
gr
id

ex
pa
ns
io
n

-S
ta
bi
lit
y
im

pa
ct
so

fD
C
co
nv
er
te
r

co
nt
ro
lle
r

-S
ta
bi
lit
y
im

pa
ct
so

fd
yn
am

ic
re
sp
on
se

fro
m

D
C
pr
im

ar
y
so
ur
ce

-C
on
sid

er
at
io
n
of

sin
gl
e-
ph
as
e
pr
os
um

er

C
ha

pt
er

5
Im

pr
ov
ed

C
on

tr
ol
le
r
fo
r
Ba

tte
ry

C
on

ve
rt
er

ba
se
d
on

Ac
tiv

e
D
ist

ur
ba

nc
e
R
ej
ec
tio

n
C
on

tr
ol

-B
at
te
ry

be
in
g
us
ed

to
pr
ov
id
e
fa
st
fre

qu
en
cy

re
sp
on
se

-A
dv
an
ce
d
co
nt
ro
lle
rf
or

bi
di
re
ct
io
na
lD

C/
D
C

co
nv
er
te
rb

as
ed

on
ac
tiv

e
di
stu

rb
an
ce

re
je
ct
io
n

co
nt
ro
l

-P
ar
am

et
er
se
le
ct
io
n
ba
se
d
on

sta
bi
lit
y
an
al
ys
is

C
ha

pt
er

7
C
on

cl
us
io
n

C
ha

pt
er

6
In
er
tia

Su
pp

or
tb

y
G
ri
d-
fo
rm

in
g
pr
os
um

er
sb

as
ed

on
M
at
ch
in
g
A
pp

ro
ac
h

-A
pp
ly
in
g
ba
tte
ry
-b
as
ed

gr
id
-fo

rm
in
g

co
nv
er
te
rs
to

pr
ov
id
e
ge
nu
in
e
in
er
tia

fo
rw

ea
k

gr
id

-I
ne
rti
al
re
sp
on
se

fro
m

ba
tte
ry
-b
as
ed

gr
id
-fo

rm
in
g
co
nv
er
te
rs
is
sim

ila
rt
o
th
at
of

sy
nc
hr
on
ou
sg

en
er
at
or
s

-P
ie
ce
w
ise

dr
oo
p
co
nt
ro
lle
rt
o
im

pr
ov
e
th
e

pe
rfo

rm
an
ce

of
ba
tte
ry
-b
as
ed

gr
id
-fo

rm
in
g

co
nv
er
te
rs

Fi
gu
re

1.
1:

Th
es
is’

str
uc
tu
re
,o
ut
lin

in
g
ge
ne
ra
lc
on
te
nt
sa

nd
co
nt
rib

ut
io
ns
,a
nd

sh
ow

in
g
th
e
co
nn
ec
tio

n
be
tw
ee
n
re
m
ai
ni
ng

ch
ap
te
rs
in

th
is
th
es
is.

8



Chapter 2

Literature Review

As discussed in Chapter 1, low-voltage (LV) distribution networks can be operated as residential
microgrids by making use of the prosumer-owned distributed energy sources (DER) interfaced as
voltage sources based on grid-forming control. These grid-forming prosumers not only improve the
LV networks’ resiliency but also help enhance the system inertia when large numbers of non-rotating
renewable generations emerge. This strategy is made possible by the advances in infrastructure
aspects, such as the increasing investment in behind-the-meter DER at the residential level, and the
methodological aspects, such as the local controllers for power converters.

As such, the literature will start with the techniques in residential microgrids, discussing the
existing research focus and methodologies. This is followed by an overview of the control techniques
in power converters, mainly focusing on the local controllers at the prosumer level. In particular, the
definitions of grid-forming and grid-following are clarified based on the applications in this thesis, as
the classification of power converters is diversely defined by different literature.

Next, as the stability of such residential microgrids is one of the concerns in this thesis, an overview
of the microgrid stability problems is given, which mainly discusses the case of the islanded operation.
The review focuses on the stability issues in microgrids, discussing how the stability is influenced
by different factors, and measures taken to enhance the stability. In particular, in the review of the
frequency stability, low-inertia problems in modern power systems are emphatically discussed. Existing
inertia enhancement strategies are then discussed. Attention is mainly paid to the services provided by
DER with the help of their local controllers.

Finally, the literature gaps are discussed, paving the way for the remainder of the thesis to be
elaborated.

2.1 Microgrids

A microgrid is defined as an integrated energy system consisting of different types of DER and loads,
which can be operated in either grid-connected mode or islanded mode [7]. DER in a microgrid contain
renewable energy sources (RES) such as solar PVs, small wind turbines and mini-hydro, as well as
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energy storage such as fuel cells, batteries and supercapacitors, which are required to be controlled
in a proper manner. Microgrids can be found in both low and medium voltage operating ranges,
typically from 400 V to 69 kV [8]. In the grid-connected mode, the microgrid is coupled with the main
electricity network at the point of common coupling (PCC), ensuring the bidirectional power flow
between them. In the islanded mode when the microgrid is disconnected from the main grid, the load
demand in the system should be supplied by the powers from local generations. Seamless transition
from grid-connected to islanded mode should be guaranteed.

Different from traditional power systems, the main generation sources are highly distributed in
microgrids. These distributed generations (DGs) are interfaced with the system either directly (such as
diesel generators) or by power converters (such as PV and energy storage units). In this context, the
behaviour and characteristics of microgrids are much different from conventional power grids, which
poses new challenges on the control, operation and protection.

Briefly, several main aspects of microgrid characteristics can be summarized as follows:

• Low system inertia. Unlike conventional generator-driven power systems whose inertia is
provided by the kinetic energy stored in synchronous generators, most inverter-interfaced DGs in
microgrids have no physical inertia.

• Larger time frame. Power converter-based DGs feature a faster response than synchronous
generators. The transient response of the microgrid is composed of multiple transients varying
from milliseconds (inverter control) to several minutes (generator control).

• DGs proximity to demand. As generations in microgrids are highly distributed, DGs can be
located close to the load demand, which arises the requirement for control strategies.

• High R/X ratio. Microgrids are usually applied in LV networks, where the resistance of the
transmission feeder is larger than the reactance, resulting in the coupling of voltage and frequency.

A generic microgrid is controlled in a hierarchical configuration. Similar to conventional power
systems, a typical microgrid control system is constructed by a three-level configuration, with primary,
secondary, and tertiary control [9]. Primary control deals with the power sharing among multiple DGs
by adjusting the frequency and magnitude of voltage reference for DGs’ local controllers. In particular,
for inverter-interfaced DGs, the voltage reference is tracked by the inner controller generating the
modulation signals for switching devices. Power droop control is often applied in this level, by which
the microgrid frequency and magnitude deviate from the nominal value to adjust to the load change.
The deviations are compensated next by secondary control, which works as a centralized automatic
generation controller. Errors are processed to all the generation units by the communication system
to adjust their power output and thus restore the output voltage frequency and amplitude. Finally,
the tertiary control level is used mainly for economical concerns. Power references for all units are
generated based on the optimization process, which considers both the supply-demand balance and the
marginal generation costs.
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2.2 Residential microgrids

A residential microgrid is a particular case of microgrids. A typical residential microgrid is composed
of RES, energy storage systems (ESS) and aggregated loads distributed in local households. Prosumers
are integrated by a common feeder which shapes like a radial network [10]. Such a network is
able to work in both grid-connected and islanded modes. Despite the rich microgrid literature,
residential microgrids have so far attracted little attention. Briefly, the key distinction between a
conventional and a residential microgrid is that the latter is supplied exclusively by prosumer-owned
DER. Notably, residential customers typically use single-phase connections [5, 10–12]. According
to [11], a three-phase residential microgrid can typically consist of three separate single-phase systems.
With a sufficient number of DER, various prosumers located on a single-phase line can form a microgrid
that could operate in islanded mode. A benchmark residential microgrid was given in [10] and [11]
with considering the single-phase connection situation of household prosumers. The primary feeder
is stretched from the substation and then separated by three single-phase secondary feeders. All
prosumers are assumed to own rooftop PV systems and storage installed in their houses. Back-to-back
converters are used to connect separate phases, allowing the intra-phase power exchange. This scenario
can serve as a typical structure of modern residential microgrids which are exclusively supplied by
DER.

Existing works on residential microgrids mainly focus on the design of the local controllers of
power converters [10, 11, 13–15], and the optimal local energy management within the residential
microgrid [5, 16–18].

2.2.1 Local controller of power converters

An important focus of residential microgrids is the local controllers for the power converters of
prosumers. As residential microgrids can be a combination of single-phase and three-phase generations,
the power flow among various generations is vital for the appropriate operation of the network,
including the power exchange within each phase, among the three phases, and between the three-phase
generations and the single-phase network. The intra- and inter-phase balance management were studied
in [10, 11, 13]. Typically, the power exchange between different phases is ensured by back-to-back
converters with dual full-bridge rectifiers. Authors in [13] proposed a controller for the back-to-back
converter for the intra-phase power management based on the change of the DC-link voltage. The study
case contains both single-phase prosumers and three-phase generation sources, while [10, 11] studied
the case with single-phase prosumers only. The management strategy is based on a multi-segment
power droop control, which sets the droop gains according to different frequency ranges. Intra-phase
power exchange is controlled via back-to-back converters as in [13], and it only takes place when the
power balance in one phase cannot be maintained locally.

In comparison, [14, 15] studied the issue of power quality and seamless mode transition of the
residential microgrid. Authors in [15] adopted distributed incremental adaptive filter to enhance the
power quality. Furthermore, the state of charge (SOC) is taken into consideration when designing the

11



controller. The study case is only based on one prosumer with a PV-battery hybrid system. Active
powers absorbed by respective residents are controlled with constant reference in [14] to avoid the
influence from the load uncertainty. However, the system voltage reference in islanded operation is
provided by a dedicated unit with lots of PVs and a large battery. Residential prosumers, comparatively,
are integrated by grid-following converters.

2.2.2 Local energy management

As introduced in Chapter 1, LV feeders with grid-forming prosumers can operate as islanded residential
microgrids after separation from the main grid. Once the separation happens and the islanded system
stably transitions to islanded operation, the next step is to manage the power flow of the whole microgrid
by prosumer energy management systems (EMS). The EMS not only maintains the power balance
between generations and loads but also optimizes the powers from each prosumer to maximize the
use of DER. The coordination between prosumers can be done using a central controller or in a fully
decentralised fashion [19].

Optimal energy management should consider the inherent behaviour of the DER as constraints,
for example, the SOC of batteries and the instant power that can be provided by DER [20]. Authors
in [5] considered the batteries’ SOC limitation as optimization constraints to design a cooperative
energy management system among household prosumers, and [21] proposed a detailed battery lifetime
estimation model to minimize the energy cost as well as meeting the requirement of total loss of the
power supply. Many existing works focus on the optimal energy management on the level of central
controller with the aim of minimizing the economic cost [5, 16–18]. Among these, [16, 17] are based
on the fuzzy logic, while [5, 17] focuses on the influence from the demand response.

2.3 Control of power converters

Power converters are the key actuators to interface the DC primary sources of prosumers with the
AC grid. Based on power electronic devices, these actuators are responsible for providing multiple
services for the grid, such as delivering active and reactive power, providing fast frequency response,
load sharing, voltage regulation, and so forth.

2.3.1 Classification

Classification of power converters is reported in [22], in which power converters are classified into
“grid-forming", “grid-feeding" and “grid-supporting" converters. Under the definition in this paper,
a grid-forming converter is controlled to work as an ideal AC voltage source with a given voltage
reference (amplitude and frequency). This voltage reference is set as a constant, as shown in Fig. 2.1
(a). ω∗ and v∗mag are the frequency and magnitude references of the output voltage. Due to the
inherent voltage-source feature, such converters can operate in the islanded mode by supplying loads
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Figure 2.1: Simplified representation of grid-connected converters.

in a standalone system. The grid-forming control structure is often implemented into the dedicated
equipment which provides the voltage reference for the rest synchronized generations.

In comparison, a grid-feeding converter is like a controlled current source, as shown in Fig. 2.1 (b).
These converters are controlled to deliver the desired amount of active and reactive powers P ∗ and Q∗,
as well as participating in the control of grid voltage and frequency. A synchronization unit such as
a phase-locked loop (PLL) should be applied to ensure the grid-feeder converters stay synchronized
with the grid. These power converters are suitable to operate in parallel with other grid-feeding power
converters. However, they can never operate without the grid or a grid-forming generation that sets the
voltage reference.

Fig. 2.1 (c) and (d) show typical configurations of two types of grid-supporting converters, The
converter in Fig. 2.1 (c) works as a voltage source, while the one in Fig. 2.1 (d) works as a controlled
current source. The working principle of these two converters is similar to that of grid-forming
converters and grid-feeding converters as shown in Fig. 2.1 (a) and (b), respectively. The difference is
that such converters exhibit power sharing with other generations. Both grid-supporting converters can
operate in parallel with other converters, while only the voltage-sourced grid-supporting converter
(Fig. 2.1 (c)) can work in the islanded mode.

2.3.2 Declaration

According to the classification in Section 2.2.1, it is clear that power converters are interfaced with
the grid in two main types: voltage sources (grid-forming and voltage-source-like grid-supporting)
and controlled current sources (grid-feeding and current-source-like grid-supporting). In this thesis,
as a simplification, the categories of power converters can be summarized by two main definitions.
Converters who behave like voltage sources are referred to as “grid-forming” converters, while
converters who behave like controlled current sources, on the other hand, are referred to as “grid-
following” converters, as defined in [1, 23, 24]. The voltage reference in grid-forming converters can
be set either as a constant or based on power sharing methods, which enables the parallel connection of
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Figure 2.2: Two-source transmission system

multiple converters.

2.3.3 Grid-forming control

Compared with grid-following control, the main difference of the grid-forming control is the indepen-
dence of the frequency measurement unit. The voltage reference, especially the frequency reference,
is determined by the controller of its own, which avoids the time delay resulted from the frequency
measurement unit such as a PLL. Paralleled grid-forming converters should exhibit proper load sharing
with or without dedicated communication lines. It is expected that grid-forming converters will serve
as a cornerstone of future power systems, which support load sharing, frequency response, and system
strength enhancement [1].

The main idea of grid-forming control is to mimic the characteristics of conventional synchronous
machines. Based on different focuses, many grid-forming methods have been reported, which can be
generally categorized as droop control, virtual synchronous machines, matching control and virtual
oscillator control [1, 23].

Droop control

Droop control is widely used as a baseline solution for grid-connected power converters. This idea
comes from the inherent droop property of the generators, by adjusting the active and reactive power
output according to the change of frequency and magnitude of the grid voltage. By considering a simple
power transmission system shown in Fig. 2.2. Two sources 1 and 2 are connected by a transmission
line. The active and reactive powers that are delivered from Source 1 to Source 2 can be expressed by

P1 =
V1

R2 +X2
[R(V1 − V2 cos θ12) +XV2 sin θ12], (2.1a)

Q1 =
V1

R2 +X2
[−RV2 sin θ12 +X(V1 − V2 cos θ12)], (2.1b)

where P1 and Q1 are active and reactive powers from Source 1. V1 and V2 are voltage values at Source
1 and Source 2. θ12 corresponds to the phase-angle difference between the two voltages, and R and X
are the transmission line resistance and reactance, respectively [22].

In an inductive grid such as a high-voltage and medium-voltage network, R is negligible compared
to X . Assuming sin θ12 ≈ θ12 and cos θ12 ≈ 1, (2.1) can be rewritten as

P1 ≈
V1

X
V2θ12, (2.2a)

Q1 ≈
V1

X
(V1 − V2), (2.2b)
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which shows a direct relationship between the power angle θ12 and the active power P1, as well as
between the voltage difference V1 − V2 and the reactive power Q1. Therefore, the grid frequency and
voltage can be regulated by controlling the values of powers for each individual generation in the form
of

f ∗ − f = −mP(P
∗ − P ), (2.3a)

V ∗ − V = −nQ(Q∗ −Q), (2.3b)

where superscript ∗ denotes the reference values for the regulated variables.
Droop controls for power converters have been widely adopted to achieve power sharing between

multiple converters either in the grid-connected or the islanded mode without communication lines.
However, some issues associated with conventional droop control such as the frequency deviations,
power-sharing errors, and stability concerns cannot be simply solved by adjusting the droop gains.
This provides the motivation for the study on improved droop controllers. Supplementary droop
characteristics were applied in [25–28]. A derivative term of power was added to the droop controller to
improve the transient response of the microgrid with paralleled inverters, including large load variation
and microgrid isolation. Relevant derivative parameters are calculated based on the optimization
algorithm in [26]. Authors in [25] modified the active power droop as a proportional-integral-derivative
(PID) block to reduce the circulating current during the transient state. In addition, in a microgrid case
where several DGs are connected to a single feeder with series connections, a droop approach with the
algorithm-based feeder flow control is proposed in [29] to regulate the significant frequency change by
excessive loading during the transition from grid-connected to islanded operation. Economic problems
relevant to active power sharing should also be considered in the design of droop controller. A nonlinear
scheme based on generation cost of the microgrid is proposed in [30], and a linear cost-prioritized
droop scheme presented in [31] achieved optimal active power sharing and minimized generation cost.

Despite the wide application of conventional droop control, P/f and Q/V relations are impacted
by the existence of transmission line resistance R as illustrated in (2.1). In a LV network where R
cannot be neglected, the conventional droop method should be modified to adjust to the relatively high
R/X ratio.

Amodified droop method by usingP/V andQ/f droop in resistive networks is proposed in [32–34].
By neglectingX in (2.1), the droop relations between P and V as well asQ and f are detected. To solve
the problems like line impedance dependency, inaccurate active power or reactive power regulation
and slow transient response, improved P/V and Q/f droop is proposed in [34–36]. Authors in [36]
supplemented the P/V droop with a proportional-integral (PI) power compensator. [35] proposed the
voltage-power droop/frequency-reactive power boost (VPD/FQB) control scheme with considering the
resistive network character. Multiple converters contribute to the regulation of the microgrid voltage
and frequency, allowing the operation in both islanded and grid-connected modes. As a general case,
the combined effect of the resistive and inductive line impedance components are taken into account in
the droop control equations in [22, 34, 37]. The frequency and voltage droops are determined by both
active and reactive powers.
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Instead of applying modified droop approaches, the conventional droop can be improved with
the impedance value being modified. As the mismatch of P/f and Q/V droops in LV networks is
resulted by the large R/X ratio, a large inductor can be added between the power converter and the
network. This method equivalently increases the inductance in the network and thus modifying the
line impedance. The disadvantage is that introducing an inductor increases the voltage drop, reducing
the overall efficiency. The implementation of the virtual impedance can solve this issue [38–40]. The
virtual impedance modifies the power converter output voltage reference as

vref = v∗ref − Zviabc, (2.4)

where Zv is the dynamic virtual impedance and iabc are the converter output currents. Improved virtual
impedance has been reported in [36, 41–43], including the adaptive virtual impedance for the sake of
reducing the harmonics [36, 42, 43], and the frequency-coordinated virtual impedance by considering
the various dynamic response from different DGs [41].

Virtual synchronous machine

The underlying idea behind the virtual synchronous machine (VSM) concept is to emulate the essential
behaviour of a real synchronous machine (SM) by controlling a power electronic converter [23].
Basically, VSM implementation contains more or less explicitly a mathematical model of a SM instead
of only emulating the droop characteristics. The most common SM model that is applied by the VSM
is the swing equation

J
dωr

dt
= Tm − Te −Dmωr, (2.5)

where J , Dm, Tm, and Te are the moment of inertia constant, damping coefficient, mechanical torque,
and electromagnetic torque of the generator, respectively. The emulation of the inertial characteristic
and damping of the electromechanical oscillations are common features for every VSM implementation.

A VSM algorithm is the primary part of the system which are interfaced like synchronous
machines [44]. Several VSM topologies have been proposed based on different VSM algorithms [45–48].
The first proposal of a VSM was referred to as “VISMA” [45]. After that, an ISE topology was
proposed in [46]. The frequency and voltage are measured at the PCC. A KHI topology was developed
then [44]. An automatic voltage regulator and a governor unit are applied to generate the voltage
reference of the virtual machine, after which the current reference for a synchronous generator is
generated according to algebraic phasor representation. The common feature of these topologies is
that the grid frequency is measured in the algorithm to mimic the SM’s behaviour. In comparison,
a topology without frequency measurement named synchronverter is proposed in [48–50]. Similar
to the synchronous generator output power regulation, the output power of the inverter is regulated
by frequency droop and the emulated swing equation. Moreover, the damping factor and moment of
inertia can be adjusted to cater for different operation conditions. Synchronverters behave like voltage
sources as the inverter output voltage reference is computed without measuring the grid frequency.
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Figure 2.3: Basic diagram of virtual synchronous machine [1].

The basic control principle of a synchronverter can be represented by

θ̇c = ωc, (2.6a)

Jcθ̈c =
1

ω∗
(P ∗ − P ) +Dp(ω

∗ − ωc), (2.6b)

êabc = 2ωcMfifθ̇cs̃inθc, (2.6c)

where θc and ωc are the emulated rotor angle and frequency of the converter, respectively. Jc and
Dp are the virtual inertia and damping coefficient, respectively. êabc is the emulated electromagnetic
force (output terminal voltage) of the converter. Mf is the mutual inductance amplitude, and if is the
excitation current. s̃inθc =

[
sin θc sin(θc − 2π

3
) sin(θc + 2π

3
)
]>

. A basic control diagram is shown
in Fig 2.3. With the emulation of the inertia and damping coefficient of synchronous generators,
VSMs are widely applied in the frequency control of highly renewable-penetrated microgrid, providing
system inertia and damping to improve the dynamic frequency response [51–54]. Proper reactive
power sharing is studied in [55–57], considering the effect of the line impedance and load fluctuation.
The issue of unbalanced and distorted grid connection can also be improved by the application of
VSM [58–60].

Matching control

Matching control is based on the idea of mimicking the behaviour of synchronous generators (SG).
This control approach is proposed on the basis of the structural similarities between SG and two-level
power converters [24, 61–64]. The core part of matching control is to link the converter DC-link
voltage vdc and SG rotor angular frequency ωr with a constant factor η. Hence, the energy stored in the
DC-link capacitor is linked with the kinetic energy in the rotor consequently. Matching control makes
it possible to regulate the frequency by simply controlling the DC-link voltage.

Take the example of an averaged 3-phase converter model shown in Fig. 2.4 [65]. The AC variables
are represented in the stationary αβ0 frame. The similarity between the two-level converter model and
the generator model can be illustrated as follows [61].
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Figure 2.4: A two level converter.

Converter model:

Cdcv̇dc = is −
1

Rdc
vdc − idc, (2.7a)

Lfi̇t,αβ = vt,αβ −Rfit,αβ − vαβ, (2.7b)

Generator model:

Jω̇r = Tm − Te −Dmωr, (2.8a)

ψ̇s,dq = vs,dq −Rsis,dq −

[
0 −1

1 0

]
ψs,dq, (2.8b)

where ψs,dq, vs,dq and is,dq denote the stator winding flux, voltage, and current in dq0-coordinates
(See [66], Fig. 3.1), respectively. By observing the similarity between (2.7) and (2.8), it is clear that
the equivalence of the two models can be achieved by the controller as

mαβ = µ

[
− sin θc

cos θc

]
, (2.9a)

θ̇c = ηvdc, (2.9b)

where θc is the angle for the DC-AC converter output (the same as the emulated rotor angle in VSM),
and µ ∈ [0, 1] represents an amplitude for the modulation signal. In this case, the control approach can
be applied by following

ωc = ηvdc, (2.10)

where η = ω∗/v∗dc encodes the ratio between the nominal grid frequency and the DC voltage reference.
Based on this method, the frequency shift in the grid is translated into the DC-link voltage change. This
can be explained by observing the power balance immediately after a disturbance. A power change in
the grid is initially compensated by the energy stored in the DC-link capacitor, similar to the inertial
response coming from the kinetic energy stored in the rotating mass of a synchronous machine. Hence
the voltage regulation basically applies an is/vdc droop control, which mimics the conventional P/ω
droop characteristic, and the DC current reference is determined by the sum of the droop controller
output and the power injection feed-forward to adjust the power output [1]. The basic diagram of the
matching control approach is shown in Fig. 2.5.
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Figure 2.5: Basic diagram of matching approach.

Detailed modelling process and experimental verification are discussed in [62–64]. Compared
with the conventional droop method and the VSM technology, matching control builds a direct relation
between the DC-link voltage and the frequency. Consequently, the frequency regulation problem is
translated into the DC voltage control problem, which is realized in the design of the DC-voltage
controller. [67] applied matching control into the battery-based inverter to provide inertia for the system,
as well as contributing to the frequency control. It is concluded in [1] that matching control is relatively
robust to the DC source limitation due to the fact that frequency regulation is based on the DC-side
voltage. [68] proposed a matching-based electronic synchronous machine with a detailed design process
of the matching controller. The paper considers cases for the sake of both the synchronization to a stiff
grid and the regulation of a weak grid, which offers comprehensive guidance on the implementation of
the matching approach.

Virtual oscillator

Virtual oscillator (VOC) is a novel grid-forming control strategy. Unlike the grid-forming methods
explained above, VOC is not directly inspired by synchronous machines [23]. Instead, this strategy is
based on synchronization theory and nonlinear control methods.

Basically, due to the AC dynamics of power converters, the inverter-based power network can be
regarded as a connected undirected graph where inverters serve as coupled oscillators. Synchronization
of inverters in islanded operation is translated into the problem of synchronization and coordination of
coupled systems with limited or no communication. This concept was first adopted in [69,70] with
the application of droop control and modified Kuramoto model in the coupled oscillators. However,
the voltage dynamics of inverters was not considered. Controlling inverters as virtual Liénard-type
oscillators provides promising solutions as VOC is able to globally synchronize an inverter-based power
system. Based on that, dispatchable VOC was developed in [71] considering the network dynamics.
The droop characteristic in dispatchable VOC can be revealed as

θ̇c = ω∗ +mvoc

(
P ∗

v∗2mag
− P

v2
mag

)
, (2.11a)

v̇mag = mvoc

(
Q∗

v∗2mag
− Q

v2
mag

)
vmag +

nvoc

v∗2mag

(
v∗2mag − v2

mag
)
vmag, (2.11b)

wheremvoc and nvoc are the positive control gains.
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2.4 Microgrid stability

Stability is defined as the ability of a system to recover to a new steady state after being subjected to a
disturbance [72]. It is one of the most important concerns in the operation of power systems. Due to
the microgrid unique intrinsic features and systemic differences, the stable operation of microgrids is
more challenging than that in conventional power systems. According to the physical phenomenon of
instability, traditional power system stability problems are classified into three categories: rotor angle
stability, voltage stability, and frequency stability, focusing on different parts of the power system [73].

• Rotor angle stability is caused by the power angle of a generator, which is defined as the
angle between the electromagnetic force and the terminal voltage. It represents the ability that
generators remain in synchronism after being subjected to a disturbance, which is essentially
the balance between the electromagnetic torque of the generator rotor and mechanical torque.
The rotor angle stability is classified as small-disturbance angle stability and large-disturbance
transient stability.

• Voltage stability refers to the ability that the power system maintains steady voltage on all buses
after subjecting to disturbances. Voltage instability is mainly caused by long transmission lines,
which limit the power transfer between generations and loads. The voltage stability applies to
both short-term and long-term stability issues, and they are also subject to small disturbances
and large disturbances in the system.

• Frequency stability refers to the ability that the power system can maintain the steady frequency
under a variety of conditions. It essentially indicates the power balance in the whole power
system, which can be either short term or long term.

According to the definition, conventional power system stability issues are dominantly addressed by
the control and coordination of synchronous generators.

In the microgrid, however, power generation units are constructed by a wide variety of equipment
and technologies, including a large number of inverter-based RES and ESS. These generation sources
have no physical inertia, which results in considerably lower inertia in the microgrid, jeopardizing the
frequency stability significantly. As stability is highly related to demand-supply power balance, high
penetration of variable and intermittent RES probably influences the stability negatively. In addition,
as microgrids are relatively smaller in size, the short circuit capacity is relatively lower, especially in
islanded microgrids. Such a system may experience large voltage and frequency deviations even with
small disturbances. Furthermore, voltage and frequency in microgrids are highly correlated due to
the higher R/X ratio in the network, changing the relationships between voltages, frequencies, and
power flows. The aforementioned aspects in microgrids make the stability issues in such a system more
complicated [74].

In this context, studies on microgrid stability are carried out mainly focused on factors that pose risk
on stability, mathematical modelling of microgrids, assessment methods, and stability improvement
methods for microgrids. According to the causes of stability issues, microgrid stability can be
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categorized as small-signal stability, transient stability, frequency stability and voltage stability. Based
on the operation mode, these stability issues can be further classified by grid-connected stability and
islanded stability, focusing on different targets in the microgrid [75].

2.4.1 Small-signal stability

Small-signal stability corresponds to the system subjected to small disturbances such as the connection
or disconnection of a single load or generator. It is analyzed with a linearised state-space model
combining the micro sources, network dynamics and loads. A disturbance is considered small if a
linearised set of equations can adequately represent the system behaviour [73, 76, 77]. Eigenvalues of
the state matrix derived from the linearised model determine the small-signal stability of the system.
To assure stability, the real part of characteristic roots must be negative. A satisfactory damping margin
is also expected when focusing on the position of complex eigenvalues, ensuring less oscillation during
transient response.

Linerised modelling of microgrid

Studies on the suitable modelling of microgrids are many. In particular, much attention is paid to
the modelling process of inverter-dominated microgrids. As a large number of state variables are
involved in the linearised model, the analysis of microgrid will be computationally more demanding.
Hence, some papers proposed reduced-order microgrid models to decrease the complexity. In [78],
the microgrid model was built without considering the effect of microgrid high-frequency models.
The paper focuses on the electro-mechanical transient of the system. Moreover, [79] neglected both
the inner controllers and the output filters in the model. The simplification is effective in some cases.
However, in systems highly penetrated by inverter-based generations, controllers play an important role
in small-signal stability, and thus should be modelled in detail.

In this context, small-signal stability analysis was proposed in [80] with regards to a system with two
paralleled inverters. Based on the proposed model, optimal droop gains and the cutoff frequency of the
filter can be chosen appropriately. However, this work neglected the model of the inner voltage/current
regulators, which ensure the inverters track the voltage reference accurately. Parameters relevant to the
inner controllers determine the accuracy of the microgrid model and thus should be considered. As a
result, a systematic modelling approach for an autonomous microgrid was proposed in [81], which
combined dynamic models of individual inverters, the network and loads with constant impedance.
The proposed model is a general model which can be applied by any number of inverters. Moreover,
inverters were first modelled in their individual reference frames and then transformed into a common
reference frame in the network. In particular, the DC input was simplified as a constant DC voltage
source. Nevertheless, the simplification of the DC link cannot be applied to all cases as DC side
dynamics is dependant on the DC-side configuration.

Based on the modelling concept in [81], authors in [82] included the DC dynamics in the small-
signal model. The DC side and AC side are linked by the active power balance. However, the DC-side
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source was represented by a large capacitor. Only the dynamics of this capacitor was taken into
consideration. [83] improved the microgrid model by including the model of the DC converter between
the DC source and the inverter. The double-looped DC voltage controller was also included in the
linearised model. The dynamic response from various primary DC sources were studied by introducing
a first-order system in [84]. Such model was applied in [85] with further studying the DC-side current
limitation on system stability.

Linearised models mentioned above are all based on the dq0-coordinate system, in which AC
variables are transformed into the rotating dq0 reference frame by Park transformation. Variables in
the dq0 frame are DC with constant steady-state operating values, thus enabling the microgrid model
to be linearised around the equilibrium points. In addition to this method, microgrid modelling can
also be conducted with phasor-based methods [86] and harmonic linearisation [87–89].

Stability analysis tools

Commonly, there are two major analysis tools used for small-signal analysis: the state-space method
and the impedance-based method [90]. The state-space method uses the system’s state-space model for
analysis. It is comprehensive with detailed consideration of the system topology and control parameters
of individual inverters. Undamped and unstable modes can be investigated by analysing the state
matrix. The issue is that the state-space method requires the extensive knowledge of the system and
control parameters, which are sometimes not fully accessible. The impedance-based method, on the
other side, can be easier to formulate ad validate. The idea behind this method is that all components in
the system are modelled by their Thevenin or Norton equivalent circuits. Stability can be investigated
by seeing if the impedance ratio satisfies the Nyquist stability criteria. This method is very useful for
analysing high-frequency dynamics and the impact of interactions between a certain inverter and the
grid. A disadvantage is the limited observability of certain states [91].

Due to their certain advantages and disadvantages, these two methods can often be used in a
complementary manner. In Chapter 4 where the stability of LV feeders is discussed, the state-space
method is applied to investigate the reasons for certain unstable modes.

Stability impacts

Based on linearised models, the small-signal stability of a microgrid can be investigated. Studies
of stability impacts are mainly focused on feedback controllers, the types of loads and the network
R/X ratio. Small-signal stability is highly related to the parameters in the feedback controllers, and
specifically, the droop gains. The impact of droop gains on the microgrid stability was investigated
in [7,27,75,81,92–97], Studies show that a large droop gain may result in the low-frequency dominant
eigenvalues approaching the right-hand side of the complex plane, indicating the instability.

In terms of the load model, [81, 82, 95] considered the loads with constant impedance, whilst
microgrids are often penetrated by some non-linear loads such as rectifier-inverter-fed induction
motors (IMs). The nonlinear dynamics challenges the stability, resulting in rather unrealistically large
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stability operating region [98]. The impact from the IM loads was investigated in [93, 98–100]. In
particular, [100] detailed the modeling procedure by a composite load model with a static load and an
IM. Though the composite load model is not strictly necessary for oscillatory behavior accuracy, it is
important when the load margin must be assessed. Similarly, by combining the static and dynamic loads,
the relationship between the low frequency instability and motor dynamics was discussed in [101].

Another impact comes from the high R/X ratio of the microgrid network, which results from the
predominantly resistive LV power lines. The investigation of the R/X ratio on microgrid small-signal
stability was carried out in [33, 92, 102]. Studies show that when the power controller applying
conventional P/f and Q/V droop control, a smaller R/X ratio helps push the system to a more stable
region. However, when the reverse droop by P/V and Q/f is applied, the system tends to be unstable
when R/X ratio is small.

Stability improvement

According to the stability impacts, the droop controller is one of the most important causes of the
microgrid small-signal instability. As a result, methodologies of stability improvement are mainly
focused on the modified droop controllers. [25, 95, 103] worked on the supplementary loops. An
adaptive droop control with additional derivative terms of power was proposed in [25]. The addition of
derivative terms improves the transient response without influencing the steady-state behavior. [95]
supplemented the droop controller by the change of the d-axis voltage reference. The approach pushes
the dominant poles further from the unstable region, which ensures a high droop gain is used for proper
load sharing, especially in weak grids. The supplementary terms in [103] are based on the total real
and reactive power generations in the whole system.

In addition, some papers modified the droop controller with new characteristics. [102,104] designed
the droop controller by an Arctan droop curve, by which the droop slope is determined by the
algorithm based on arctan functions. The stability margin is largely improved with the proposed
method. [105] proposed an adaptive feedforward compensation that alters the dynamic coupling
between a distributed-resource unit and the host microgrid. The feedforward compensation is modified
periodically according to the system steady-state operating point. The proposed method enhanced
the robustness of the system stability to droop coefficients and network dynamic uncertainties. [106]
designed the power controller with both the frequency and amplitude of the voltage determined by both
the active and reactive powers. In [107], a gain-scheduled decoupling control strategy was proposed
which reshapes the characteristics of the conventional droop controller with additional control signals.
The control signals are based on the local power measurement and supplementary dq voltage references.
The transient response is improved as the microgrid dynamics is decoupled with the droop gains.

2.4.2 Transient stability

Transient stability refers to the rotor angle stability caused by large disturbances such as grid-
connected/islanding transitions, large load steps, loss of multiple distributed generations, and electrical
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faults. Unlike the analysis of small-signal stability issues, a linearised set of equations cannot adequately
represent the system behaviour when the system exhibits large perturbations. The assessment of
transient stability issues can be performed by using Lyapunov-based non-linear models, time-domain
simulations, and hardware-in-the-loop (HIL) approaches [75].

Studies on the transient stability of microgrid are mainly about the impacts from the DG penetration
level, the types of DG, locations of faults and islanded microgrid transient stability.

Penetration level of DG

The percentage of DG penetration is a critical issue for the microgrid transient stability. Various types
of DGs exist in the microgrid, posing different impacts on the microgrid according to the penetration
level. Authors in [108] studied the impact of distributed synchronous generators on the transient
stability of real distribution network. The disturbance results from the islanding of the microgrid. DG
with smaller inertia tend to lose their synchronism more easily. A microgrid with high penetration of
wind turbines was studied in [109]. Simulation results show that increasing wind penetration tends
to reduce the damping of the system. The impact of high penetration level of power converters was
investigated in [110], showing that the maximum rotor speed deviation is increased with increasing
interface of converters due to the low inertia. The penetration of ESS is proved to have positive impact
on the microgrid frequency response, as these ESS help smooth the active power variation [111]. As a
result, the transient stability can be enhanced by the penetration of ESS.

Types of generation sources

Various types of generations exist in microgrids which are conceptually and physically different from
synchronous generators. The influence of the penetration of asynchronous generators in microgrids
was studied in [112]. It was shown that asynchronous generators increase the rotor speed damping of
the main synchronous generators considerably. Also, they have a negative impact on the steady-state
voltages in the power system. Systems with wind powers are commonly based on doubly-fed induction
generators (DFIGs). System faults and dynamic loads pose impacts on the behaviour of DFIGs
significantly [74]. The impacts of PV systems on microgrid stability have been widely studied. The
operating characteristics of residential PV systems under various transient disturbances were tested
in [113]. Based on the testing results, proper measures to meet fault ride-through requirements can be
investigated. Stability analysis of distributed solar units and centralized solar farms were presented
in [114], which shows that the distributed solar PV generators contribute more to the microgrid stability
than solar farms. As a commonly-used energy storage, dynamics models of fuel cells were proposed
in [115, 116]. The transient behaviour of fuel cells with their interfaced inverters was thus investigated
in [117], showing that fuel cells help improve the microgrid transient stability when power and voltage
controllers are implemented.
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Loads, faults, and clearing time

The transient stability of microgrids is also related to the conditions of loads and system faults. Similar
to the small-signal stability analysis, the non-linear load with IM is the main source of impact from
load characteristics, which was investigated in [109,118]. These works also investigated the location of
faults, showing that faults that are initiated in areas with high DG penetration have significant impacts
on the transient stability. Due to DG proximity to the loads, a suitable design of the DG placement can
improve the transient stability of the transmission systems. In addition, fault clearing time is crucial
for microgrids’ stable operation, which challenges the ride-through capability of the system. Authors
in [119] studied such impact by calculating the critical clearing time for all generators. showing that
DG may lose its stability if the faults are not cleared within a specific period.

Stability improvement

Transient stability can be improved by suitable control strategies [120, 121], sizing and siting of
DG [114,122,123], the use of energy storage [111,124], and load shedding [125,126].

In [120], a novel inverter controller by applying virtual inertia in the power loop was proposed to
improve the frequency response of microgrids under disturbances involving large frequency deviations.
The control strategy proposed in [121] modified the voltage control loop and the frequency measurement
in the controllers for electronically coupled DER. The control strategy improves the performance of
the host microgrid under network faults and transient disturbances.

As analyzed previously, the transient stability of microgrids is also affected by the sizing of the DG,
as well as their locations in the distribution system. Therefore, optimal placement of DG helps improve
the stability margin. In [122], the authors detected the critical buses based on mixed-integer nonlinear
programming. Buses that are sensitive to voltage profile are put in priority and thus the voltage stability
margin is highly improved. A novel stability index considering stable node voltages was presented
in [123], while [114] investigated the impact of solar PV generators with different sizes and locations.

Islanded microgrids tend to experience large frequency deviations when a large disturbance occurs.
The installation of energy storage systems can help balance the disturbance if their capacity is enough,
as ESS are capable of smoothing the power response flexibly. [111,124] applied ESS to enhance the
microgrid stability, A battery-ultracapacitor system was used in [111] while [124] applied the ESS
with a fuel cell and ultracapacitor hybrid system.

Even though ESS can compensate the large disturbance, a large inrush current during the transient
state might threaten the performance of these ESS. This issue can be solved by proper load shedding.
In [125], the authors applied the local meteorological data into a Markov two-state model to determine
the shed load. In [126], the power line network was used as a propagation and communication medium,
predicting the electromagnetic interference generated by all household devices and thus determining
the load shedding strategy.
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Figure 2.6: Frequency response of a generator under step-up load change (H = 1, 3, 5, 7 and 10).

2.4.3 Frequency stability

Frequency stability is caused by power imbalance between generation and demand in a power system. It
is associated with inadequate power supplies and poor coordination between controllers and protection
systems. When large demand changes apply while efforts by primary controllers cannot entirely
compensate the load change, the system frequency will continuously drop, resulting in the disconnection
of several synchronous generators.

In power systems with a high penetration of inverter-interfaced generation sources, and in microgrids
in particular, the frequency stability is highly related to the low system inertia resulting from the lack of
rotating machines. The increasing penetration of non-rotational generation poses risks to the microgrid
frequency stability if the frequency controllers are not properly designed. This issue can also be
observed in modern large-scale power systems, where many generation units are highly distributed,
variable, and based on power electronics converters.

System inertia in traditional power system

In traditional power systems where the electricity comes from synchronous generators in power plants,
the system inertia refers to the kinetic energy stored in the rotating parts of these machines. As the
grid frequency is inherently linked with the rotating speed, rotors feature natural reactions to the
contingencies in the system, which results in frequency fluctuations. With the high physical inertia
of rotors, the large amount of the stored kinetic energy serves as an immediate source of energy that
reduces frequency excursions following power imbalance. This stored energy helps with frequency
regulation by catering for the load change or compensating the power lost from the failed generators.
This inertia can be represented by a per-unit inertia constant H , whose value determines the ability
to maintain the frequency during events. A typical frequency response of a generator during a load
change is illustrated in Fig. 2.6, where the contingency occurs at 10 s. The curves show the trend when
H increases from 1 to 10. It is clear that a higher inertia contributes to a higher frequency nadir and a
lower RoCoF, while the frequency deviation at steady state is not influenced by H .

Comparatively, RES such as solar PV and wind turbines provide no physical inertia because of
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Figure 2.7: Time scales of frequency-related dynamics in conventional power systems and converter-interfaced DER [2].

the application of power electronic interfaces. Hence, a high RoCoF will be caused in response to
contingencies. Unacceptable high RoCoF poses risks on generating units in terms of pole-slipping
and protective tripping [127]. Large frequency excursions may also cause undesirable load-shedding,
cascading failures, or even large-scale blackouts [76]. Moreover, the frequency stability is largely
jeopardized especially in islanded microgrids. As a result, lack of system inertia is becoming a big
concern in modern power systems.

Inertia enhancement in modern power system

To address this issue, a straightforward solution is to install synchronous condensers in the system, while
this inevitably introduces higher costs. Hence more economical possible solutions consider making
power-converter-interfaced DER participate in frequency control. Power converters are generally fast
and can thus allow non-synchronous generators to provide a primary frequency control faster than
conventional power plants. Authors in [2] compares the frequency-related dynamics in conventional
generator-dominated system and the frequency control that can be provided by converter-interfaced
DER in terms of time-scale process, which is shown in Fig. 2.7. In a conventional power system, the
inertia of synchronous generators takes effect in the first instants after a contingency such as a step load
change, which is known as the inertial response. This is not a controlled but a natural response of
generators depending on the inherent characteristic. After this period, the primary, secondary, and
tertiary controls by the system governors start to matter in a row. In comparison, the frequency control
by converter-interfaced DER cannot capture and thus compensate the power balance in the first instants
after contingencies as they do not respond naturally to the load change. Even though their primary
frequency control is much faster than that of synchronous generators, the uncovered first instants tend
to result in high RoCoF.

Against this backdrop, the research on dealing with the low inertia issue considers emulating the
dynamic behaviour of synchronous generators, thus providing virtual inertia. Control strategies for
DFIGs were proposed in [128–131] for wind turbines by emulating the inertial response of synchronous
generators. Even though wind turbines also store kinetic energy in the blades, this energy cannot be
directly used for energy compensation as rotational speed is decoupled from the grid frequency by
power converters. To emulate the inertial response, the derivative of grid frequency df

dt
is measured

to calculate the expected torque of wind turbines. One concern of this strategy is the speed recovery
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of wind turbines after frequency control. Some papers consider to use solar PVs to provide FFR to
the system [132,133]. The strategy in [132] measured the frequency first and then generates power
feedforward for the DC-link voltage controller. A maximum power point (MPP) estimation algorithm
was applied in [133] to predict the PV maximum power in real time and then provide fast and accurate
control of active power. However, to be enabled to provide extra power, PVs have to operate below
the MPP at the sacrifice of maximum power capacity. As a result, such strategy is only applicable in
PV-rich areas. Among the primary sources of these power-converter-based generations, energy storage
units are effective sources to provide inertia. This is mainly due to the feature of fast response and
flexible power dispatch.

One effective method for inertia support is to utilize the energy stored in the DC-link capacitor.
Active power regulation can be achieved by adjusting the DC-link voltage. Inertia enhancement
approaches based on DC-link voltage control were reported in [52, 134–139]. Virtual synchronous
generators (VSGs) were applied in [52,134–136,139] to implement the generators’ swing equations
in the power converter. Authors in [135] proposed a self-tuning method for the inertia and damping
coefficients, while [136] divided the inertial response of a single VSG into four periods, and the inertia
and damping coefficients are adjusted by different values to ensure the stability and to deal with the
tradeoff among the RoCoF, the frequency nadir, the overshoot, and the settling time. In [52], the
inertial response of VSGs were improved by employing a fuzzy controller in both grid-connected and
islanded modes of AC microgrids.

Although arbitrarily assigning the virtual inertia of VSGs can be simple and straightforward, it is
based on the assumption that VSGs can output or absorb infinitely large power, which is far from being
proven. In fact, in order to produce the desired inertia, energy storage units have to be incorporated
into VSGs. Without energy storage, the virtual inertia of VSGs would be limited by their DC-link
capacitance [140]. Therefore, [134] applied a VSG sourced by a battery/ultracapacitor hybrid energy
storage system. An observer-based transient frequency drift compensation was proposed in [141],
using a battery for inertia support. The frequency drift compensation contains: transient state detection
by an integral window; a proportional-derivative (PD) controller to regulate the frequency error; a
Luenberger observer to observe the load disturbance.

The inertia enhancement strategies mentioned above are based on frequency measurement by
PLLs. However, a PLL often fails in weak grids especially after severe faults, resulting in PLL
instability issues and the inaccuracy of frequency estimation. Moreover, the implementation of swing
equations should use the derivative of the grid frequency, while direct differentiating process introduces
high-frequency noises. To deal with this issue, the PLL instability was investigated and improved
in [142–145], aiming to provide inertia support and FFR. Improved frequency-locked loop (FLL) was
reported in [146] for inertia enhancement. This paper studies a case in which a voltage-controlled VSM
and a battery-based power converter are connected in parallel, supplying a changing load. It adopts
a second-order generalized integrator (SOGI) in a FLL to generate the derivative of the estimated
frequency, which is then used to calculate the desired compensated power from the battery. Authors
in [139] proposed a self-synchronized VSG which is not dependant of the frequency measurement.
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The grid synchronization function is realized in the DC-link voltage controller which generates the
expected output frequency.

2.4.4 Voltage stability

An important stability issue in microgrids is to maintain terminal voltages at each bus within acceptable
limits, and such ability is referred to as the system strength as one of the power system capabilities [147].
A strong grid can be thought of as an ideal voltage source in series with a low impedance. System
strength is reducedwhen synchronousmachines are replaced by inverter-interfaced generation connected
to weak grids, i.e. distribution networks possibly far away from transmission substations. Grid-forming
inverters, on the other hand, can help strengthen the grid because they can be represented by ideal AC
voltage sources behind a low output impedance [22]. As a result, the voltage stability is enhanced by
the penetration of grid-forming inverters.

Reactive power limits, load dynamics, and tap changers are the main sources of voltage stability
issues in microgrids. Particularly, voltage stability issues are closely related to the reactive power limits,
especially during islanded operation [148]. As microgrids commonly depend on short feeders, any
changes in the DER terminal voltages are almost immediately reflected in the rest of the system [149].
Lack of sources of reactive power poses a risk on the system even with small disturbances. Therefore,
proper reactive power compensation and management is crucial in microgrids for voltage stability
enhancement. A control strategy of additional power converters connected in parallel with main
converters is proposed in [150] to support extra reactive power for the microgrid. The low voltage
ride-through capability is augmented with the added converter, which withstands the severe voltage
dip. In [151], system stability is enhanced by a distribution static compensator (DSTATCOM) in an
autonomous microgrid with multiple DG. The connected DSTATCOM provides ride-through capability
during power imbalance in the microgrid. In addition, voltage stability can be improved by proper
reactive power sharing among DER. Optimized droop equations have been reported in [152–154]
for accurate reactive power sharing under feeder impedance mismatch. Adaptive and enhanced
virtual impedance has been proposed in [36, 41–43] for the modification of conventional droop
approaches. Moreover, algorithm-based reactive power sharing methods with graph theory were
proposed in [155–157]. Reactive power sharing is improved with the schemes on the secondary control
level.

2.4.5 Newly-added stability issues in modern power systems

The modern power system has been transformed significantly by the increasing integration of power
electronic converters. In addition to the penetration of RES and ESS as introduced in previous
subsections, novel transmission technologies such as flexible AC transmission systems (FACTS),
high voltage direct current (HVDC) transmission lines and power-electronic-based loads change the
character of modern power systems. The classification and definition of power system stability is
extended in [158] by two new categories: converter-driven stability and resonance stability.
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Converter-driven stability

The converter-driven stability is introduced by the interaction between converter-interfaced generations
(CIG) and the networks. Controllers for CIG often feature multiple control loops with various
bandwidths, resulting in dynamic phenomena with a wide range of time constants. For example,
the inner current loops of CIG are much faster than the outer power and voltage loops. Similarly,
components in power networks are with various dynamics, including fast-response components like
passive filters and slow-response units like electromechanical dynamics of synchronous generators. In
this regard, the interactions between fast-response units of CIG and networks cause high frequency
oscillations, while interactions between slow-response units result in low-interaction stability issues.
Proper design of control strategies and parameter tuning for CIG helps enhance the converter-driven
stability.

Resonance stability

Resonance stability results from the growing oscillations in voltages, currents and mechanical torques.
Such oscillations occur with power exchanges periodically in an oscillatory manner. The cause of
resonance stability issue is twofold as classified in [158]: torsional resonance and electrical resonance.
Torsional resonance is due to the interactions between the series compensations and the turbine-generator
shaft. When large amount of power is exchanged between the network and a turbine-generator, the
oscillation can be resulted with poor damping or even negative damping, which threaten the mechanical
integrity of the shaft. Electrical resonance occurs when the system is penetrated by DFIG, which are
essentially inductive generators connected directly with the grid. The series compensated capacitors
and the effective inductance in the DFIG may form resonant circuits, causing electrical resonance.
Authors in [159] showed that such electrical resonance can be mitigated by supplementary control
loops for DFIG.

2.5 Literature gaps

2.5.1 Stability of the residential microgrids

The existing residentialmicrogrid literature focused on the local controllers, optimal energymanagement,
and simulation setup. However, the studies neglected stability issues. Despite the rich literature in
microgrid stability studies, not much attention has so far been paid to the impact of the topology on
microgrid stability. Authors in [160] used graph theory to show that a microgrid becomes “practically
unstable” as progressively more inverters are added to a radial feeder. Based on the concept of
algebraic connectivity, they concluded that the system’s critical eigenvalue approaches zero with the
microgrid expansion. However, they modelled inverters as ideal voltage sources without an explicit
representation of the inverter control. Because the small-signal stability of a microgrid is related to
feedback controllers [7], residential prosumers should be explicitly modelled in stability analysis.
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Additionally, many studies neglected the explicit model of the DC-side configuration, which
were often simplified as ideal voltage sources [81, 97, 161, 162]. Some papers included the model
of DC dynamics in their study, such as the DC-link capacitor behavior [82], the DC-stage converter
controller [83], and the representation of the dynamic responses in DC primary sources [84]. However,
impacts from the DC dynamics have not been specifically studied, and these are parts of the gaps that
this thesis aims to fill.

2.5.2 Inertia enhancement in low-inertia system

Existing literature mostly considered to provide fast power compensation for the system by measuring
the frequency deviation and thus generating desired power output. The provided inertia via methods
depending on frequency measurement are basically emulated inertia which is not genuine inertia like
that in synchronous generators. To enhance the genuine inertia, power converters need to be integrated
as voltage sources. The inherent inertial response is thus provided by the DC-link capacitor like the
release of energy in the rotors. Consequently, the DC-link voltage is highly related to the system
frequency.

Some literature designed inertia support strategies by linking the powers in the DC-link capacitor
and the frequency deviation, such as the cases in [134, 140]. However, the DC voltage and the system
frequency are not directly linked, and the expected power is calculated by the measured frequency
deviation. Therefore, this thesis argues that grid-forming inverters acting as voltage sources can
enhance the inertial response by releasing the energy in the DC-link capacitor instantly, providing
genuine inertia to the system. There exists several grid-forming control methods as discussed in Section
2.3. This thesis discusses how matching control which directly links the DC voltage and the frequency
contributes to the inertia enhancement.

2.6 Summary

This chapter reviews recent research relevant to the control and stability of residential microgrids. A
brief introduction of microgrids and the basic hierarchical control structure are discussed first, followed
by the literature review of residential microgrids, which consist mostly of single-phase prosumers.
Due to the fact that prosumers are integrated into the microgrid via power converters, literature
relevant to the control of power converters is reviewed, followed by a definition of grid-forming control
and grid-following control which are applied in this thesis. To construct a residential microgrid,
prosumers should be controlled by grid-forming methods. Hence, researches on different categories of
grid-forming control methods are discussed then, among which the droop control and matching control
are adopted in subsequent chapters. After that, research works on microgrid stability are reviewed.
One of the stability issues is the frequency stability mainly caused by the low inertia. Thus, focusing
on the inertia improvement, relevant literature is reviewed for dealing with the low inertia in modern
power systems.
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The literature gaps are discussed after the overview of existing works on relevant topics. The gaps
that this thesis mainly aims to fill are twofold: the stability of residential microgrid with increasing
number of grid-forming prosumers and limited DC dynamic response, and the inertia enhancement
with voltage-source-like grid-forming converters which are adopted by the matching approach. The
basic control structure of grid-forming prosumers is to be introduced and discussed in the next chapter,
serving as the foundation of the research in this thesis.
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Chapter 3

Control of Grid-Forming Prosumers in
Residential Microgrids

Grid-forming prosumers represent prosumers whose distributed energy sources (DER) are integrated
to a common low-voltage (LV) feeder as voltage sources by being controlled in the grid-forming mode.
As discussed in Chapter 1, we consider designing a LV feeder as a residential microgrid by integrating
grid-forming prosumers to the feeder, in which case the resiliency is highly improved. Therefore,
control techniques for grid-forming prosumers are important to the proper operation of such a system.

Prosumer-owned DER are mostly in the DC form (e.g. solar PV, battery energy storage, etc).
Hence, these prosumers are integrated into the common feeder by DC-AC inverters based on power
electronics switching devices controlled by pulse width modulation (PWM) technique. To avoid
high-order harmonics caused by the switching devices which negatively impact sensitive loads in the
network as well as producing losses, the inverter should be integrated to the network via proper filters.

Basically, three common output filters are used to attenuate the high-order harmonics of the inverter,
which can be classified as L, LC, and LCL filters. First-order passive L-type filters are normally used
for grid-tied inverters. However, they may require a very large inductance, which increases not only the
price but also the losses due to the large voltage drops. In comparison, the inductance of an LCL filter
can be selected with lower value, thereby reducing the losses. The main drawback of the LCL filter is
that it introduces a resonant frequency which might cause instability. LC-type filters have been widely
applied to regulate the output voltages at the AC terminals, and it is mostly used for supplying a single
load. Power converters with LC filters are often integrated into the system by coupling inductors to
provide a reasonable coupling impedance between the inverter output and the connection bus [81],
which makes the filter shaping as the LCL filter.

In practice, an LCL filter should be designed with passive or active damping methods for the sake
of ripple attenuation and avoiding high-frequency resonance [163]. This thesis, however, does not
focus on the high-frequency dynamics resulted by switching process. Hence, the damping method is
not considered when studying the grid-forming prosumers. A simple LCL filter without the damping
part is considered as a general representation. Interested readers can refer to [163–165] for more details
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on the damping methods for LCL filters.
In terms of the DC-side generation, residential prosumers tend to install solar PV and energy

storage systems (ESS), such as batteries, fuel cells, and micro-turbines. The combination of PV and
storage system is a good option for reducing the energy expenditure of the prosumer and ensuring
coordinated energy flow management for the community. At the output side of the DC energy source,
a DC-link capacitor is used to improve the decoupling between the energy source and the inverter. In
terms of a three-phase inverter, the relations between AC terminal voltages and the DC-link voltage are

vt,abc =
vdc
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vdc
2
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wherem(t), ωc and θ0 are the amplitude, frequency and the initial phase of the modulating signals for
the inverter, respectively. As 0 < m(t) < 1, the minimum DC-link voltage is limited by

vdc ≥ 2vmag, (3.2)

where vmag is the magnitude of the output voltage. This limitation allows current controllability and
avoids over-modulation. Minimum required DC-link voltages for different modulation cases can be
determined as [166]:
vdc ≥ vmag for single-phase systems;
vdc ≥

√
3 vmag for three-phase systems with space vector modulation (SVM) scheme;

vdc ≥ 2vmag for three-phase systems with a sinusoidal PWM scheme (SPWM).
To meet the DC voltage requirement, DC-DC converters are often employed between the DC energy
sources and the inverters, which helps optimize the power extraction from the sources and regulate the
DC-link voltages.

Therefore, control techniques are applied on the inverters and the DC stage converters to integrate
local prosumers. The general configuration of a grid-forming prosumer with a single line diagram is
shown in Fig. 3.1. A prosumer can be either three-phase or single-phase. As discussed in Chapter 2,
grid-forming control strategies are categorized as P/Q droop control, virtual synchronous machines,
matching control and virtual oscillators. In this thesis, the P/Q droop control method and matching
control are applied in different chapters. The P/Q droop method is adopted in Chapter 4 with the
low-level cascaded V-I controllers as a typical control structure of grid-forming inverters. The matching
control, on the other hand, is adopted in Chapter 3 and 6.

This chapter starts with the explanation of the control methods of the inverter, the DC-stage
converter, and the single-phase grid-forming prosumer. The inverter controller is being implemented by
the grid-forming approaches. Controllers for the DC-stage converters are discussed then, which ensure
PV’s maximum power point tracking (MPPT) and the bidirectional power flow of the energy storage
system. The single-phase grid-forming prosumer controller is derived from the control structure of the
three-phase one, with quadrature-signal generation units. After that, the chapter provides a case study
of power sharing in an islanded residential microgrid based on matching control. In particular, how to
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Figure 3.1: Single-line diagram of a grid-forming prosumer.

implement the matching control with the power-sharing method is discussed. Such implementation
is also adopted for the genuine inertia enhancement in Chapter 6. This explains in detail about how
grid-forming and power-sharing functionalities are validated by the controllers of both the inverter and
the DC-stage converters.

3.1 Inverter control approaches

3.1.1 P/Q droop method

The inverter control strategy defines the behaviour of the inverter. When grid-forming inverters are
integrated into the common LV feeder, the LV network is designed as a residential microgrid. To
ensure the stable operation of the residential microgrid, the active and reactive powers in the microgrid
should be properly shared. According to Chapter 2, the droop control method is widely applied due to
its role of the well-developed power-sharing method without the use of communication lines.

The P/Q droop methods applied by grid-forming inverters are expressed as

ωc = ω∗ −mPP, (3.3a)

v∗mag = vnom − nQQ, (3.3b)

where ω∗ and vnom are the nominal frequency and the magnitude of the converter terminal voltage,
respectively;mP and nQ are active and reactive droop coefficients, respectively; P andQ are the filtered
active and reactive powers, respectively. The amount of the shared power is determined by the values
of droop gains. In terms of the active power sharing, the frequencies generated by each inverter are
taken as identical in steady state [166]. Thus the relations can be written as

mP1P1 = mP2P2 = · · · = mPnPn, (3.4)

where n is the number of converters that conduct load sharing. The droop gainsmP1 ∼ mPn can be
selected as identical to make the active power equally shared among the prosumers. As a comparison,
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Figure 3.2: Three-phase inverter with LCL filters.

the sharing of reactive power presents an error when the droop coefficients are chosen equal because the
voltage amplitude is a local variable. This droop method is also improved by supplementary techniques
such as virtual impedance, adaptive droop and supplementary power controllers to cater for some
additional requirements, especially in predominately resistive LV distribution networks. This thesis
takes consideration of the basic droop method in (3.3a) and (3.3b) as a general control scheme for
grid-forming prosumers.

3.1.2 Low-level cascaded control in the dq0 frame

The low-level cascaded control is to ensure that the output voltage of the inverter tracks its desired
reference. Based on the PI controller, the control structure contains an inner current controller and
an outer voltage controller, and all control variables are transformed into the dq0 frame due to the
fact that PI controllers cannot achieve zero-error tracking of the AC variables, such as the three-phase
voltages and currents. Considering a balanced three-phase system, the three-phase AC variables can be
transformed from abc to dq0 frame by

xdq0 =
2

3


sin θc sin

(
θc − 2

3
π
)

sin
(
θc + 2

3
π
)

cos θc cos
(
θc − 2

3
π
)

cos
(
θc + 2

3
π
)

1
2

1
2

1
2

xabc. (3.5)

A system diagram of the two-level three-phase inverter with a LCL filter is illustrated in Fig. 3.2.
Control objectives are output three-phase currents it,abc and three-phase voltages vabc as shown in
Fig. 3.2. Therefore, the cascaded controller can be designed according to the current loop and the
voltage loop, respectively.

Current control loop

Following the circuit diagram in Fig. 3.2, the inverter output currents for the three-phase system can be
expressed as

Lfi̇t,a +Rfit,a = vt,a − va, (3.6a)

Lfi̇t,b +Rfit,b = vt,b − vb, (3.6b)

Lfi̇t,c +Rfit,c = vt,c − vc. (3.6c)
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Figure 3.3: Current loop controller.

Apply (3.5) to the three-phase model results in

Lfi̇t,d +Rfit,d − ωcLfit,q = vt,d − vd, (3.7a)

Lfi̇t,q +Rfit,q + ωcLfit,d = vt,q − vq, (3.7b)

where vt,dq, vdq, and it,dq are the corresponding variables in the dq0 frame. It can be seen in (3.7)
that the dynamics of it,dq are coupled to each other by the terms ±ωcLfit,dq. Therefore, a pair of
cross-decoupling terms will be added to the voltage references to simplify the control structure. The
current controller diagram is shown in Fig. 3.3. Kpc andKic are the proportional and integral gains,
respectively.

Voltage control loop

The voltage controller is to ensure that the output voltages vabc track the voltage references generated
by the power controllers. As voltage controllers serve as the outer loop of the cascaded controller, the
output of the voltage loop are the references for the inner current controllers. Similar as the current
control loop, the voltages are controlled in the dq0 frame, and the dq variables are mutually coupled,
which is shown as

Cfv̇d − ωcCfvq = it,d − id, (3.8a)

Cfv̇q + ωcCfvd = it,q − iq. (3.8b)

Therefore, the current references will be generated with cross-decoupling terms, which is shown in
Fig. 3.4. Kpv and Kiv are the proportional and integral gains, respectively. vt,dq and it,dq can also be
integrated as extra feed-forward terms based on the output voltage vdq and currents idq to different
extents, depending on the design requirements.

Briefly, in the grid-forming inverter control approach, the voltage references are generated by the
P/Q droop method or the matching control approach, and are then tracked by the low-level cascaded
controller.

3.1.3 Control of single-phase inverters

Residential microgrids typically use single-phase generation sources because the power service to
individual houses is generally single phase. In a distribution network, several houses are typically
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Figure 3.4: Voltage loop controller.

Figure 3.5: Single-phase inverter with an LCL filter.

supplied from a single-phase feeder that draws power from a distribution transformer. Against this
backdrop, a three-phase residential microgrid is structurally formed by three separate single-phase
systems. A typical single-phase inverter is shown in Fig. 3.5. Hence, the controller for single-phase
grid-forming prosumers needs to be derived.

Unlike three-phase inverters, single-phase systems cannot be directly controlled in the dq0 frame as
the single-phase AC variables do not inherently have a quadrature component. In this case, the reference
output voltage and current of the inverter are sinusoidal time-varying signals following the phase
calculated from the grid-forming method. Based on the internal model principle, PI controllers cannot
properly track this reference due to the absence of the internal model of the sinusoidal input [167].
Therefore, the proportional-resonant (PR) controller applied in [11,168,169] as the resonance frequency
equal to that of the reference (the frequency of the output voltage in this case) is adopted in the
controller. The transfer function of a basic PR controller is given as

GPR (s) = Kpr +
Kirs

s2 + ω2
res
, (3.9)

where Kpr and Kir are the proportional and the integral gains of PR controllers, respectively. From the
transfer function, the PR controller has an infinite gain at a particularly resonant frequency ωres which
can be set as the output voltage frequency ωc, making it capable of tracking an AC reference signal.

However, AC components are not easy for the stability analysis based on small-signal model. AC
quantities are not kept constant during the steady-state operation, which disables the linearisation
of the system with small-signal state variables. For the sake of stability analysis in this thesis, the
single-phase inverter controller is also expected to be designed in the dq0 frame in which the quantities
are DC components [170].
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Figure 3.6: Quadrature signal generation with a standard transfer delay.

A possible solution is the quadrature signal generation method. A fictitious quadrature signal is
created based on the single-phase voltage/current and then transformed into the dq0 frame. Multiple
methods for generating the fictitious quadrature signal have been proposed [171]. A typical approach is
to use the transfer delay (TD), as shown in Fig. 3.6. xsingle-phase represents the single-phase AC variables
(vt, it, v, i). The quadrature signal is constructed by delaying the original single-phase signal by a
quarter of its period. The original and the fictitious quadrature signals serve as the αβ0 components
which are transformed to the dq0 frame based on

xdq0 =


sin θc − cos θc 0

cos θc sin θc 0

0 0 1

xαβ0. (3.10)

The T/4 delay is realized by two identical first-order systems in series. The cut-off frequency of the
first-order system is the AC output frequency ωc which is generated by the grid-forming method. A
single first-order system gives a

√
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4
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|ϕ (jω)|ω=ωc
= ∠

ωc
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4
. (3.11b)

Therefore, when two identical first-order systems connected in series, the input signal is halved in
magnitude and shifted by −π

2
in phase, which creates the quadrature signal. This method is more

accurate in the application of grid-forming inverters than that of grid-following inverters based on
phase-locked loops (PLLs) because the frequency is generated by the individual inverter. Based on this
method, the single-phase inverter can be controlled by the low-level cascaded control loops as shown
in Section 3.1.3.

3.2 DC-stage converter control approach

On the DC side of the inverter, DC-stage converters are often applied to integrate the DC generation
sources with the inverter for the sake of the DC-link voltage requirement, the charging/discharging
current control for energy storage and the MPPT for solar PVs. Depending on the power flow directions,
DC-stage converters are classified as unidirectional and bidirectional converters. Bidirectional DC/DC
converters (BDCs) are applied for the energy storage as a result of the energy flow in both forward and
reverse directions, while unidirectional DC/DC converters are implemented to cater for the one-way
power flow in the case of solar PVs.
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As previously discussed, grid-forming inverters owned by prosumers are often implemented by
droop control to exhibit load sharing. This means the generation from the DC side needs to adjust its
power output to supply the load increase. However, most solar PVs are controlled by MPPT to generate
the maximum power [172]. If nothing changes in the environment (e.g. temperature and irradiance),
the power from PVs is constant. In other words, PVs controlled by MPPT have no extra power to
supply the increasing load unless the operation point deviates from the maximum power point, and
this is not acceptable to the prosumers due to associated financial loss. At the distribution level, even
though some PVs are recommended to operate below the maximum power point or even to be curtailed
for the sake of feeder voltage control [173], these PVs cannot be purposely designed for sharing extra
loads as the power generation is inherently dependent on the environment. In comparison, ESS feature
flexible power generation and fast response, which is much easier to manage. Hence, using ESS to
supply grid-forming converters makes more sense.

At the demand side of the energy supply chain, consumers increasingly invest in rooftop PV-battery
systems [174,175]. In such systems, batteries and PVs are connected in parallel and interfaced with
the AC grid by a hybrid inverter. The advantage of such PV-battery systems is that the PV can operate
in MPPT while the battery can serve as backup energy supply for the extra load sharing. Excessive
power from the PV can be used either to supply the load or to charge the battery. The MPPT control
only needs to be disabled when the battery’s state of charge (SOC) is beyond the maximum limitation.
Therefore, the BDC for the energy storage is expected to conduct the control of the DC-link voltage
and the charging/discharging current, while the unidirectional DC/DC converter for the PV mainly
achieves the MPPT to extract the maximum power.

3.2.1 Control of the bidirectional DC/DC converter

A BDC is required to process bidirectional power flow between the batteries and other generation units
in the network [176]. Based on the presence of an isolation device, BDCs are mainly classified into
isolated and non-isolated converters. A non-isolated bidirectional converter is realized by multiple
power-electronic switches and diodes based on the topology from conventional DC/DC converters such
as Buck, Boost, Cuk, etc. Non-isolated topologies feature small size and low weight. Such topology is
suitable for applications with relatively low voltage step-up gain ratio. A fundamental non-isolated
topology is based on the original buck and boost converter shown in Fig. 3.7. In Fig. 3.7, Lconv and
Cdc represent the inductor connected at the side with lower voltage level and the DC-link capacitor
connected at the side with higher voltage level. Rbat indicates the internal resistance from the energy
storage (taking a battery as the example). This topology applies the topology of conventional Buck and
Boost converters. The only difference is that this topology contains two controllable switches S1 and
S2, which are controlled by two mutual-complementary switching signals generated by the duty cycle
d. The power flow direction depends on the power difference between the battery and the system. Such
topology is easy to implement and the control approach can be designed based on the control of the
Boost converter.
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Figure 3.7: Buck/boost bidirectional DC/DC converter.

Figure 3.8: Cascaded Control for the Buck-Boost bidirectional DC/DC converter.

By contrast, the isolated bidirectional converter converts DC voltages to AC, followed by a high-
frequency transformer that steps up or down the voltage to the required level. Then the converted AC
voltage is rectified to DC. The voltage ratio of isolated topologies is generally higher than non-isolated
ones. The disadvantage is the leakage inductance effect of the transformer.

In this thesis, we use the fundamental non-isolated topology in Fig. 3.7 for the study. Considering
the necessity of ensuring the power balance between the primary power source and the microgrid, the
DC-link voltage should be regulated to achieve bidirectional power flows. In addition, the current from
the primary source which determines the charging/discharging process of the energy storage is also
expected to be controlled properly. Therefore, the control structure for such Buck/Boost bidirectional
converter is made up of a cascaded structure with an inner current loop and an outer voltage loop [177],
which is shown in Fig. 3.8. A PI controller is often adopted in the current regulator to achieve a
error-free tracking of the desired current reference. In the voltage loop, however, the regulator is
designed according to the requirement of the DC-link voltage behavior, which is explained in Section
3.3.

3.2.2 Control of the unidirectional DC/DC converter

The unidirectional DC/DC converter integrates the PV to the inverter as well as detecting the maximum
power point of the PV cells. A simple conventional Boost converter is applied in the PV integration
by assuming that the PV output voltage is lower than the DC-link voltage. The MPPT algorithm is
implemented in controlling the duty cycle for the Boost converter.

Fig. 3.9 shows the characteristics of PV modules including the current-voltage curve and the
power-voltage curve. The PV will produce the maximum power (Pmpp) at the maximum power point
with the corresponding voltage Vmpp and the current Impp. The PV current is relatively constant as
the PV voltage increases from the origin to Vmpp, acting as a current source. During this period, the
PV output power keeps increasing to the maximum power point. After the voltage exceeds Vmpp, the
PV current starts to drop significantly and so does the output power until the voltage reaches the
open-circuit voltage VOC. The PV characteristics depends on the external conditions including the
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Figure 3.9: The characteristics of PV modules.

temperature and the solar irradiance. Thus, MPPT is applied for maximum power production.
A large number of MPPT algorithms have been reported in the literature [178–182]. Among

those, the Perturb and Observe (P&O) method is the most commonly-used MPPT algorithm due to its
simplicity and accuracy. According to Fig. 3.9, the operating point of the PV cell can be determined by
the derivative of Ppv with respect to vpv which can be expressed in the discrete form as

dPpv

dvpv
=
Ppv (k)− Ppv (k − 1)

vpv (k)− vpv (k − 1)
. (3.12)

A simple P&O MPPT controller can be developed, which enables the operating point to continuously
and repeatedly climb up to the peak. This is realized by adjusting the duty cycle to control the Boost
converter. The duty cycle is changed incrementally from an initial value in one direction first (increasing
or decreasing). Then, the power of the PV modules is calculated based on the measured value of the PV
voltage and current. The power is then compared with the previously-sampled value based on (3.12).
The voltage at high-voltage side of the Boost converter is considered as a constant. Therefore, when
the value of (3.12) is negative, the PV voltage needs to be increased to capture the maximum point, and
this is realized by decreasing the duty cycle and vice versa. The duty cycle would be adjusted until the
maximum point is captured. A flowchart of the P&O MPPT algorithm is shown in Fig. 3.10.

3.3 Power sharing in an islanded residential microgrid based on
matching and droop control

In previous sections, the control of the grid-forming prosumers have been explained in details. To
verify the feasibility of integrating multiple grid-forming prosumers into a common feeder, the
islanded operation of a residential microgrid with only PV-battery systems is tested in this section.
A grid-forming method based on matching control is proposed, augmented by a DC-link power
compensation method. After the matching approach is implemented, the link between the DC-link
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Figure 3.10: Flowchart of the P&O MPPT algorithm.

voltage and the rotor angular frequency is revealed. Frequency regulation can therefore be realized
by controlling the DC-link voltage. Authors in [1] concluded that taking the DC-side dynamics
into account while regulating the AC dynamics results in enhanced robustness with respect to large
disturbances. Additionally, due to the fact that grid-forming inverters respond instantly to the load
change and thus the power in the DC-link capacitor is released immediately after the load change, a
power compensation can be conducted onto the capacitor relying on the change of DC-link voltage,
which helps hold the frequency during the first instants after a contingency.

3.3.1 Power sharing method in the battery controller

The matching approach can be applied based on (2.9). In this way, the frequency shift in the grid is
translated into the DC-link voltage change. This can be explained by observing the power balance
immediately after a disturbance. A power change in the grid is initially compensated by the energy
stored in the DC-link capacitor, similar to the inertial response coming from the kinetic energy stored
in the rotating mass of a synchronous machine. Hence the voltage regulation basically applies an is/vdc
droop control, which mimics the conventional P/f droop characteristic, and the DC current reference
is determined by the sum of the droop controller output and the power injection feed-forward to adjust
the power output [1]. This also interprets the trade-off between matching control and MPPT where the
current output is nearly constant. In this case, the active power droop method should be applied in
controlling the BDC.

Comparing Figs. 2.4 and 3.7, the matching control approach for a battery-sourced converter can be
determined as shown in Fig. 3.11, where the “matching part” that mimics the synchronous generator is
implemented in the AC side for the inverter control, which generates modulation signals. vnom, v∗mag
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Figure 3.11: Matching control diagram for battery-sourced converter.

and v∗t represent the nominal AC output voltage magnitude, the actual AC output voltage magnitude
reference, and the inverter terminal voltage magnitude, respectively. DC voltage regulation and power
injection part is implemented in the BDC to adjust the DC source output. P ∗, vbat and ibat represent
the initial power injection, the battery output voltage, and the battery output current, respectively. S1

and S2 are switching signals for the BDC. Based on the matching approach in (2.10), the active power
droop will be applied in the form of ibat/vdc droop which is implemented into the DC voltage regulator,
as expressed in

i∗bat = mv (v∗dc − vdc) . (3.13)

The reactive power droop is applied as

v∗mag = vnom − nQQ, (3.14)

where Q is the filtered reactive power obtained by

Q =
ωf

s+ ωf
Qmeas. (3.15)

Qmeas is the measured power calculated by vabc and iabc, and ωf is the cut-off frequency of the low-pass
filter.

3.3.2 Capacitor power compensation

In the matching control approach, converters behave like synchronous generators, which respond
naturally to the load change. This equivalent behavior mainly depends on the DC-link capacitor,
which serves as the immediate energy storage. The issue, however, is that this energy is limited and
uncontrollable. Therefore, batteries will also serve as an additional energy source augmenting the
capacitor. The power from the battery can be determined by controlling the battery current output. In
this case, when the load change causes the capacitor releasing or absorbing power, we can observe the
power change in the capacitor and thus feed it forward to the current reference to compensate for the
change.
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The energy stored in the capacitor is

EC =
1

2
Cdcv

2
dc. (3.16)

So the power can be expressed as

PC =
dEC

dt
= Cdcvdc

dvdc
dt

. (3.17)

This power essentially represents the power absorbed by the capacitor as a result of the voltage change.
Such change predominately takes place at the first instants after a system disturbance, acting as the
inertial response. As Cdc is constant, it is obvious that the capacitor power depends on the voltage
change. Rewrite (3.17) as

PC ≈ Cdcv
∗
dc

(vdc(k + 1)− vdc(k))

dt

= Cdcv
∗
dc

(v∗dc − vdc(k)− (v∗dc − vdc (k + 1)))

dt

= −Cdcv
∗
dc
d (v∗dc − vdc)

dt

. (3.18)

This power change will be compensated as a negative feed-forward term, which is interpreted as a
derivative element for the voltage regulator. So the voltage regulator in Fig. 3.11 is essentially a
proportional-derivative (PD) controller.

3.3.3 PV interface

As analyzed previously, PV can not be interfaced by MPPT and grid-forming control simultaneously
because the MPPT does not leave any room for a potential power increase. However, when connected
with a battery in parallel, the power adjusting feature is realized by the BDC and the inverter. In
this case, the PV interface thereby serves as an additional power source with no need to perform
grid forming. MPPT can be applied to get the maximum power output, extending the DC side power
capacity on the other hand. Note that MPPT should be disabled when the battery is fully charged or the
power generation is significantly larger than the consumption. Now, the complete control strategy for a
PV-battery hybrid system (as given in Fig. 3.12) can be obtained by using (2.10), (3.13), (3.14), and
(3.18).

3.4 Simulation results

In this section, we outline the results of a system-level simulation case of a residential LV distribution
network fully supplied by prosumer-owned PV-battery systems, illustrated in Fig. 3.13. As the response
on the converter side is much faster than the network, we do not pay much attention to the converter
switching dynamics. Therefore, an average state-space converter model is used for a standard practice
of this study, which also speeds up the simulation [183].
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Figure 3.12: Proposed control strategy for PV-Battery hybrid system.

Figure 3.13: Residential LV network simulation case in Section 3.4.

3.4.1 Case study

The Matlab/Simulink LV network model consists of three identical PV-battery systems with hybrid
inverters. All PV-battery systems are controlled by the strategy shown in Fig. 3.12. Adjustable loads
are distributed at different buses of the system. This simulation will test how the system responds to
load changes and system faults. As the case in which the amount of generated power exceeds that of the
consumption is relatively simple, this simulation will mainly test the situation when batteries provide
more power to the system as a result of increasing loads. Load change is realized by connecting new
loads during the simulation and the loads are modelled as a constant impedance.

Model parameters are provided in Table 3.1: the LV network is a 400 V, 50 Hz system. The
simulation operation is described as follows:

1. During 0-6 s, the system is in the initial steady state.
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2. At 6 s, the inductive load at N2 increases by 0.5 kVAr. This power change is to be shared by the
three PV-battery systems. Then the network gradually reaches the new steady state until 12 s.

3. At 12 s, a new load is connected at N3, with the active power at 0.8 kW and the reactive power at
0.5 kVAr. The network reacted to this change until 18 s.

4. At 18 s, the PV-battery system at N1 is disconnected, emulating a generation loss. The network
would be supplied only by Prosumer 2 and 3 until 24 s.

Table 3.1: Parameters in the residential LV network simulation case in 3.4

Network
P ∗1 , P ∗2 , P ∗3 Initial Power from batteries 0 kW

PL1 Load1 active power 4.5 kW
QL1 Load1 reactive power 0.5 kVAr
PL2 Load2 active power 0.8 kW
QL2 Load2 reactive power 0.5 kVAr

Pm
pv1, Pm

pv2, Pm
pv3 PVs maximum output power 0.8 kW

Vbase Grid nominal line-line voltage 400 V
f ∗ Nominal grid frequency 50 Hz
RL Line resistance 0.3Ω
XL Line inductance 0.06Ω

Converter
v∗bat Nominal battery output voltage 400 V
vnom Phase voltage reference 326.6 V
C∗bat Nominal battery capacity 400 A h
Rbat BDC Series inductance 1 mΩ

Lconv BDC Series inductance 1.25 mH
v∗dc DC-link voltage reference 800 V
Cdc DC-link capacitor 4000 µF
Rf AC series resistance 10 mΩ

Lf AC filtering inductance 1.3 mH
Cf AC filtering capacitor 50 µF

Control
mv DC voltage droop gain 9.08

Kpcdc, Kicdc Current PI gains 0.005, 0.5
nQ Reactive power droop gain 1.3× 10−4

Kpm, Kim AC voltage magnitude PI gains 0.15, 40
ωf Low-pass filter cut-off frequency 31.41 rad/s

Fig. 3.14 shows the simulation results, which are analyzed by the operation sequence as follows.
0-6s: During this period, the system was operating in steady state.

• Only the resistive load was connected. From Figs. 3.14 (a1-4), it is clear that the active load was
approximately 4.5 kW, and the load was equally shared by Prosumer 1, 2 and 3 with the amount
of approximately 1.5 kW each. This is because the active power droop gains for all prosumers
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Figure 3.14: Simulation Results. (a1, 2, 3, 4) active power of load 1 and Prosumer 1, 2, 3; (b1, 2, 3, 4) reactive power of
load 1 and Prosumer 1, 2, 3; (c1, 2, 3, 4) DC-link voltage of Prosumer 1, 2, 3 and grid frequency; (d1, 2, 3, 4) power from
PV panels in Prosumer 1, 2, 3 and grid voltage peak value.

are equal. According to (3.4) which illustrates that the frequency is a global variable, total active
power in the system is shared equally among all the prosumers.

• Figs. 3.14 (b1-4) shows the reactive power flow. The sum of the reactive power was kept at
0. However, the reactive powers at each prosumer are not all zero. This is because of the
coupling between the frequency and the reactive power in the LV distribution network which is
predominantly resistive. The amount of reactive powers are determined by the balanced power
flow in the system.

• The system frequency was 49.985 Hz because of the vdc/ibat droop, while the voltage peak value
was lower than 326.6 V as a result of the Q/V droop, which can be seen in Figs. 3.14 (c4), (d4).

• PV output power from all prosumers were kept at 0.8 kW by the MPPT (see Figs. 3.14 (d1-3)).

6-12s: During this period, the inductive load at N2 was connected with the amount of 0.5 kVAr.

• It can be seen from Figs. 3.14 (b1-4) that this reactive power is shared by Prosumers 1, 2 and 3,
while Prosumers 1 and 2 contributed more than Prosumer 3. This is mainly because the added
inductive load is in between N1 and N3. The system experienced a fast and smooth transition
after the load change. The voltage magnitude showed an decrease because of the Q/V droop,
which can be seen in Fig. 3.14 (c4).
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• By comparison, Figs. 3.14 (a1-4) shows that the active power experienced a slight oscillation
but recovered quickly back to the original value. A similar variation was observed in the system
frequency in Fig. 3.14 (d4).

12-18s: During this period, the load 2 was connected by an RL load whose consumed active and
reactive powers are 0.8 kW and 0.5 kVAr, respectively.

• It can be seen from Fig. 3.14 (a2-4) that all prosumers experienced an increase in active power
immediately after the load change. After that, the power increase was mainly equally shared by
Prosumer 1, 2 and 3.

• In comparison, the reactive powers of Prosumer 2 and 3 both increased, while the reactive power
of Prosumer 1 decreased, as shown in Figs. 3.14 (b2-4). The reason why the reactive load was
not shared equally by the three prosumers is that the system frequency is also coupled with the
reactive power flow due to the resistive network characteristic. When the active power change
resulted in the frequency deviation, reactive power flow was also reallocated to keep the global
power balance. As the new-added load was located atN3, the reactive power was mostly supplied
by Prosumer 2 due to the proximity.

• The system frequency and the voltage peak, on the other hand, both experienced a sudden
decrease immediately after the load change, followed by slight recovering back until reaching the
new steady state. As both the active and reactive load power increased, the steady-state frequency
and voltage magnitude both deviated as a result of the vdc/ibat and Q/V droop.

18-24s: During the final period, Prosumer 1 was disconnected, resulting in a loss of generation. The
lost power supply had to be compensated by Prosumer 2 and 3. Both active and reactive power output
were increased in these two prosumers (see Figs. 3.14 (a3, 4), (b3, 4)). Essentially, this generation loss
can be regarded as a sudden load increase in active and reactive power for these two prosumers. As a
result, the system frequency and the voltage magnitude both dropped significantly.

Additionally, it can be seen from Figs. 3.14 (c1-4) that the variation in the DC-link voltage and
the frequency are highly correlated. This is because of the equivalence between the two variables
as a result of the matching control. In addition, from Figs. 3.14 (d1-3), the power from PV panels
are kept as 0.8 kW each without notable changes during the transient state. Hence, PVs connected
in parallel with the DC-link capacitors can be considered as constant power sources (in short term)
without influencing the system behavior. Also, note that in Fig. 3.14, some high frequency oscillations
can be observed in the DC voltages and PV powers. This is caused by the “P&O” MPPT algorithm
which is applied in this simulation. A relatively larger oscillation can be seen in Prosumer 1 after 18 s

when Prosumer 1 is disconnected. Its PV power goes to charge the battery. In this case, the voltage
droop no longer serves as the power sharing method. Instead, it only serves as a proportional gain
of the DC voltage error. Such oscillation can be reduced by choosing a smaller gain. According to
the partitioned matrix results, it is clear that the network exhibits a reasonable power sharing, fast
frequency and voltage regulation.
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3.5 Summary

This chapter first discusses the grid-forming strategies which are applied in this thesis: the P/Q
droop control and the matching control. Then the low-level voltage-current cascaded control loops are
explained, which can be widely used to track the desired voltage reference provided by the grid-forming
approaches. When matching control is applied, the voltage reference can also be tracked with a simple
PI controller for the voltage magnitude instead of applying the cascaded voltage-current loop.

In terms of single-phase prosumers, the voltage reference can be tracked by the voltage-current
cascaded control loops either by PR controllers when the reference is sinusoidal or the conventional PI
controllers when AC variables are transformed into dq0 frame. To apply the dq0 frame in single-phase
prosumer control, a fictitious quadrature signal is created based on the single-phase voltage/current, so
the control structure of the cascaded loops are the same with that of three-phase prosumers.

With regards to the DC side of the prosumer, the chapter considers a hybrid configuration where a
solar PV is connected in parallel with a battery storage, each connected via their individual DC-stage
converters. Control of the two DC-stage converters are discussed then, with the BDC regulating the
DC-link voltage and the unidirectional DC/DC converter conducting MPPT for PVs.

Finally, the chapter proposed a control strategy for hybrid PV-battery systems to support islanded
operation of a residential LV distribution network based on matching and droop control. A PV-battery
system is interfaced to the grid by a single hybrid inverter, which enables both MPPT and grid-forming
functionality. P/f (vdc/ibat) andQ/V droop control are adopted to mimic the behavior of synchronous
generators. A power compensation feed-forward term is additionally applied to the DC-link capacitor
to ensure a fast response from the DC side. Simulations were carried out to test the performance of
such control strategy using a residential LV network as a simulation test bed. Simulation results reveal
that: 1) the system features fast response to the load change; 2) active loads are equally shared by all the
generation units in the system; 3) reactive loads are predominantly supplied locally by the generation
units located close to the loads; 4) the system frequency and the voltage magnitude respond to the
change of load as a result of droop control; 5) the reactive power is coupled with the frequency deviation
as a result of the non-negligible resistance on the transmission lines; 6) the frequency response is
correlated with the DC-link voltage regulation due to the matching approach.

According to this chapter, it is feasible to run residential prosumers as grid-forming generation
sources to form a residential microgrid. In particular, on the DC side, the PV can be considered as a
constant power source injecting power to the system, while the battery storage performs frequency
regulation. Therefore, when considering the dynamic response of such residential microgrids, the
influence of PVs can be neglected. As discussed in Chapter 1, the residential microgrid is formed to
improve the resiliency of the LV feeder network. In this case, it should be ensured that the microgrid
maintains a stable operation when the feeder is abruptly separated from the main grid. This requires a
stability study of the microgrid focusing on the dynamics immediately after the network separation,
which is to be discussed in the next chapter.
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Chapter 4

Stability Analysis of Low-voltage Distribution
Feeders operated as Islanded Residential
Microgrids

Residential microgrids, LV distribution feeders supplied by grid-forming prosumers, can smoothly
transition from a grid-connected to an islanded mode, by which the resiliency is improved because
network separation will not cause power outage. To ensure reliable operation of such a residential
microgrid, it is necessary to study the transient stability during the mode transition and its small-signal
stability after the network separation. Against this backdrop, this chapter discusses the stability analysis
of the residential microgrid by explicitly modeling the grid-forming prosumers. As explained in
Chapter 3, a grid-forming inverter is controlled by a cascaded structure, including the power droop
controller, the outer-loop voltage controller and the inner-loop current controller. Linearised state-space
modelling of AC microgrids with grid-forming inverters has been widely reported in [27,81,84,95].
Stability information is acquired by the eigenvalues of the state matrix. Special attention should be
paid to the dominant eigenvalues (defined as several eigenvalues located closest to the imaginary axis).
Among these dominant eigenvalues, there is one critical eigenvalue which has the largest real part
(for example, in a system where all eigenvalues are located on the left side of the imaginary axis, the
critical eigenvalue is the one whose real part has the smallest absolute value). This critical eigenvalue
contributes most to the system stability. Hence, stability analysis often studies the trajectory of the
critical eigenvalue with regards to some specific parameters such as controller gains [7, 81, 160].

This chapter focuses on the stability analysis of residential microgrids. It has been reported that
droop gains of the power controller are usually the main source of instability [7, 27, 75, 81, 95–97],
showing that a large droop gain can cause instability by several certain pairs of complex-conjugate
dominant eigenvalues. Published work has described how these dominant eigenvalues move to the
unstable region with increase in the droop gains [75, 81, 97, 161]. Cases in these works are often
small-size networks whose critical eigenvalue is mostly a pair of complex-conjugate eigenvalues.
However, in a residential microgrid which contains a large number of prosumer-owned inverters, the
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system critical eigenvalue gradually turns into a real eigenvalue with the increasing number of the
grid-forming inverters (called microgrid expansion henceforth), which will be shown in this chapter.
This real eigenvalue is predominantly sensitive to the microgrid expansion. Droop gains would also
have impact on this real eigenvalue but in the opposite way, pushing it away from the imaginary axis as
they increase.

Additionally, the DC-side source of a grid-forming inverter is often considered as a constant
voltage source [81,97, 161,162]. Based on that, the DC-side dynamics is neglected. However, in the
aforementioned residential microgrid, DC-side primary sources are the residential ESS with various
voltage levels and different dynamic responses. As a result, the DC-side dynamics should be considered
in the following aspects: 1) DC converters used to interface primary sources with inverters. The
dynamics of the DC converter and its controller should be explicitly modelled for the stability analysis.
Authors in [82] included the DC dynamics in the small-signal model. However, only the dynamics of
the DC-link capacitor is taken into consideration. [83] improved the microgrid model by including the
model of the DC converter between the DC source and the inverter. The double-looped DC voltage
controller is also included in the linearised model. However, the influence of the control parameters on
the system stability were not studied; 2) the dynamic response of the primary sources. Compensated
power is expected to be supplied from the grid-forming inverters quickly and sufficiently. However,
some primary sources such as micro-turbines and fuel cells cannot provide instantaneous power due
to their limited dynamic performance for load tracking [184]. Dynamic response of fast ESS such
as batteries also varies between different technologies [185]. Generally, the dynamic response from
primary sources can be modelled as a first-order lag transfer function [84], [186]. As slow primary
response results in the discharge of the DC-link capacitor and consequently the output voltage, the time
constant from the primary source should also be considered in the small-signal stability analysis.

To fill this gap, this chapter extends the work [160] by using a detailed model of grid-forming
inverters to analyze the impact of the number of inverters in a string topology on microgrid small-signal
stability. After that, the configuration of the DC side circuit is explicitly modelled, while it was typically
represented by an ideal voltage source in the existing literature [81, 97, 161, 162]. As shown later, the
DC dynamics, especially the dynamic response from primary DC energy sources has a significant
impact on stability, so it needs to be included. In fact, some distributed generation technologies, such as
micro-turbines and fuel cells, have namely a limited dynamic response, preventing them from providing
instantaneous power [184]. Some battery chemistries, e.g. flow batteries, have the same problem [185].

The rest of the chapter is organized as follows: Section 4.1 gives the microgrid modelling. Stability
analysis of the models is carried out in Section 4.2. Then in Section 4.3, simulation results of different
cases are provided along with the results from the small-signal state-space models, showing the
feasibility of the network operation and the accuracy of the derived small-signal models. Finally in
Section 4.4, the modelling of single-phase prosumers is discussed for the sake of considering a more
realistic residential microgrid case, along with time-domain simulations for model validations.
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Figure 4.1: Block diagram of an individual prosumer.

4.1 Microgrid modelling

The microgrid model used in this chapter, illustrated in Fig. 4.1, is based on [81]. It includes detailed
models of the inverter controller, the output filter, residential loads, the LV feeder and the DC side
energy source with associated controls. The droop controller is used to ensure load sharing, and the
cascaded voltage-current controller ensures that the output voltage of the inverter tracks the desired
reference. The LCL filter is used to reject the high-frequency harmonics and smooth out the current
injected into the system. We assume a constant impedance load to represent the load dynamics. When
studying the impact of the microgrid expansion on stability, we model the DC side source in Fig. 4.1 as
a constant DC voltage source; when we focus on the impact of the DC side dynamics, we model it
by considering the DC converter and primary energy sources’ response time. State variables of an
individual prosumer are modelled on its own reference frame whose rotation frequency is set by its
local droop controller. When combining the models of all prosumers, all variables are translated to a
common reference frame as follows:

fDQ,i =

[
cos δi − sin δi

sin δi cos δi

]
fdq,i, (4.1)

where fDQ,i and f dq,i are the state variables of the ith prosumer in the common frame and individual
frame, respectively. δi is the angle shift between the ith prosumer’s reference frame and the common
reference frame, whose state equation is given as

δ̇i = ωi − ωcom, (4.2)

where ωi and ωcom are rotating frequencies of the ith reference frame and common reference frame,
respectively.
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4.1.1 Individual inverter AC dynamics

Modelling of the AC dynamics of an individual prosumer considers the modelling of the inverter
controller, the output filter and the residential load. The meaning of parameters can be found in Fig. 4.1
not explicitly explained in the text. Subscript t and c denote, respectively, the inverter terminal and the
point of connection to the feeder (see Fig. 4.1).

Droop control

Load sharing is exhibited by adjusting the output frequency and voltage magnitude. The frequency and
voltage droop characteristics can be expressed as follows

ω = ω∗ −mPP, (4.3a)

v∗d = v∗mag − nQQ, v∗q = 0, (4.3b)

P =
ωf

s+ ωf
· 3

2
(vdid + vqiq), (4.3c)

Q =
ωf

s+ ωf
· 3

2
(vqid − vdiq), (4.3d)

where P and Q are the filtered active and reactive powers. ωf is the cut-off frequency of the low-pass
filter. The linearised differential equations of power sharing controller are as follows:

˙
∆δ

∆P

∆Q

 = AP


∆δ

∆P

∆Q

+BP


∆it,dq

∆vdq

∆idq

∆iload,dq

+BPωcom∆ωcom, (4.4a)

[
∆ω

∆v∗dq

]
=

[
CPω

CPv

]
∆δ

∆P

∆Q

 , (4.4b)

where

AP =


0 −mP 0

0 −ωf 0

0 0 −ωf

, BP =
3

2
ωf ·


0 0 0 0 0 0 0 0

0 0 Id Iq Vd Vq 0 0

0 0 −Iq Id Vq −Vd 0 0

, BPωcom =


−1

0

0

,
CPω =

[
0,−mP, 0

]
, CPv =

[
0 0 −nQ

0 0 0

]
.

∆ω and ∆ωcom are small-signal variations of the rotating frequency of the individual reference
frame and common reference frame, respectively. ∆δ is the small-signal variation of the angle shift
between the individual reference frame and the common reference frame. Vd, Vq, Id, and Iq are
steady-state operating values.
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Voltage regulator

Define the integral of voltage errors in d and q directions as ψdq. The state equations in the voltage
loop are

dψd

dt
= v∗d − vd,

dψq

dt
= v∗q − vq, (4.5)

along with the algebraic equations

i∗t,d = Kpv(v
∗
d − vd) +Kivψd − ω∗Cfvq + Fid, (4.6a)

i∗t,q = Kpv(v
∗
q − vq) +Kivψq + ω∗Cfvd + Fiq. (4.6b)

Hence, the linearised state-space small-signal model of the voltage regulator is

˙[
∆ψdq

]
= Bv1

[
∆v∗dq

]
+Bv2


∆it,dq

∆vdq

∆idq

∆iload,dq

 , (4.7a)

[
∆i∗t,dq

]
= Cv

[
∆ψdq

]
+Dv1

[
∆v∗dq

]
+Dv2


∆it,dq

∆vdq

∆idq

∆iload,dq

, (4.7b)

where

Bv1 =

[
1 0

0 1

]
, Bv2 =

[
0 0 −1 0 0 0 0 0

0 0 0 −1 0 0 0 0

]
, Cv =

[
Kiv 0

0 Kiv

]
, Dv1 =

[
Kpv 0

0 Kpv

]
,

Dv2 =

[
0 0 −Kpv −ω∗Cf F 0 0 0

0 0 ω∗Cf −Kpv 0 F 0 0

]
.

Current regulator

Define the integral of current errors in d and q directions as γdq. The corresponding state equations are

dγd
dt

= i∗t,d − it,d,
dγq
dt

= i∗t,q − it,q, (4.8)

along with the algebraic equations

v∗t,d = Kpc(i
∗
t,d − it,d) +Kicγd − ω∗Lfit,q + vd, (4.9a)

v∗t,q = Kpc(i
∗
t,q − it,q) +Kicγq + ω∗Lfit,d + vq. (4.9b)
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Hence, the linearised state-space small-signal model of the current regulator is

˙[
∆γdq

]
= Bc1

[
∆i∗t,dq

]
+Bc2


∆it,dq

∆vdq

∆idq

∆iload,dq

 , (4.10a)

[
∆v∗t,dq

]
=Cc

[
∆γdq

]
+Dc1

[
∆i∗t,dq

]
+Dc2


∆it,dq

∆vdq

∆idq

∆iload,dq

 , (4.10b)

where

Bc1 =

[
1 0

0 1

]
, Bc2 =

[
−1 0 0 0 0 0 0 0

0 −1 0 0 0 0 0 0

]
, Cc =

[
Kic 0

0 Kic

]
, Dc1 =

[
Kpc 0

0 Kpc

]
,

Dc2 =

[
−Kpc −ω∗Lf 0 0 0 0 0 0

ω∗Lf −Kpc 0 0 0 0 0 0

]
.

Output filter and individual load

Output filter and the local load small-signal model can be represented by assuming that the inverter
produces the desired voltages (v∗t,dq = vt,dq):

dit,d
dt

=
1

Lf
vt,d −

1

Lf
vd −

Rf

Lf
it,d + ωit,q, (4.11a)

dit,q
dt

=
1

Lf
vt,q −

1

Lf
vq −

Rf

Lf
it,q − ωit,d, (4.11b)

dvd
dt

=
1

Cf
it,d −

1

Cf
id + ωvq, (4.11c)

dvq
dt

=
1

Cf
it,q −

1

Cf
iq − ωvd, (4.11d)

did
dt

=
1

Lc
vd −

1

Lc
vc,d + ωiq, (4.11e)

diq
dt

=
1

Lc
vq −

1

Lc
vc,q − ωid, (4.11f)

diload,d
dt

=
1

Lload
vc,d −

Rload

Lload
iload,d + ωiload,q, (4.11g)

diload,q
dt

=
1

Lload
vc,q −

Rload

Lload
iload,q − ωiload,d. (4.11h)

Hence, the the linearised state-space small-signal model of the output interfaced part is

˙
∆it,dq

∆vdq

∆idq

∆iload,dq

 =ALCLL


∆it,dq

∆vdq

∆idq

∆iload,dq

+B1LCLL∆vt,dq +B2LCLL∆vc,dq +B3LCLL∆ω, (4.12)
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where

ALCLL =



−Rf
Lf

ω0 − 1
Lf

0 01×2 01×2

−ω0 −Rf
Lf

0 − 1
Lf

01×2 01×2

1
Cf

0 0 ω0 − 1
Cf

0 01×2

0 1
Cf

−ω0 0 0 − 1
Cf

01×2

01×2
1
Lc

0 0 ω0 01×2

01×2 0 1
Lc

−ω0 0 01×2

01×2 01×2 01×2 −Rload
Lload

ω0

01×2 01×2 01×2 −ω0 −Rload
Lload


, B1LCLL =


1
Lf

0

0 1
Lf

06×2

,

B2LCLL =



04×2

− 1
Lc

0

0 − 1
Lc

1
Lload

0

0 1
Lload


, B3LCLL =

[
It,q −It,d Vq −Vd Iq −Id Iload,q −Iload,d

]>
.

It,dq, Vdq, Idq, and Iload,dq are steady-state operating values.

Frame transformation

According to (4.12), the output and input variables of an inverter are the output currents ∆ic,dq in
individual reference frame and the node voltage ∆vc,DQ in common reference frame, respectively.
Using the transformation technique (4.1), the small-signal output current ∆ic,DQ on the common
reference frame and the node voltage ∆vc,dq in the individual reference frame can be obtained, as in
(4.13).

∆ic,DQ = Ts∆ic,dq + Tc∆δ, (4.13a)

∆vc,dq = T−1
s ∆vc,DQ + T−1

v ∆δ, (4.13b)

where

Ts =

[
cos δ0 − sin δ0

sin δ0 cos δ0

]
, Tc =

[
−Ic,d sin δ0 − Ic,q cos δ0

Ic,d cos δ0 − Ic,q sin δ0

]
, and T−1

v =

[
−Vc,D sin δ0 + Vc,Q cos δ0

−Vc,D cos δ0 − Vc,Q sin δ0

]
.

Ic,dq, Vc,DQ are steady-state operating values.

Individual inverter

Denote ∆xP =


∆δ

∆P

∆Q

, ∆xLCLL =


∆it,dq

∆vdq

∆idq

∆iload,dq

. The linearised state-space small-signal model of an

individual inverter is expressed as
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˙
∆xP

∆ψdq

∆γdq

∆xLCLL

 = Ainv


∆xP

∆ψdq

∆γdq

∆xLCLL

+Binv∆vc,DQ +Bωcom∆ωcom, (4.14)

where

Ainv =



AP 03×2 03×2 BP

Bv1CPv 02×2 02×2 Bv2

Bc1Dv1CPv Bc1Cv 02×2 Bc1Dv2 +Bc2

B1LCLLDc1Dv1CPv

+B2LCLL

[
T−1
v 02×1 02×1

]
+B3LCLLCPω

B1LCLLDc1Cv B1LCLLCc

ALCLL

+B1LCLLDc1Dv2

+B1LCLLDc2


,

Binv =

[
07×2

B2LCLLT
−1
s

]
, Bωcom =

[
BPωcom

012×1

]
.

So the state variables of an individual prosumer is expressed as
∆xinv =

[
∆x>P ∆ψ>dq ∆γ>dq ∆x>LCLL

]>
.

Common reference frame

To combine all inverters together, a common frame of the whole system should be selected. Assume
the system contains n inverters. These inverters are labelled as Inverter i where i = 1, 2, 3, ....n. Select
the frame of Inverter 1 as the common frame, which means ∆ωcom is selected as ∆ω1.

∆ωcom = ∆ω1 = Cωcom∆xinv,1, (4.15)

where Cωcom =
[
CPω,1 01×12

]
.

Based on this selection, the state-space model of each individual inverter is expressed as

˙∆xinv,i = Ainv,i∆xinv,i +Binv,i∆vc,DQ,i +BωcomCωcom∆xinv,1, (4.16a)
˙∆ic,DQ,i = Cinvc,i∆xinv,i, (4.16b)

where Cinvc,i =
[
Tc,i 02×10 Ts,i −Ts,i

]
.

After combining all inverters together, a combined small-signal model of all the inverter units
together is obtained, as shown in

˙∆xINV = AINV∆xINV +BINV∆vC,DQ, (4.17a)

∆iC,DQ = CINVC∆xINV, (4.17b)

where
∆xINV =

[
∆x>inv,1 ∆x>inv,2 ∆x>inv,3 ... ∆x>inv,n

]>
,
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Figure 4.2: Single-line diagram of the LV feeder.

∆vC,DQ =
[
∆v>c,DQ,1 ∆v>c,DQ,2 ∆v>c,DQ,3 ... ∆v>c,DQ,n

]>
,

∆iC,DQ =
[
∆i>c,DQ,1 ∆i>c,DQ,2 ∆i>c,DQ,3 ... ∆i>c,DQ,n

]>
,

AINV =



Ainv,1 +BωcomCωcom 0 0 .. 0

BωcomCωcom Ainv,2 0 .. 0

BωcomCωcom 0 Ainv,3 .. 0

... ... ... .. ...

BωcomCωcom 0 0 .. Ainv,n


15n×15n

,

BINV =



Binv,1 0 0 ... 0

0 Binv,2 0 ... 0

0 0 Binv,3 ... 0

... ... ... ... ...

0 0 0 ... Binv,n


15n×2n

,CINVC =



Cinv,1 0 0 ... 0

0 Cinv,2 0 ... 0

0 0 Cinv,3 ... 0

... ... ... ... ...

0 0 0 ... Cinv,n


2n×15n

.

4.1.2 State-space model of the LV feeder

Residential customers typically use a single-phase connection. However, because loads in LV feeders
are distributed evenly across phases, it is reasonable to assume a balanced operation. Under this
assumption, we can model the loads as three-phase, leading to the single-line diagram shown in Fig. 4.2.
In a radial system with n prosumers, there are n− 1 transmission lines, labelled as j = 1, 2, 3, ..., n− 1.
Transmission line dynamics is represented in the common reference frame by the state equations of the
line currents as

diline,D,j
dt

=
1

Lline,j
vc,D,j −

1

Lline,j
vc,D,j+1 −

Rline,j

Lline,j
iline,D,j + ωcomiline,Q,j, (4.18a)

diline,Q,j
dt

=
1

Lline,j
vc,Q,j −

1

Lline,j
vc,Q,j+1 −

Rline,j

Lline,j
iline,Q,j − ωcomiline,D,j. (4.18b)

Hence, the linearised small-signal state-space model of the network is

∆i̇line,DQ,j =ANET,j∆iline,DQ,j +B2NET,j∆ωcom +
[
B1NET,j −B1NET,j

] [ ∆vc,DQ,j

∆vc,DQ,j+1

]
, (4.19)

where ANET,j =

[
−Rline,j
Lline,j

ωcom0

−ωcom0 −Rline,j
Lline,j

]
, B1NET,j =

[
1

Lline,j
0

0 1
Lline,j

]
, B2NET,j =

[
Iline,Q,j

−Iline,D,j

]
.

Iline,DQ and ωcom0 are steady-state operating values. Combine all transmission lines together in
59



one state equation, as shown in

∆i̇LINE,DQ =ANET∆iLINE,DQ +B1NET∆vC,DQ +B2NETCINVωcom∆xINV, (4.20)

where ∆iLINE,DQ =
[
∆i>line,DQ,1 ∆i>line,DQ,2 ... ∆i>line,DQ,n−1

]>
,

ANET =



ANET,1 0 0 ... 0

0 ANET,2 0 ... 0

0 0 ANET,3 ... 0

... ... ... ... ...

0 0 0 ... ANET,n−1


2(n−1)×2(n−1)

,

B1NET =



B1NET,1 −B1NET,1 0 ... 0 0

0 B1NET,2 −B1NET,2 ... 0 0

0 0 B1NET,3 −B1NET,3 0 0

... ... ... ... ... ...

0 0 0 ... B1NET,n−1 −B1NET,n−1


2(n−1)×2n

,

B2NET =
[
B>2NET,1 B>2NET,2 B>1NET,3 ... B>2NET,n−1

]>
2(n−1)×1

, and CINVωcom =
[
Cωcom 01×15(n−1)

]
.

Node voltages

Based on the concept of the virtual resistor [81], the node voltages across the feeder are given by

vc,DQ,i = rNic,DQ,i + rN (iline,DQ,i−1 − iline,DQ,i) , (4.21)

where rN is the virtual resistance, sufficiently large so as not to influence the stability. So the small-signal
state-space model is given as

∆vC,DQ = RN∆iC,DQ +RNRNET∆iLINE,DQ, (4.22)

where RN = diag{rN}2n×2n,

RNET =



−I 0 0 ... 0 0

I −I 0 ... 0 0

0 I −I ... 0 0

... ... ... ... ... ...

0 0 0 ... I −I
0 0 0 ... 0 I


2n×2(n−1)

, and I =

[
1 0

0 1

]
.

4.1.3 DC side dynamics

As explained before, the DC-side energy source in Fig. 4.1 can be modelled either as a constant DC
voltage source or with a detailed converter model. When focusing on the impact of microgrid expansion
on stability, we can model the DC side as a constant DC voltage source. However, when we consider
the DC-side dynamics, an explicit model of the DC side is required, including the DC/DC converter
and the dynamic response of the energy source.

60



Figure 4.3: Detailed DC-side configuration.

Detailed DC-side model

In islanded operation, the energy source on the DC side has to be dispatchable, i.e. it has to be able to
change the output on request. The most common technology is battery storage coupled with a rooftop
solar PV, which we will assume in this chapter. However, our modelling framework is general and can
also accommodate other technologies, e.g. microturbines or fuel cells. The DC side energy source is
typically integrated with a bidirectional DC/DC converter (BDC) to keep the DC-link voltage at the
desired value and to allow bidirectional power exchange between the energy source and the system,
which we model as a constant voltage source behind a resistance [187].

The BDC used in connecting battery storage systems has been shown in Fig. 3.7. The controller for
such a converter regulates the DC-link voltage and the battery’s output current. Because we assume
that the battery generates power, the converter operates in a discharging (boost) mode. The detailed
DC side configuration with the battery converter and a double-loop controller is shown in Fig. 4.3,
where d is the duty cycle of the switching signal.

Following [188], the state equations of the converter are

α̇ = v∗dc − vdc, (4.23a)

RdcCdcv̇dc = Rdc (1− d) ibat − vdc −Rdcidc, (4.23b)

β̇ = i∗bat − ibat, (4.23c)

Lconvi̇bat = vbat − (1− d) vdc −Rbatibat, (4.23d)

along with algebraic equations

i∗bat = Kpvdc (v∗dc − vdc) +Kivdcα, (4.24a)

d = Kpcdc (i∗bat − ibat) +Kicdcβ. (4.24b)

The link between the DC side and AC side is established by the active power balance (Pdc = Pac),
as follows:

vdcidc =
3

2
(vdid + vqiq) . (4.25)
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Assume the battery voltage vbat is stable enough to make ∆vbat negligible in the small-signal stability
analysis. Hence the corresponding linearised small-signal state-space equations are

˙
∆α

∆vdc

∆β

∆ibat

 = As


∆α

∆vdc

∆β

∆ibat

+Bs


∆i∗bat

∆d

∆idc

 , (4.26a)


∆i∗bat

∆d

∆idc

 = Cs


∆α

∆vdc

∆β

∆ibat

+Ds∆xLCLL, (4.26b)

where As =


0 −1 0 0

0 − 1
RdcCdc

0 1−D
Cdc

0 0 0 −1

0 − (1−D)
Lconv

0 −Rbat
Lconv

, Bs =


0 0 0

0 − Ibat
Cdc
− 1
Cdc

1 0 0

0 Vdc
Lconv

0

,

Cs =


Kivdc −Kpvdc 0 0

KpcdcKivdc −KpcdcKpvdc Kicdc −Kpcdc

0 − Idc
Vdc

0 0

, Ds = 3
2


0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 Id
Vdc

Iq
Vdc

Vd
Vdc

Vq
Vdc

0 0

.
Idc, Vdc, Ibat, and D are steady-state operating values. Assume ∆xdc =

[
∆α ∆vdc ∆β ∆ibat

]>
and rearrange (4.26)

∆ẋdc = Adc∆xdc +Bdc∆xinv, (4.27)

where Adc = As +BsCs, Bdc =
[
04×7 BsDs

]
.

Combine the DC dynamics of all inverters,

∆ẋDC = ADC∆xDC +BDC∆xINV, (4.28)

where ∆xDC =
[
∆xdc,1 ∆xdc,2 ... ∆xdc,n

]>
,

ADC = diag{Adc,i}2n×2n, BDC = diag{Bdc,i}2n×2n, i = 1, 2, . . . , n.

Simplified DC-side model

The dynamic response of the primary energy source can negatively affect stability, so it needs to be
considered. We model it by a first-order transfer function [84,186,189], emulating the primary source’s
response delay. This can be translated into the response delay of the current output if the primary
side’s voltage is assumed constant. On the other hand, the detailed DC side model in Fig. 4.3 can be
simplified, considering that the current loop is significantly faster than the voltage loop. Therefore,
the primary source can be simplified as a single-voltage-loop controlled current source, as shown in
Fig. 4.4. Based on this configuration, the first-order transfer function can be introduced between the
controller output and the current input, where τ is the time constant of the primary source, emulating
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Figure 4.4: Simplified DC-side structure with battery response delay.

the primary source’s limited dynamic response. The relation between the controller gains (when τ = 0)
in Figs. 4.3 and 4.4 is

K̂pvdc = (1−D)Kpvdc, K̂ivdc = (1−D)Kivdc. (4.29)

Hence the new dynamic equations of the DC dynamics are modified to

RdcCdcv̇dc = Rdcis − vdc −Rdcidc, (4.30a)

τ i̇s = −is + K̂pvdc (v∗dc − vdc) + K̂ivdcα. (4.30b)

Hence the new state-space equations of the DC dynamics are changed as

∆ ˙̂xdc = Âdc∆x̂dc + B̂dc∆xinv, (4.31)

where ∆x̂dc =
[
∆α ∆vdc ∆is

]>
,

Âdc =


0 −1 0

0 Is
CdcVdc

− 2
CdcRdc

1
Cdc

K̂ivdc
τ

− K̂pvdc
τ

− 1
τ

, B̂dc = 3
2

1
CdcVdc


01×15

01×7 0 0 Id Iq Vd Vq 0 0

01×15

 .

4.2 Stability analysis

Small-signal stability is dictated by the eigenvalues of the state matrix [76]. This section analyzes how
microgrid expansion and the DC dynamics affect the stability, respectively.

4.2.1 Eigenvalue analysis with respect to microgrid expansion

Microgrid expansion can be conducted by simply adding more grid-forming inverters along the feeder
as shown in Fig. 4.2. Eigenvalue analysis with respect to microgrid expansion is studied by neglecting
the influence of the DC dynamics. Hence in this subsection, DC-side sources are considered as constant
voltage sources. Therefore, the complete linearised model of the residential microgrid can be obtained
based on Section 4.1.2, as follows:

˙[
∆xINV

∆iLINE,DQ

]
= ASYS

[
∆xINV

∆iLINE,DQ

]
. (4.32)
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Figure 4.5: Critical eigenvalue trajectory with microgrid expansion.

The state matrix is

ASYS =

[
AINV +BINVRNCINVC BINVRNRNET

B1NETRNCINVC +B2NETCINVωcom ANET +B1NETRNRNET

]
. (4.33)

The stability information can be obtained from the eigenvalues of matrixASYS. Attention is paid to
the critical eigenvalue. It should be pointed out that matrixASYS always has a zero eigenvalue (not
linked to instability) associated with one of the inverters serving as the reference. Hence we exclude
this eigenvalue in the stability analysis. In this paper, we consider systems with three to one hundred
prosumers. These systems are linearised around steady-state operating points, and the resulting system
matrices are used to derive the eigenvalues.

Fig. 4.5 shows the trajectory of the critical eigenvalue (the eigenvalue with the largest real part)
of ASYS with the increasing number of prosumers. Observe that the critical eigenvalue starts as a
pair of complex-conjugate eigenvalues with less than six prosumers. With the increasing number of
prosumers, the critical eigenvalue changes its type to a real eigenvalue (when n ≥ 7). Here, we define
these two different types of eigenvalues as λc (complex eigenvalue pair with the largest real part) and
λr (real eigenvalue with the largest real part). During the microgrid expansion, the critical eigenvalue
moves towards the imaginary axis (it equals to −0.00625 in the case of the 100-prosumer microgrid),
which means that the system becomes “practically unstable” when more prosumers are integrated.
To get a better insight into the nature of the two dominant eigenvalues λc and λr, we analyze state
participation and parameter sensitivity next.

Here, dominant eigenvalues are defined to be eigenvalues located closest to the imaginary axis.
While there can be several dominant eigenvalues, the critical eigenvalue is the eigenvalue with the
largest real part (a real eigenvalue or a pair of conjugate eigenvalues).
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Table 4.1: Participation factors of dominant states

Number of prosumers Dominant states Participation factors
(eigenvalue value)

λr

n = 3 (−15.64) ∆δ2,∆δ3 0.81, 1.52

n = 6 (−2.975) ∆δ5,∆δ6 0.4, 0.69

n = 9 (−1.052) ∆δ8,∆δ9 0.36, 0.45

n = 12 (−0.5351) ∆δ11,∆δ12 0.29, 0.33

n = 50 (−0.02446) ∆δ49,∆δ50 0.0784, 0.0849

n = 100 (−0.006225) ∆δ99,∆δ100 0.0401, 0.0432

λc

n = 3 ∆ψdq1, ∆ψdq2 0.11, 0.27

(−5.924± i63.31) ∆P2, ∆Q2 0.062, 0.051

n = 6 ∆ψdq3, ∆ψdq4 0.148, 0.124

(−2.467± i62.97) ∆P3, ∆Q3 0.034, 0.028

n = 9 ∆ψdq3, ∆ψdq4 0.148, 0.124

(−2.436± i62.97) ∆P3, ∆Q3 0.034, 0.028

n = 12 ∆ψdq3, ∆ψdq4 0.148, 0.124

(−2.444± i62.97) ∆P3, ∆Q3 0.034, 0.028

n = 50 ∆ψdq3, ∆ψdq4 0.146, 0.126

(−2.444± i63.02) ∆P3, ∆Q3 0.0328, 0.0274

n = 100 ∆ψdq3, ∆ψdq4 0.146, 0.126

(−2.444± i63.02) ∆P3, ∆Q3 0.0328, 0.0274

Participation factors

Participation factor analysis is used to measure the association between states and modes [76,77] by
identifying how the states participate in the specific modes associated with λr and λc. Table 4.1 lists the
participation factors of several dominant states with respect to λr and λc during the microgrid expansion.
Other states with smaller participation factors may also influence certain modes but not predominantly.
Observe in Table 4.1 that with the increasing number of prosumers, λr is predominantly participated
by the angle shift of the last prosumer ∆δn, which means that λr is predominantly determined by the
maximum number of prosumers. This can also be seen from the value of λr that increases from−15.64

to −0.00625 during the expansion; that is, with each newly added prosumer, the critical eigenvalue
moves closer to the origin. Therefore, it is clear that λr is predominantly sensitive to the microgrid
expansion.

By comparison, λc is mostly participated by the powers ∆P and ∆Q and the voltage error integral
terms (∆ψdq). When the number of prosumers increases from three to five, λc is predominantly
participated by different prosumers. However, since n = 6, it is clear to see that λc keeps being
predominantly participated by the 3rd and 4th prosumers. Also, the value of λc almost does not change
with the increasing number of prosumers, which indicates its insensitivity to the microgrid expansion.
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Figure 4.6: Eigenvalue trajectories for a 3-prosumer (left column) and 12-prosumer microgrid (right column). (a,b)
0 ≤ mP ≤ 4.5× 10−5; (c,d) 0 ≤ nQ ≤ 4.5× 10−4; (e,f) 30 ≤ Kiv ≤ 300.

This explains the trend shown in Fig. 4.5, where the critical eigenvalue changes it type from λc to λr as
the number of prosumers grows larger.

Sensitivity analysis

As λc is mostly participated by ∆P , ∆Q and ∆ψdq, the sensitivity analysis will therefore focus on
droop gainsmP and nQ, and voltage integral gain Kiv. Fig. 4.6 shows the trajectory of λr and λc as a
function ofmP for microgrids with, respectively, 3 and 12-prosumers. nQ is fixed as 1.3× 10−4 while
mP varies from 0 to 4.5× 10−5.

Observe in Fig. 4.6 (a) that with the increasingmP, λc moves to the right from λc = −15.62±j69.76
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(at mP = 0), passing through the imaginary axis at mP = 3.03× 10−5 and shifting to the right half
of the s plane, at which point the system becomes unstable. This illustrates how large droop gains
cause instability. Comparatively, as mP increases, λr moves to the left starting at 0 when mP = 0.
This is mainly becausemP determines the output frequency and thus the angle of each prosumer. As
analyzed before, λr is predominantly participated by ∆δn. λr is therefore sensitive to the change ofmP.
However, this sensitivity exhibits the opposite trend to that of λc, indicating that a larger active droop
gain pushes λr further away from the unstable region. On the other hand, observe in Fig. 4.6 (b) that
within the same variation range of mP, the range of λr gets narrower with the microgrid expansion,
while the range of λc experiences no noticeable change. This behaviour further demonstrates that λr is
predominantly sensitive to the microgrid expansion. A qualitatively similar behaviour is observed also
for nQ (Fig. 4.6, second row), which is explained by the coupling between real and reactive powers due
to the high R/X ratio of the transmission lines.

The sensitivity analysis of the integral term of the current regulator Kiv (Fig. 4.6, third row) shows
that λc moves to the left with the increase ofKiv, while λr is almost unaffected byKiv in a large system.
A small value of Kiv will therefore cause the instability. Hence Kiv should be tuned with a relatively
large value to push λc far away from the unstable region, which might result in an overshoot. On the
other side,Kiv, which is relevant to the controller bandwidth, is constrained by the switching frequency
of the PWM generation module. These issues should be taken into consideration when tuning the
controller gains.

Stability enhancement

Observe in Fig. 4.6 that λr and λc move in opposite directions asmP increases, which indicates that
droop gains should be tuned so that the real parts of λr and λc are equal. In general, in small microgrids
where λc is the critical eigenvalue, stability can be enhanced by decreasing the droop gains. With the
increasing number of prosumers, on the other hand, when λr becomes the critical eigenvalue, stability
enhancement can be achieved by increasing the droop gains.

We use a seven-prosumer microgrid to illustrate the tuning of the droop gain to enhance stability.
The dominant eigenvalues in the base case (mP = 2 × 10−5 and Kiv = 115) are shown in Fig. 4.7
(a). The dominant real eigenvalue is λr = −1.982, while the dominant complex eigenvalue is
λc = −2.436± i62.97. It is clear that λr serves as the critical eigenvalue in this case. Hence the aim
is to move λr further away from the origin. First, to move λc further to the left without changing the
position of λr, we increase Kiv to 240. The corresponding movement of the dominant eigenvalues
is shown in Fig. 4.7 (b), where the blue and red dots represent the eigenvalues before and after the
parameter change, respectively. Moving λc to the left provides a wider acceptable variation range for
mP; this is becausemP should be increased to move λr to the left, which at the same time pushes λc
to the right. We now increasemP, which makes the real parts of λr and λc equal. Fig. 4.7 (c) shows
the motion of λr and λc when mP is increased to 3.2× 10−5, which results in the eigenvalues being
λr = −3.212 and λc = −3.312± i105.7, respectively.
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Figure 4.7: Stability enhancement example (blue dots: before the change; red dots: after the change; dotted lines: 3%
damping margin). (a) dominant eigenvalues in the base case; (b)Kiv increasing from 115 to 240; (c)mP increasing from
2× 10−5 to 3.2× 10−5.

4.2.2 Eigenvalue analysis with a detailed model of the DC side

This subsection analyzes the stability by explicitly modelling the DC side converter and its controls as
illustrated in Fig. 4.3. Therefore, the complete linearised model of a residential microgrid consists of
models described in Sections 4.1.2 and 4.1.3, as follows:

˙
∆xINV

∆iLINE,DQ

∆xDC

 = ASYSnew


∆xINV

∆iLINE,DQ

∆xDC

 , (4.34)

where ∆xDC =
[
∆x>dc,1 ∆x>dc,2 ∆x>dc,3 ... ∆x>dc,n

]>
. The state matrix is changed into

ASYSnew =


AINV +BINVRNCINVC BINVRNRNET 015n×4n

B1NETRNCINVC +B2NETCINVωcom ANET +B1NETRNRNET 02(n−1)×4n

BDC 04n×2(n−1) ADC

 . (4.35)

The stability of the microgrid with the detailed model of the DC side can now be assessed through the
eigenvalue analysis ofASYSnew. We start with the case of a 3-prosumer microgrid.

Dominant eigenvalues

Fig. 4.8 (a) shows several dominant eigenvalues located closest to the imaginary axis. Comparing the
eigenvalues in Fig. 4.8 (a) and Table 4.1, it can be seen that λr and λc are not affected by the DC side
dynamics, staying at λr = −15.64 and λc = −5.924± j63.31, respectively. However, a new dominant
eigenvalue λrdc, much larger than λr appears and becomes the critical eigenvalue in the system, which
reduces the stability margin significantly.

Participation factors

Participation factor analysis of ASYSnew reveals that λrdc is predominantly participated by ∆α3 with the
participation factor of 1.035, meaning that λrdc is mainly affected by the DC side voltage controller.
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Figure 4.8: (a) Dominant eigenvalues of ASYSnew for a 3-prosumer microgrid; (b) Trajectory of λrdc when 1 ≤ Kpvdc ≤ 30;
(c) Trajectory of λrdc when 10 ≤ Kivdc ≤ 300.

Sensitivity analysis of λrdc in 3-prosumer microgrid

Sensitivity analysis can be carried out with respect to the gains of the DC side voltage controller Kpvdc

andKivdc (see Fig. 4.3). Fig. 4.8 (b) and (c) show trajectories of λrdc as a function ofKpvdc andKivdc,
respectively. It can be seen that λrdc exhibits opposite movement with regards to Kpvdc and Kivdc,
moving to the right with increasingKpvdc while moving to the left asKivdc increases. The study of the
trajectories of λr and λc shows that varying Kpvdc and Kivdc has no influence on these two eigenvalues.
Hence, stability can be enhanced by adjusting the DC side voltage controller gains without affecting λr
and λc. After λrdc moves away from the imaginary axis, no longer serving as the critical eigenvalue, λr
and λc dominate the system stability as analyzed in Section 4.2.1.

Sensitivity of λrdc to microgrid expansion

Eigenvalue λrdc is associated with the DC-voltage controller, whose dynamics is not coupled with the
network. Therefore, there exists n identical λrdc in an n-prosumer microgrid. The sensitivity analysis
reveals that the value of λrdc remains at −3.36 as the number of prosumers increases, which indicates
that λrdc is insensitive to microgrid expansion.

4.2.3 Eigenvalue analysis with a simplified DC side model

Now we analyze the microgrid stability by considering the dynamic response of the DC side primary
energy source using a simplified model shown in Fig. 4.4. Therefore, the complete model of the
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Figure 4.9: (a) Dominant eigenvalues of ÂSYSnew for a 3-prosumer microgrid (τ = 0.1 s); (b) Trajectory of λcdc as a
function of 0.06 s ≤ τ ≤ 0.5 s.

residential microgrid consists of models described in Sections 4.1.2 and 4.1.3, as follows:

˙
∆xINV

∆iLINE,DQ

∆x̂DC

 = ÂSYSnew


∆xINV

∆iLINE,DQ

∆x̂DC

 , (4.36)

where ∆x̂DC =
[
∆x̂>dc,1 ∆x̂>dc,2 ∆x̂>dc,3 ... ∆x̂>dc,n

]>
.

The influence of the dynamic response of the DC side primary energy source on stability can
be studied by analyzing the simplified DC side model and the corresponding state matrix ÂSYSnew.
Similarly, ÂSYSnew is formed based on the 3-prosumer microgrid.

Dominant eigenvalues and participation factors

The dominant eigenvalues of the 3-prosumer microgrid (for τ = 0.1 s) are plotted in Fig. 4.9 (a).
Observe that the addition of the first-order transfer function representing the dynamic response of the
DC side energy source introduces a new complex eigenvalue λcdc = −2.443 ± j106.3, with λc, λr
and λrdc remaining unchanged. The dominant states in this eigenvalue are ∆vdc,3 and ∆is,3 with the
participation factors of 0.5 and 0.499, respectively. As ∆is,3 is the output of the first order transfer
function (see Fig. 4.4), this indicates that τ affects stability through λcdc.

Sensitivity to the response time from primary sources τ

Fig. 4.9 (b) shows the trajectory of λrdc and λcdc as a function of τ . With the increase of τ , λrdc remains
unchanged, indicating its insensitivity to the response speed of the DC side energy source. By contrast,
as τ increases, λcdc moves to the right, passing across the imaginary axis into the right half-plane. This
means that too high a value of τ can cause instability, which indicates that care must be taken when
grid-forming inverters are supplied by a primary energy source with an insufficiently fast dynamic
response.
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Table 4.2: System parameters of the residential microgrid case in Section 4.3

Parameter Value Parameter Value
ω∗ 314.15 rad/s v∗mag 326.6 V

mP 2× 10−5 Kpc 3.5

nQ 1.3× 10−4 Kic 260

ωf 120 rad/s Rf 0.01Ω

Kpv 0.05 Lf 1.3 mH

Kiv 115 Cf 100 µF

F 0.8 Lc 0.35 mH

Figure 4.10: Three-prosumer residential microgrid.

4.3 Time-domain simulation results

Time-domain simulations are carried out for three purposes. The first is to confirm that a LV distribution
feeder supplied by grid-forming inverters can seamlessly switch from grid-connected to islanded
operation. The second is to validate the accuracy of linearised state-space models (4.32)-(4.36). The
last is to verify the equivalence between the detailed model shown in Fig. 4.3 and the simplified model,
with the dynamic response from the DC side energy source represented as a first-order transfer function
(Fig. 4.4). The simulations were carried out on an RTDS/RSCAD™platform.

We used a test system with three prosumers, shown in Fig. 4.10. The test system is based on
a European 400 V, 50 Hz LV residential benchmark system [190]. System parameters are shown
in Table 4.2. The loads for each prosumers are, respectively, Pload,1 = 5 kW, Qload,1 = 2 kVAr,
Pload,2 = 3 kW,Qload,2 = 1 kVAr, Pload,3 = 5 kW,Qload,3 = 1 kVAr. Because the converter’s switching
dynamics is much faster than the dynamics of the network, we use an average state-space converter
model, which is a standard practice in this kind of analysis.

4.3.1 Case I: network separation

Case I studies the system response during a separation from the medium-voltage (MV) grid to confirm
the feasibility of a residential LV feeder operated as a microgrid. Fig. 4.11 shows active and reactive
power flows during a network separation (at 0.2 s). In the grid-connected mode, all active power is
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Figure 4.11: Active and reactive powers for a network separation of a 3-prosumer microgrid: (a) active powers; (b) reactive
powers.

Figure 4.12: Islanded operation of a 3-prosumer microgrid with constant DC-voltage source on the DC side: (a) active
powers of Prosumers 1, 2, and 3; (b) reactive powers of Prosumers 1, 2, and 3.

supplied by the main grid, while some amount of reactive power is supplied by the prosumers. When
the network switch is opened at 0.2 s, the system seamlessly transitions to a new steady-state in islanded
mode. Active power loads are shared equally by all prosumers, while the reactive power loads are
mainly supplied locally.

4.3.2 Case II: islanded operation with DC side dynamics neglected

Case II validates the accuracy of the linearised microgrid model (4.32) by comparing the small-signal
stability results and the corresponding time-domain simulation results for a step load change of 3 kW
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on Prosumer 2. In the linearised model, this is done by injecting the equivalent current in Node 2. In
the full model, the load change is simulated by connecting resistance Rp = 53.33Ω to Prosumer 2, as
illustrated in Fig. 4.10. The simulation results are shown in Fig. 4.12, including the active power and
reactive power response of the three prosumers. Observe that the results of the linearised model match
the time-domain simulations almost perfectly.

The main reason for relatively poorly damped oscillations is the low impedance of the transmission
lines. Because this is a residential LV feeder, prosumers are electrically close together. Hence the short
lines segments between prosumers have relatively low impedance. The other reason is the choice of
the cut-off frequency wf of the low-pass filter in the droop controller, set to 120 rad/s. The damping
could be improved by reducing the value of wf.

4.3.3 Case III: Islanded operation with DC side dynamics

Case III consists of two parts. First, we validate the model with a detailed representation of the DC side
shown in Fig. 4.3 by comparing the linearised model (4.34) against the full model. Next, we compare
microgrid models with a full DC side representation (Fig. 4.3) and a simplified one (Fig. 4.4). We use
the same step load change as in Case II. Parameters of DC-side components are shown in Table 4.3.
Fig. 4.13 shows the DC-link voltage of Prosumer 2 resulting from the linearised model (4.34), detailed

Table 4.3: DC-side parameters in Section 4.3

Parameters Values Parameters Values
Rbat 0.01Ω v∗dc 800 V

Lconv 1.25 mH Kpvdc 9.08
Rdc 10 kΩ Kivdc 30.4
Cdc 4000 µF Kpcdc 0.005
vbat 400 V Kicdc 0.5

model (Fig. 4.3), and simplified model (Fig. 4.4). Observe that the results from the three models
agree well. The models differ slightly at the very first instant after the perturbation. The system with
the detailed source-converter model experiences a relatively larger voltage drop than the other two
models. This is mainly because the converter is driven by the duty cycle, which is saturated within
0 ∼ 1. Active and reactive powers results are qualitatively similar to the ones shown in Fig. 4.12 so we
do not show them. In summary, the results of Case III confirm the accuracy of the linearised model
(4.34) and the equivalence between the detailed source-converter model (Fig. 4.3) and the simplified
controlled-current source model (Fig. 4.4).
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Figure 4.13: DC side dynamics for a network separation of a 3-prosumer microgrid: (a) DC-link voltage of Prosumer 2;
(b) Zoomed-in results.

4.4 Single-phase prosumer case

In the previous study cases, the microgrid model assumes a single-phase equivalent model of a
balanced three-phase system. However, prosumers in residential microgrids are mainly single phase.
To consider a more realistic residential microgrid case, the control and linearised model of single-phase
grid-forming prosumers are discussed in this section.

According to Section 3.1.3, single-phase inverters can also be controlled in the dq0 frame by
creating a fictitious quadrature signal. Thus, the control structure of single-phase inverters can be
the same as for three-phase inverters, with droop control and cascaded voltage/current controllers.
In this case, the modelling process of individual inverters is the same as in Section 4.1.2, with the
power-related equations changed into

P =
ωf

s+ ωf
· 1

2
(vdid + vqiq), (4.37a)

Q =
ωf

s+ ωf
· 1

2
(vqid − vdiq). (4.37b)

Consequently, the only difference between microgrid models with single-phase prosumers and three-
phase prosumers is the change of the gain, which means that eigenvalues in such systems will have
the same characteristic to what has been shown in Section 4.3. Such conclusion supports the stability
analysis of the residential microgrid even when considering more realistic single-phase connections.

4.4.1 Time-domain simulation

To verify the validation of the new microgrid model, time-domain simulations are provided. Fig. 4.14
shows the diagram of the studied microgrid case. Individual inverters and their controllers are designed
with same parameters, while residential loads of each prosumer at each phase are set with different
values. System parameters are listed in Table. 4.4.
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Figure 4.14: Single-phase residential microgrid test case.

Table 4.4: System parameter of the single-phase microgrid test case in Section 4.4

Individual Inverter
ω∗ 314.15 rad/s v∗mag 326.6 V mP 2× 10−5 nQ 1.3× 10−4

Kpv 1 Kiv 16.5 Kpc 5.024 Kic 62.8
Rf 0.01Ω Lf 1 mH Cf 100 µF Lc 0.6 mH

Phase A
RloadA1 9.12Ω LloadA1 0.0116 H RloadA2 15.87Ω LloadA2 0.0168 H
RloadA3 10.17Ω LloadA3 0.006 48 H RlineAS 0.089Ω LlineAS 16.58 mH
RlineA1 0.18Ω LlineA1 27 mH RlineA2 0.12Ω LlineA2 18 mH

Phase B
RloadB1 11.4Ω LloadB1 0.0145 H RloadB2 19.84Ω LloadB2 0.021 H
RloadB3 12.71Ω LloadB3 0.0081 H RlineBS 0.089Ω LlineBS 16.58 mH
RlineB1 0.18Ω LlineB1 27 mH RlineB2 0.12Ω LlineB2 18 mH

Phase C
RloadC1 6.84Ω LloadC1 0.0087 H RloadC2 11.9Ω LloadC2 0.0126 H
RloadC3 7.63Ω LloadC3 0.004 86 H RlineCS 0.089Ω LlineCS 16.58 mH
RlineC1 0.18Ω LlineC1 27 mH RlineC2 0.12Ω LlineC2 18 mH

Case I: Network separation

Similar as for the residential microgrid with three-phase prosumers in Section 4.4.1, Case I in this
section studies the system response during a separation from the MV grid for the microgrid with
single-phase prosumers. Fig. 4.15 shows active and reactive power flows during a network separation
(at 1 s). Similar as the cases in Section 4.3, in the grid-connected mode, all active power is supplied by
the main grid, while some amount of reactive power is supplied by the prosumers. When the network
switch is opened at 1 s, the system seamlessly transitions to a new steady-state in islanded mode. Active
power loads are shared equally by all prosumers, while the reactive power loads are mainly supplied

75



Figure 4.15: Active and reactive powers for a network separation of a 9-single-phase-prosumer microgrid.

Figure 4.16: Islanded operation of a 9-single-phase-prosumer microgrid.

locally.

Case II: Islanded microgrid

Case II validates the accuracy of the linearised microgrid model with single-phase prosumers. The
simulation focuses on one phase as we do not pay much attention to the inter-phase power exchange.
Take Phase A in Fig. 4.14 as the test case. A disturbance is applied at Prosumer 2 with a load change
of 3 kW. Time-domain simulation results as well as corresponding linearised model results are shown
in Fig. 4.3. Observe that the results of the linearised model match the time-domain simulations almost
perfectly. A slight difference can be seen during the beginning of the perturbation, where time-domain
simulations show a slight oscillation. This is because of the delay caused by the ’transfer delay unit’
which generates the fictitious quadrature signal. Better quadrature generation methods can be adopted
to avoid this [171].
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4.5 Summary

This chapter has studied the stability of LV distribution feeders operated as islanded residential
microgrids supplied by prosumer-owned grid-forming inverters. The analysis is performed on a
linearised microgrid model focusing on two key aspects: (i) number of grid-forming inverters in a
radial feeder, (ii) dynamic response of the energy source on the DC side. The small-signal stability
results have been confirmed against time-domain simulation results.

The eigenvalue analysis for various cases has revealed that: 1) an LV feeder operated as an islanded
microgrid becomes “practically unstable” with the increasing number of grid-forming inverters; 2)
during the microgrid expansion, the critical eigenvalue switches from a pair of complex eigenvalues
associated with the droop controller to a real eigenvalue predominantly sensitive to the system size
(number of grid-forming inverters); 3) stability can be enhanced by adjusting the gains of the droop
controller and the voltage controller; 4) the DC side voltage controller affect system stability by
introducing new dominant eigenvalues; 5) insufficiently fast dynamic response of the primary energy
source can negatively affect stability.

Moreover, to consider a more realistic residential microgrid, modelling is extended to the microgrid
with prosumers whose interfaced inverters are single phase. With the generation of fictitious quadrature
signals, the control of single-phase grid-forming inverters are the same with the three-phase ones.
Time-domain simulation results have been compared with the small-signal model results to verify the
validity of the model. It is concluded that with single-phase prosumer integration, the stability results
are the same with the results in microgrids with three-phase inverters.

This chapter studies the short-term small-signal stability of residential microgrids. As illustrated in
Chapter 2, the frequency stability is also an important issue in such microgrid due to the low inertia
resulted from the integration of inverter-interfaced generation sources. Prosumers in the residential
level, on the other hand, can serve as potential inertia provider with proper control strategies. Hence,
making use of prosumers to provide inertia will be discussed in the following chapters.
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Chapter 5

Improved Controller for Battery Converter
based on Active Disturbance Rejection
Control

It is now widely accepted that renewable generations are the cheapest long-term supply option due to
their lower size, continuously reduced price and eco-friendly feature. As a result, many fossil-fuel-
dependent power plants have been replaced by large scale of renewable generations such as solar farms
and wind farms. This trend, however, challenges the existing generation-following-load operation
paradigm based on dispatchable synchronous generation. Most renewable energy sources (RES) are
connected to the grid through power electronic converters, which fundamentally changes the power
system behavior. An important concern is the system inertia.

In a conventional power system dominated by large synchronous machines, inertia comes from
the kinetic energy stored in the rotating masses of synchronous generators. Such energy serves as an
immediate source of energy that reduces frequency excursions following a loss of either generation
or load. In a system with a high penetration of non-synchronous sources, on the other hand, a power
imbalance can result in a high rate of change of frequency (RoCoF) immediately after the disturbance,
as explained in Chapter 2.

To improve the inertial response in low-inertia power systems, a possible solution is to replace
genuine “mechanical” inertia with fast frequency response (FFR) provided by energy storage with
fast response (e.g. battery or super-capacitor). If the activation time is sufficiently short, FFR can
be used as a substitute for genuine inertia. On the other side, as the number of prosumers equipped
by various energy storage grows rapidly in recently years, using prosumers as the providers of FFR
creates unique opportunities to address the challenges associated with the lack of inertia. Against this
backdrop, prosumers can be designed to provide FFR to the system using their installed residential
PV-battery systems, to augment the limited energy storage provided by the DC-link capacitor.

To use a PV-battery system as a provider of FFR, we need to pay special attention to the speed of
the battery’s response. Bidirectional DC/DC converters (BDCs) which connect the battery bank to the
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DC bus are widely used to allow the power flow between the battery and other power conversion units.
Hence the control of BDC is crucial for PV-battery systems to provide FFR to the grid. There exist
many different BDC topologies. A classic BDC is shown in Fig. 3.7. The conventional double-loop PI
controller discussed in Chapter 3 is widely adopted in controlling the BDC based on the linearised
model. As a typical BDC can operate in either buck mode (charging) or boost mode (discharging),
many proposed control strategies design controllers for each mode individually. For instance, a possible
approach was proposed in [191] which determined modes by the DC bus voltage error and generated
the duty cycle of the switches. However, a discontinuous duty cycle can result in power fluctuations.
Uncertain power fluctuations would be caused, leading to a reduced battery lifetime. In [192, 193],
control strategies were designed for microgrids, in which individual control loops for each mode in the
BDC were implemented, and the operating modes were selected by an external control signal. In [192],
the power delivery was determined by the command from a central controller, which connected all
units with a communication link. However, central controllers have issues with limited bandwidth due
to the long distance of communication. Unpredictable conditions of the microgrid tend to be caused if
communication failure happens. Such communication limitation was resolved by the emergence of
distributed control systems [194,195]. Charging/discharging modes were selected by a fault detector.
Hence the strategy alleviated the reliance on the communication. Nevertheless, the interchange of
control loops caused by the mode selection might cause instability. To improve the reliability of the
controller, [195] and [196] designed combined charging and discharging control loops for autonomous
mode switching. In [197], the proposed scheme combined different modes by setting the amplitude
limiting part, which avoids the step change of the control input. During the mode transition, the duty
cycle of the converter changed continuously, providing a faster and smoother transient response.

However, thesemethods are basically based on the linearised small-signalmodel and the conventional
PI controller, which only ensures small-signal stability near the operating point. When large
disturbances apply, however, these linear control methods may become ineffective and the system
may be unstable [177]. Many advanced control technologies are therefore proposed to deal with the
inaccuracy of the model and large load variations. Controllers based on model predictive control (MPC)
have been proposed in [198–200], aiming to mitigate the influence of constant power loads. MPC
methods predict the future response of the system based on the mathematical model. The predicted
variables are used to generate control inputs in the coming several periods. As basic MPC methods
depend on the accurate model of the system which is not accessible in real applications, error estimation
techniques such as Luenburger observers, Kalman filters and higher-order sliding-mode observers are
applied to modify the MPC algorithm. In [201, 202], DC/DC converters with constant power loads
are stabilized by composite back-stepping controllers. The basic idea is to design a back-stepping
controller for large-signal stabilization through a recursive Lyapunov design procedure [177]. Sliding
mode control (SMC) is also an option of DC/DC converters to stabilize constant power loads. Different
sliding-mode surface were selected in [203–205] to cater for the design requirements of the converter.
An SMC-based duty ratio controllers with fixed switching frequency was proposed in [206].

Despite various advanced control methods for DC/DC converters, most relevant literature focused
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Figure 5.1: Equivalent model of a bidirectional DC/DC converter.

on one-direction power flow, in which the DC converters work in only Boost or Buck mode. Hence,
this chapter will discuss the bidirectional power flow by adopting a novel control scheme. On the basis
of the voltage-current double-loop control structure, the active disturbance rejection control (ADRC)
scheme is adopted to replace the PI controllers. As a control theory featuring independence on the
accurate mathematical model of the controlled system, ADRC helps to simplify the process of the
calculation and measurement of the internal model parameters [207–209]. As long as the order and the
input variable of the system are obtained, the controller can be designed. ADRC defines all factors
that may influence the system performance as a total disturbance. Based on the theory of the state
observer, this total disturbance is observed and then rejected by adding a feed-forward compensation to
the input variable. Based on this, ADRC is adopted to regulate not only the DC-link voltage but also
the power delivery between the battery and other power conversion units in the system. Importantly, no
external signal for mode switching is needed as the ADRC scheme is suitable for both modes like the
conventional PI controllers, which avoids the step change during the mode transition process.

5.1 Modelling of the bidirectional DC/DC converter

In the configuration of an individual prosumer, a BDC is adopted between the energy storage and the
inverter for a flexible power exchange. The expected output current of the BDC can be determined
by the initial inductor current setpoint and the power flow in the grid. When powers from generation
units (PVs, wind farms) are more than the load, the battery is charged by the power difference and vice
versa. According to the BDC diagram in Fig. 5.1, the equivalent BDC model can be represented as
shown in Fig. 5.1, where idc represents the equivalent active load of the battery. It is determined by the
difference between power generations (e.g. PV, grid) and load consumption, which also determines the
direction of the battery current.

The state-space averaged model for this converter is expressed as

RdcCdcv̇dc = Rdc (1− d) ibat − vdc −Rdcidc, (5.1a)

Lconvi̇bat = vbat − (1− d) vdc −Rbatibat. (5.1b)

Based on the linearisation method, the corresponding small-signal state-space equations are

∆i̇bat =
1

Lconv
∆vbat −

Rbat

Lconv
∆ibat −

1−D
Lconv

∆vdc +
Vdc
Lconv

∆d, (5.2a)

∆v̇dc =
1−D
Cdc

∆ibat −
Ibat
Cdc

∆d− 1

RdcCdc
∆vdc −

1

Cdc
∆idc. (5.2b)
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The duty-ratio-to-inductor-current and inductor-current-to-DC-voltage transfer functions can be derived
as

Gdi(s) =
∆ibat(s)

∆d(s)

∣∣∣∣
∆vbat=∆idc=0

=
Kdi(s+ a)

s2 + b1s+ b2

, (5.3a)

Giv(s) =
∆vdc(s)

∆ibat(s)

∣∣∣∣
∆idc=∆d=0

=
Kiv

s+ b3

, (5.3b)

where Kdi = Vdc
Lconv

, Kiv = 1−D
Cdc

, a = Vdc+(1−D)IbatRdc
RdcCdcVdc

, b1 = RbatRdcCdc+Lconv
LconvRdcCdc

, b2 = Rbat+Rdc(1−D)2

LconvRdcCdc
,

b3 = 1
RdcCdc

.
In the conventional double-loop control structure, Gdi and Giv are applied to determine the PI gains

of the controllers Kpvdc, Kivdc, Kpcdc and Kicdc. Commonly, the control bandwidth of the current loop
ωcl is designed much larger than the control bandwidth of the voltage loop ωvl. According to [177], the
PI gains can be selected as

Kpvdc =
ωvlCdc

1−D
,Kivdc = Kpvdcζωvl, (5.4a)

Kpcdc =
ωclLconv

v∗dc
, Kicdc = Kpcdcζωcl, (5.4b)

where ζ is a small value between 0.1 ∼ 0.2. Such double-loop controller structure based on PI
regulators is often used as a benchmark method to be compared with advanced control methods.

5.2 Improved converter controller based on active disturbance
rejection control

ADRC was first proposed by Han [207], and it has been successfully applied in various kinds of
uncertain industrial processes including the flight systems, robotic systems, motor systems, and power
systems [209]. In ADRC, controller coefficients do not depend on the accurate internal parameters
of the controlled system. As can be seen in (5.3), multiple coefficients exist in the converter model
while vary with the operation points. Hence, conventional PI controllers can only stabilize the system
around a specific operating point, and the integral term may introduce stability issues due to the phase
lag [207]. As a result, ADRC is considered as a replacement of the PI controller. By the rejection of
the “total disturbance”, the controlled system can be regulated into a simple integral system, which
features small overshoot and fast response under a specified reference signal R(t).

5.2.1 ADRC theory

The extended state observer (ESO) is the core part of ADRC. Consider the following state-space model
of a continuous dynamical system uncertainty:

ẋ(t) = Ax(t) +BF (x(t), t) + bBu(t), (5.5a)

y(t) = x1(t), (5.5b)
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where x ∈ Rn is the vector of continuous state variables. y(t) is the output to be controlled. u(t) is the
input variable, and b is its gain.

A =



0 1 0 ... 0

0 0 1 ... 0

... ... ... ... ...

0 0 0 ... 1

0 0 0 ... 0


n×n

and B =



0

0
...

0

1


n×1

.

Note that F (x(t), t) is the “total disturbance” of the system, including both uncertain internal dynamics
and external disturbances of the system. The objective here is to make y(t) as desired by using u(t) as
the controlled variable.

Many approaches require the knowledge of F (x(t), t) to design the controller. Using the ESO, on
the other hand, the exact knowledge of F (x(t), t) is not necessary. Instead, F (x(t), t) can be observed
from the output.

Take F (x(t), t) as the extended state variable. So the linear ESO is introduced as[
ż(t)

żn+1(t)

]
=

[
A B

0 0

][
z(t)

zn+1(t)

]
+ Li(x1(t)− z1(t)) + b

[
B

0

]
u(t), (5.6)

where Li ∈ Rn+1 is the gain of the ESO in which i = 1 . . . n+ 1. By tuning Li, z = [z1, z2, . . . , zn]>

and zn+1(t) can serve as the estimation of x and F (x(t), t).
Then taking u(t) as:

u(t) = K(R(t)− x(t))− zn+1(t)

b
, (5.7)

where K = [K1, . . . , Kn], R = [R1, . . . , Rn]>, Ri = R
(i−1)
1 , system (5.5) is transformed to a cascade

n-order integral system with a superior tracking characteristic.

5.2.2 ADRC-based converter controller design

Based on the double-loop control structure, the voltage loop is designed with a much smaller bandwidth
than the current loop. Conventional PI regulators are capable of tuning the current loop with a
significantly fast response. Hence, the ADRC-based converter controller can be applied only in the
voltage loop, aiming at producing the inductance reference i∗bat and regulate the DC voltage vdc.

Rewrite the voltage-relevant equation (5.1a) in the state-space form as

v̇dc = F (t) + bvi
∗
bat. (5.8)

It can be seen from (5.8) that the vdc-i∗bat system is a first-order system. Therefore, taking F (t) =
1−d
Cdc
ibat − 1

RdcCdc
vdc − 1

Cdc
idc − bvi∗bat as the “total disturbance”, a second-order ESO for the external

voltage loop can be designed asżv1 = zv2 + lv1(vdc − zv1) + bvi
∗
bat

żv2 = lv2(vdc − zv1)
, (5.9)
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Figure 5.2: Simplified ADRC-based control structure.

where zv1 → vdc, and zv2 → F (t) represents the observed total disturbance of the system. Then the
system input is designed as

i∗bat = Keso(v
∗
dc − vdc)−

zv2
bv
. (5.10)

The characteristic polynomial of (5.9) is∣∣∣∣∣s
[

1 0

0 1

]
−

[
−lv1 1

−lv2 0

]∣∣∣∣∣ =

∣∣∣∣∣ s+ lv1 −1

lv2 s

∣∣∣∣∣ = s2 + lv1s+ lv2. (5.11)

Hence, lv1 and lv2 should be positive to ensure the stability of the observer, and they can be selected as
lv1 = 2p, lv2 = p2, respectively, where p determines the bandwidth of the observer.

Take zv2 as the synthetic output generated by vdc and i∗bat. The internal transfer functions of ESO
can be expressed as:

G1(s) =
zv2
vdc

=
p2s

(s+ p)2
, (5.12a)

G2(s) =
zv2
i∗bat

=
−p2bv

(s+ p)2
. (5.12b)

Therefore, a simplified control structure of the system can be illustrated as shown in Fig. 5.2. Thus the
closed loop transfer function of the system is simplified as:

Gcl(s) =
Keso

Keso + G2(s)
bv

Gc(s)G(s) + 1
Gc(s)G(s)

+ 1
bv
G1(s)

, (5.13)

where

Gc(s) =
1

τcs+ 1
, (5.14a)

G(s) =
1− d

Cdcs+ 1/Rdc
. (5.14b)

τc represents the current loop time constant, denoting the dynamic response of the inductor current.
With proper tuning of the current loop PI gains, τc can be designed with a significantly small value.
The roots of the denominator of (5.13) determines the stability of the system.
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Figure 5.3: Root locus of bv and ∆d.

Note that bv exists in the numerator of G2(s) as the gain. Thus the denominator of Gcl(s) can be
written in the form of root locus on bv as

N2 + bvN1 = 0, (5.15)

where

N1 = Keso +
G2(s)

bvGc(s)G(s)
+

1

Gc(s)G(s)
, (5.16a)

N1 = G1(s). (5.16b)

The duty cycle d can be considered with a constant steady-state value plus a small variation as
d = D + ∆d. The test system takes D as 0.48. Fig. 5.3 shows part of the root locus of Gcl(s) on bv
(from 0 to infinity) with varying ∆d which is close to the imaginary axis. From Fig. 5.3, the root
trajectories show similar characteristics when ∆d is small. When bv starts from 0, critical roots are
located in the unstable region (right-hand side of the imaginary axis). As bv increases, the roots move
to the left and enter the stable region. However, the roots will move back to the right when bv continues
increasing. Thus there is a limited range of bv to ensure the stability of the system. When the ∆d is
large (see the dotted lines in Fig. 5.3), though the root locus shows a different shape compared with the
other three, the general trend is still the same. These root trajectories illustrate that even though the
actual duty cycle can be slightly different from the value in the steady-state operating point, it does not
influence the selection of bv when considering the system stability.

In the ADRC-based control strategy, the current loop is thought of as being tuned with a fast enough
response, which is represented by a first-order system in the control diagram. Fig. 5.3 shows the root
locus of Gcl(s) on bv with different value of τc. It can be seen that as τc increases, the whole locus
moves to the right, with the range of bv which ensures the stability getting narrower. When τc increases
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Figure 5.4: Root locus of bv and τc.

to an specific extent, a part of the root locus will be totally located in the unstable region, meaning that
no bv can be selected to ensure the stability. This can be explained by the bandwidth requirement of the
double-loop control structure. A large τc is interpreted as a small bandwidth in the current loop, which
requires that the voltage loop bandwidth should be limited as well. Hence, when the current loop is not
fast enough, the voltage loop should be designed with a smaller bandwidth by decreasing p andKeso to
ensure stability.

5.3 Simulation verification

5.3.1 PV-battery systems

To demonstrate the theoretical analysis of the proposed control scheme, a grid-connected PV-battery
system simulation model has been built in Matlab/Simulink, which is shown in Fig. 5.5. The model
consists of the following components:

• PV arrays;

• A DC-DC boost converter connecting the PV array with the DC bus. The maximum power
point tracking (MPPT) control is adopted to gain the maximum power of the PV array;

• A DC to 3-phase voltage source converter (VSC). The VSC is controlled by the grid voltage
orientation control (GOOC) scheme, which is a grid-following control method widely used in
grid-interface converters. Active power regulation is also adopted in the VSC controller, which
ensures that no power is supplied or absorbed by the grid;

• A lithium-Ion battery;
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Figure 5.5: PV-battery simulation system.

• A Bidirectional DC-DC converter connecting the battery in parallel with the PV array;

• Two 3-phase loads;

• A 100 kVA 260 V/25 kV 3-phase transformer;

• A 25 kV power grid.

Model parameters are provided in Table 5.1.

5.3.2 Simulation process

The simulation operation is described as follows:

(i) During 0-1 s, the power generated by the PV array is held nearly constant at the rated 9 kW by the
MPPT control. Load 1 (3 kW) is turned on, and the surplus power flows into the battery. Considering
the energy-consuming element like resistance and energy storage elements like inductor and capacitor,
the power delivered to the battery would be less than 6 kW.

(ii) During 1-2 s, the breaker is switched on to connect Load 2 (8 kW) to the prosumer. A total of
11 kW consumed power is applied in the system. The PV system does not supply sufficient power,
therefore a complementary power (more than 2 kW) is provided by the battery.

(iii) After 2 s, the breaker is switched off to disconnect Load 2. The system turns back to the initial
condition.

5.3.3 Simulation results

The simulation results of the proposed scheme is compared with a double-loop controller with
conventional PI regulators. The control parameters are provided in Table. 5.2.
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Table 5.1: PV-battery microgrid system parameters in Section 5.3

Ppv PV maximum power 9 kW
Cbat Battery maximum capacity 40 A h
vbat Battery nominal voltage 260 V
PL1 Load 1 power 3 kW
PL2 Load 2 power 8 kW
v∗dc Nominal DC link voltage 500 V
vsec Nominal secondary phase voltage 260 V
fgrid Grid frequency 50 Hz
Cdc DC-link capacitor 4000 µF
Lconv BDC inductor 2.35 mH
Rdc DC paralleled resistor 10 kΩ

Table 5.2: Control Parameters of Simulations in Section 5.3

Kpvdc, Kivdc Voltage PI gains 2.512, 197.2
Kpcdc, Kicdc Current PI gains 0.5, 7.85

Keso ADRC voltage error gain 2.512
p ESO bandwidth 1800 rad/s
bv ESO input gain 97
fsw Switching frequency 10 kHz

Figure 5.6: Simulation Results. (a) PV power; (b) Load power; (c) Power from the grid.

Conventional PI-based voltage controller

To effectively compare the proposed scheme with the PI control, parameters of the PI voltage controller
have been regulated to achieve satisfactory performance. Figs. 5.6, 5.7 and 5.8 show the power flow
and the DC-link voltage with PI-based double-loop controller.

In Fig. 5.6, it can be seen that the PV arrays generate constant power, while the power from the grid
is controlled to be zero. The load was increased at 1 s and then de-loaded at 2 s.

1. Battery power: In Fig. 5.7, a negative value of the power means that the battery is absorbing
power from the PV array and a positive value means the battery is providing complementary power for
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Figure 5.7: Power from the battery with conventional PI-based double-loop controller. (a) Zoomed-in results amid loading;
(b) Power change; (c) Zoomed-in results amid de-loading.

Figure 5.8: DC voltage with conventional PI-based double-loop controller. (a) Zoomed-in results amid loading; (b) DC
voltage change; (c) Zoomed-in results amid de-loading.

the loads. At 1 s when load 2 is connected, all the added load is consumed by the increased power
from the battery. Fluctuations can be seen in the battery power due to the internal characteristic of the
battery model.

2. DC voltage: In Fig. 5.8, it is clear that the DC voltage dropped immediately after load 2 was
connected at 1 s by around 8.2 V to the nadir, and it then raised back to 500 V. The time period of
this transient state was about 0.05 s. During the period when Load 2 is disconnected, the DC voltage
showed an opposite variation, but with nearly the same voltage difference.

Proposed ADRC-based voltage controller

Parameters of the ADRC-based voltage controller are shown in Table. 5.2. The DC voltage error gain
Keso is selected the same asKpvdc to effectively evaluate the performance of the ADRC-based controller
compared with the PI-based method. Relevant simulation results are shown in Figs. 5.9 and 5.10.

1. Battery power: In Fig. 5.9, the battery power shows a similar shape with that in Fig. 5.7, while
the power response is much faster than that of system with PI-based voltage controller. This can also
be seen in the DC voltage curves.
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Figure 5.9: Power from the battery with ADRC-based double-loop controller. (a) Zoomed-in results amid loading; (b)
Power change; (c) Zoomed-in results amid de-loading.

Figure 5.10: DC voltage with ADRC-based double-loop controller. (a) Zoomed-in results amid loading; (b) DC voltage
change; (c) Zoomed-in results amid de-loading.

2. DC voltage: Fig. 5.10 shows that the voltage dropped immediately after Load 2 was connected
at 1 s by around 2.1 V to the nadir, which is much smaller than that in Fig. 5.8. This transient state lasts
only for about 0.02 s when the voltage returns to the original value, which is much shorter than that of
using PI-based voltage controllers as well.

Above all, it can be concluded that the ADRC-based strategy is able to effectively control the
power delivery between the battery and other power conversion units in the system as well as the DC
voltage. A better transient performance of the PV-battery system is gained from the rejection of the
total disturbance. The ADRC strategy is able to not only effectively control the power delivery between
the battery and the system but also efficiently regulate the DC voltage after a large load change.

5.4 Summary

This chapter discusses the control strategy for the bidirectional DC/DC converter of the PV-battery
system to provide FFR to the grid. An ADRC-based control scheme for BDC is proposed to improve
the conventional PI-based double-loop controller. The scheme applies voltage-current double loop as
the main control structure, and improves the power response and DC voltage regulation by observing
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and rejecting the total disturbance. The parameter selection method is discussed based on the stability
analysis with root locus. Simulation results verify the effectiveness and the feasibility of the proposed
control scheme in comparison with the conventional PI-based controller. A better performance with
a faster power response and slighter voltage drop/rise during transients is achieved by adopting the
ADRC scheme to the BDC.

Fast frequency response is believed to be a good choice for inertia support. However, FFR provided
by battery storage depends on the measurement of the grid frequency, by which inverters act as
controlled-current sources, as studied in this chapter. As discussed in Chapter 2, the frequency
measurement such as a PLL introduces a non-negligible time delay in practical implementation.
Consequently, the inertia provided by FFR is so-called synthetic inertia, not genuine inertia from
synchronous generators. If prosumers were to become providers of genuine inertia, the integrated
inverters need to work as voltage sources, which will be discussed in the next chapter.
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Chapter 6

Inertia Support by Grid-forming prosumers
based on Matching Approach

Chapter 5 discussed using prosumers’ battery storage to provide fast frequency response (FFR) in order
to improve the inertia of the system. Due to the responsiveness of power electronic converters, FFR
can be activated much faster than primary frequency response, as explained in Chapter 2. However, the
problem is that grid-following converters are integrated into the grid as controlled current sources.
When the grid experiences a step load change, a grid-following converter needs to detect this load
change by frequency measurement units such as a phase-locked loop (PLL) so that the converter can
adjust its current output according to the measured load change. This inevitably introduces a time
delay in the order of a few hundred milliseconds [210]. Therefore, FFR provided by grid-following
converters is slower than inertial response because it cannot respond naturally to a disturbance due
to the time delay introduced by the PLL. In addition, grid-following converters can only operate in a
strong grid with a stiff frequency and voltage [23]. In a weak grid, such as microgrids with a large
penetration of inverter-interfaced generation, the PLL used for grid synchronisation might fail to
operate properly [142].

In comparison, by grid-forming control, the inverter acts as a voltage source, which responds
naturally to the load change in the system. Grid-forming converters both improve the frequency
response and enables synchronisation in a weak grid. The inertia can be improved by the inherent
inertial response by these voltage-source-like converters. This is made possible by ‘extracting’ energy
from the DC-link capacitor much like synchronous machines extract kinetic energy from rotating
masses; this results in a natural inertial response compared to a synthetic one provided by FFR.
Accordingly, the energy stored in the DC-link capacitor can be regarded as equivalent to the rotor
of a synchronous generator that serves as immediate energy storage to the grid, and thereby the
genuine inertia is improved. The issue is that this energy is limited, so it needs to be augmented by an
additional energy source such as a battery or a supercapacitor. Against this backdrop, the emergence of
prosumer-owned PV-battery systems offers a possibility to use batteries as inertia providers. Even
though the capacity of residential batteries is relatively small, the combination of all grid-forming
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prosumers in the community serves as the source of sufficient energy supply.

6.1 Inertial response in a conventional power system

The inertial response in conventional power systems is performed by the physical inertia of the rotating
parts of synchronous generators. Assume a conventional power system with n synchronous generators
installed. The energy stored in the rotors of synchronous machines during steady state can be expressed
as:

E =
1

2
J1ω

2
g +

1

2
J2ω

2
g + · · ·+ 1

2
Jnω

2
g =

1

2
Jω2

g , (6.1)

where J = J1 + J2 + · · · + Jn is the system inertia and ωg is the grid angular frequency. During
the first instant of a contingency when the grid frequency drops from ωg to ω, the energy difference
required from the rotors is:
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where ∆ω = ωg − ω is the frequency difference. As ∆ω � 2ωg, (6.2) can be simplified as:

∆E = Jωg∆ω. (6.3)

Observe in (6.3) that ∆ω is small during the first instant of a transient state provided that J is sufficiently
large, which highlights the importance of inertia.

With the penetration of inverter-interfaced renewable energy sources (RES) with no physical inertia,
the number of synchronous generators is reduced tom. Thereby the inertial response is:
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where Ĵ is the reduced inertia. As Ĵ is much smaller than J , distributed energy sources (DER) are
expected to contribute to the compensation of the load variation. In this case, during the inertial
response, the energy difference is expressed as:

∆E = Ĵωg∆ω + ∆EDER, (6.5)

where ∆EDER is the energy provided by DER. Hence, if ∆EDER is instant and sufficient, the power
difference is properly compensated, thus making Ĵωg∆ω → 0. Consequently, the system inertia is
equivalently improved.

6.2 Inertia support by grid-forming prosumers based on match-
ing control

6.2.1 Battery-based grid forming converter

The basic principle of the matching approach is explained in Chapter 2. This method establishes a link
between the DC-link voltage and the rotor angular frequency. Frequency regulation can be realized by
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controlling the DC-link voltage. This can be understood as the DC-link voltage reducing to extract
energy from the capacitor, such like the rotor decelerating to release energy. With battery storage
augmenting the DC-link capacitor, the controller for the DC-side converter captures the change of
the DC-link voltage which reflects the load disturbance from the grid. It then generates the desired
battery-side current to adjust to the change in the voltage as a supplementary energy source for the
DC-link capacitor. Proper control of the DC voltage helps regulate the frequency instantly, thus
enhancing the inertial response. In this case, the conventional frequency droop method in controlling
synchronous generators is adopted as the voltage droop in converters, which enables proper power
sharing between paralleled converters.

The matching-approach-based controller for a battery storage has been explained in Chapter 3, in
which the matching part is implemented in the inverter control, and the frequency regulation (which is
translated into the DC voltage control problem) is realized in the battery charging controller in the
form of vdc/ibat droop controller. A detailed control diagram is shown in Fig. 3.13, which will not be
pasted here. Such a grid-forming converter sourced by a single battery is referred to as a battery-based
grid-forming converter (BGFC).

6.2.2 Simulation verification

The case study considers a typical residential microgrid with a diesel generator emulating the low-inertia
grid, which is shown in Fig. 6.1. The microgrid model is built in Matlab/Simulink, which consists of
the following components:

1. A PV generator. The PV-interfaced generation module consists of a PV array, a boost converter
and an inverter. The DC-DC boost converter that connects the PV array to the DC bus is
implemented with the MPPT algorithm; the DC/AC three-phase grid inverter is controlled in a
grid-following mode.

2. Battery-based grid-forming converters. Two identical BGFCs are interfaced by adopting the
proposed control scheme, in order to study the power sharing between them. All parameters in
both BGFCs are the same. Both BGFCs are contributing to the inertial response and primary
frequency control.

3. A diesel generator. A diesel-driven three-phase synchronous generator is implemented to
emulate the low-inertia grid. The primary frequency control of the generator is disabled to see
how the BGFCs help regulate the frequency. The generator, however, provides inertial response
due to its inherent characteristic, which helps support the frequency in the first few seconds after
a disturbance.

4. Household loads. Residential household loads are connected to the microgrid as power
consumers. Each load is modelled as a constant impedance load. As we aim to focus on the
inertia performance, only active loads are considered in this case. Even so, reactive power droop
is applied in the voltage amplitude regulator as a more realistic control structure.
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Figure 6.1: Residential microgrid test system.

The microgrid is initially supplied by a 400 V, 50 Hz, 60 kW three-phase diesel generator and the
PV array providing, respectively 6 kW, 9.4 kW (maximum) the 15 kW load. Two BGFCs serve as
the backup power supply, so their power set-points are both zero. As a load disturbance, we increase
the active power consumed by the household load. Load disturbance is imposed when the system has
reached the steady state. The configuration and the relevant parameters of an individual BGFC are the
same as the case in Chapter 3.

Simulation I: Increasing the load disturbance

In Simulation I, the system response to different levels of load disturbance is tested. The voltage droop
coefficient is chosen asmv = 1.

Figs. 6.2-6.4 show the simulation results with the load increasing by 1.5 kW, 3 kW and 6 kW,
respectively. Fig. 6.2 shows the power flow of each power unit. The PV module generates a constant
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Figure 6.2: Power flows in Simulation I. (a) load power; (b) PV power; (c) diesel generator power; (d) BGFC1 power; (e)
BGFC2 power.

power which reaches its maximum power point. As the sum of set-point powers of all units exceeds the
amount of the load power, excessive power would flow to the batteries, which can be seen in Fig. 6.2 (d)
and (e). That is why the power of BGFC 1 and 2 are negative. At 1 s, the load change increases, which
results in a power imbalance. From Fig. 6.2 (d) and (e), it can be seen that the BGFC powers increased
rapidly at 1 s, reaching the peak at 1.025 s, and then dropped back until 1.1 s. After that, the BGFC
primary frequency control is activated, resulting in a steady increase of the power to compensate for
the frequency deviation.

The diesel generator power (Fig. 6.2 (c)) increased smoothly at 1 s and reached its peak at 1.1 s.
Then it dropped back slowly to 6 kW. The sudden increase in power from 1 s to 1.1 s is the inertial
response provided by the generator. Observe that the inertial response of the batteries is shorter in
duration due to the dominant inertial response of the diesel generator. As both BGFCs have identical
controllers, they provide the same frequency support as illustrated in Figs. 6.2 (d) and (e).

By comparison, the PV generated power has an almost negligible oscillation at the first instants
after the load change, going back to the original value soon. This oscillation has no contribution to the
inertial response.

From Figs. 6.2 (c), (d), and (e), it is clear that with the increase of the load disturbance, the
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Figure 6.3: DC voltages of (a) BGFC1; (b) BFC2; (c) PV generation in Simulation I.

contributions on inertial response from the the diesel generator and BGFCs both increase. Dominant
inertial response is provided by the diesel generator, while the contribution from the batteries can be
adjusted by changing the voltage droop gainmv, which will be discussed in Simulation II.

Fig. 6.3 shows the variations of the DC voltages in the BGFCs and the PV generation, which
illustrates the difference between the grid-forming control (batteries) and grid-following control (PV).
Observe that the DC-link voltage of the PV array is nearly constant during the load change, while
BGFCs experienced a voltage drop due to the energy being released for frequency support. This results
illustrate that the changing load is initially compensated by the grid-forming converters as they provide
genuine inertia, the same as the diesel generator.

Fig. 6.4 shows the grid voltage and the grid frequency. It can be seen that the frequency stays stable
at about 50.013 Hz and experiences a sudden drop at the first instant of the load change. The frequency
then quickly recovers due to the combined inertial response from the diesel generator and the BGFCs,
followed by a steady transition to the post-disturbance level of about 49.91 Hz, 49.81 Hz, and 49.61 Hz

due to the action of droop control.
According to the results in Simulation I, it can be concluded that matching-based BGFCs provide

genuine inertia to the system, like synchronous generators. They contribute to the inertial response
instantly after the load disturbance, which helps enhance the system inertia. In Fig. 6.4, It is observed
that the RoCoF is 1.72, 3.22, and 6.13 Hz/s corresponding to 1.5 kW, 3 kW and 6 kW load change,
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Figure 6.4: Grid voltage: (a) and (c); grid frequency: (b) and (d).

respectively. Such steep RoCoF is not allowed in a real power system. However, it can be decreased by
further improving the inertia by the actions of parameter adjustment and higher penetration of BGFCs,
and this will be discussed in Simulation II and III.

Simulation II: Increasing the voltage droop coefficient

The voltage droop coefficientmv determines the power sharing and frequency deviation of the respective
BGFCs. However, as the matching control makes the DC voltage equivalent to the output frequency,
mv also serves as a proportional gain of the DC-link voltage, which regulates the output DC current
directly according to the voltage error resulted from load changes.

Fig. 6.5 shows the power flow and the frequency response of the system with mv = 1, 4, 10,
respectively. The load increased by 6 kW at 1 s. It can be seen that with the increase in the voltage
droop coefficient, the frequency deviation decreases from ∆f = 0.19 Hz whenmv = 1 to ∆f = 0.1 Hz

whenmv = 10. The RoCoF is thus decreased from 6.13 Hz/s to 3.70 Hz/s. The results illustrate that
a largermv helps improve the inertial response.

A notable change can be observed in the frequency nadir in Fig. 6.5 (d). Even though the frequency
drop ∆f decreases with the increase ofmv, the time period ∆t during which the frequency drops to
the nadir decreases as well. This can be explained by the fact that the droop coefficientmv is also the
proportional gain of the DC-link voltage error. A larger proportional gain results in a faster transient
response. As the RoCoF is calculated by ∆f

∆t
, an decrease at both the denominator and the numerator

might not necessarily reduce the RoCoF. So if the focus is on the frequency drop, it can be reduced
by simply increasing mv. Nevertheless, if the RoCoF is the focus, simply increasing mv might not
effectively reduce it in some cases.
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Figure 6.5: Results in Simulation II. (a) diesel generator power; (b) BGFC1 power; (c) BGFC2 power; (d) grid frequency.

In addition, note that thismv is the droop coefficient of the vdc/ibat droop control. Compared with
typical P/f droop, this droop gainmv is inversely proportional to the P/f droop gainmp. According
to the conclusion in Chapter 4, a too large value ofmp may result in instability. Hence, in the vdc/ibat
droop, stability can also be enhanced by properly increasing mv. BGFCs with larger mv generate
more power during the transient state, which contribute more to the inertial response and the primary
regulation of the frequency.

Simulation III: Increasing the number of BGFCs

Simulation I and II tested the system with two BGFCs, while real residential microgrids can be made
up of many grid-forming prosumers. As more grid-forming converters are involved in contributing to
the frequency regulation, more power can be provided during the transient state with the increasing
number of BGFCs, thus enhancing the inertial response.

In Simulation III, the microgrid is expanded to systems with six and ten BGFCs, respectively.
Fig. 6.6 shows the power flow and the frequency response of the system with two, six and ten BGFCs,
respectively withmv = 1. The load increase is also set as 6 kW. It can be seen that with the increase
in the number of BGFCs, the frequency deviation decreases from ∆f = 0.1 Hz with six BGFCs to
∆f = 0.07 Hz with ten BGFCs. The RoCoF is thus decreased from 6.13 Hz/s to 2.26 Hz/s. With the
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Figure 6.6: Results in Simulation III. (a) diesel generator power; (b) BGFC1 power; (c) BGFC2 power; (d) grid frequency.

increasing number of BGFCs, the inertial response can be further improved.
Furthermore, observe the frequency nadir in Fig. 6.5 (d) that ∆f decreases with the increase of

BGFCs, while ∆t does not change much during this process. Hence, the RoCoF is directly reduced,
which is different from the effect by increasingmv as discussed in Simulation II. This is because more
BGFCs are contributing to the inertial response, while the dynamic response of each voltage controller
is not changed. More distributed power is provided by BGFCs.

Consequently, to improve the inertial response of the whole system, more BGFCs can be integrated,
andmv can be properly increased at the same time to meet the requirement of the RoCoF.

6.3 Adaptive voltage droop based on a piecewise power function

Section 6.2 shows that BGFCs controlled by matching control improve the system inertia by providing
genuine inertial response. According to the results in Section 6.2.2-Simulation II, increasing the
voltage droop gain mv enhances the inertial response. As batteries have a fast response, they often
serve as energy storage for the system instead of normal generation units. This means that batteries are
not expected to be discharged normally during the steady state. In other words, they operate similar
to slack buses in a conventional power system but with zero output power in steady state [84]. To
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Figure 6.7: Characteristic curve of the piecewise function.

achieve this,mv is expected to be small in steady state. This can be seen from the active power sharing
relations (3.4):

mP1P1 = mP2P2 = · · · = mPnPn.

A higher power droop gain mP results in a lower power output. As mv is the droop gain of vdc/ibat
which is inversely proportional tomP, it should be small in the steady state to lower the power output.

In this case,mv is expected to be small in the steady state to achieve a small power output and to be
large during the load change to provide sufficiently fast inertial response. [84] proposed a changing
droop slope based on the output power change. The moment of demand variation is detected by
comparing the real-time output power with the average power in last few time periods. Once the
demand variation is detected, the droop gain for the energy storage systems (ESS) is changed by
following an exponential equation. However, the measurement of power requires the measurement
of AC voltages and currents. A low-pass filter is also needed to get the accurate power, as shown in
Fig. 4.1 in Chapter 4, which inevitably introduces a time delay. The change of the droop gain might
not be instantaneous. Comparatively, in matching control, a change in the power output is reflected
instantly by the change in the DC voltage. Therefore, the droop gain can be adjusted adaptively based
on the voltage change without detecting the demand variation by the measurement of AC quantities.

Based on this idea, the vdc/ibat droop is modified by a piecewise power function expressed as

i∗bat = mv ·


evdc

δ1−αf
f

, |evdc| < δf

|evdc|αf · sign(evdc), |evdc| ≥ δf

s.t. imin
bat < i∗bat < imax

bat , (6.6)

where evdc = v∗dc − vdc, and αf > 1. δf is selected based on the steady-state frequency deviation
requirement.

Fig. 6.7 shows the characteristic curve of the function. During the steady state, the initial voltage
error is very small, within [−δf, δf]. The adaptive droop controller operates in the linear region. The
equivalent droop gain is reduced by the gain of 1

δ
1−αf
f

when δf < 1, performing a small power output.
When the system experiences a step load change resulting in a relatively larger voltage difference, the
adaptive droop controller reaches the nonlinear power function region. The equivalent droop gain can
be calculated by the derivative of the curve. A larger voltage error gives a larger droop gain, which
contributes more to the inertial response.
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Figure 6.8: Control diagram of a single BGFC with the piecewise droop controller.

Table 6.1: Piecewise droop controller parameters

mv Constant droop gain 1
δf Voltage error threshold 0.3 V
αf Power of the function 3

A simplified control diagram of a single BGFC with the piecewise droop controller is shown in
Fig. 6.8.

6.3.1 Simulation verification

Simulations are carried out taking the same case as in Section 6.2. The step load change is still 6 kW,
applied to test the frequency response. The relevant parameters of the piecewise droop controller are
shown in Table. 6.1.

Fig. 6.9 shows the power flow, DC voltages and frequency response of the system with a constant
droop gain and a piecewise droop controller. It can be seen from Fig. 6.9 (a), (b) and (c) that BGFCs
generate more power with the piecewise droop controller, contributing more to the inertial response.
The voltage drops of the two BGFCs during the first instants after the disturbance are reduced from
2.9 V to 0.6 V by the effort of the piecewise droop, as can be seen from Fig. 6.9 (d), (e), while the
maximum RoCoF is decreased from 6.13 Hz/s to 3.54 Hz/s. Simulation results illustrate that with
proper selection of δf and αf, the piecewise droop controller can ensure the battery storage generates
small amount of power in steady state while predominantly contributes to the inertial response during
the demand variation.

Note that in Fig. 6.9 (a), the power from the diesel generator experience a more notable oscillation
during the inertial response when the piecewise droop controller is applied. This illustrates that a too
high voltage droop gain may result in power oscillation as large amount of power is provided instantly
from the battery storage. Hence, the output of the piecewise droop controller should be limited by the
maximum battery current as shown in Fig. 6.8.

6.4 Summary

This chapter argues that prosumer-owned batteries can be integrated into the grid by grid-forming
control to provide genuine inertia. Compared with grid-following converters, batteries with grid-
forming control respond naturally to a load change, as well as avoiding the time delay introduced by
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Figure 6.9: Results with the piecewise droop controller. (a) diesel generator power; (b) BGFC1 power; (c) BGFC2 power;
(d) BGFC1 DC voltage; (e) BGFC2 DC voltage; (f) grid frequency.

PLLs. Hence we applied matching control to ensure inertial response after a contingency because
matching control makes it easy to regulate the frequency by controlling the DC voltages. Furthermore,
to ensure the batteries provide small amount of power in steady state while contributing dominantly
during demand variation, a piecewise droop controller based on the DC voltage difference is proposed.
The controller changes the droop gain adaptively based on the system conditions without depending on
external signals.

Simulation results show that: 1) BGFCs contribute to the frequency regulation by genuine inertial
response; 2) the inertial response can be improved by adjusting the droop coefficient in the DC voltage
controller; 3) the RoCoF can be effectively reduced by a higher penetration of BGFCs; 4) the proposed
piecewise droop controller ensures the battery storage generates a small amount of power in steady
state while predominantly contributes to the inertial response during the demand variation. Batteries
can thereby be rationally utilized for their better performance.

104



Chapter 7

Conclusion

The rise of prosumers creates the possibility to improve the performance of LV distribution networks.
These prosumers, when integrated by grid-forming converters, improve the resiliency of the LV feeders
as well as enhancing the inertial response by providing genuine inertia.

Residential microgrids supplied exclusively by residential prosumers can experience instability
when the number of grid-forming converters increases. DC primary sources of prosumers with slow
dynamic response may also cause instability problems.

Grid-forming converters, on the other hand, provide genuine inertia because of their voltage-
source-like characteristics. Their inherent inertial response can be further improved by proper control
strategies.

The present work firstly studies the stability of the residential microgrids, focusing on the separation
from the main network. In particular, the impact of the integration of large numbers of grid-forming
converters is further investigated. Second, this work proposes advanced controllers for the prosumer to
provide fast frequency response (FFR), to enhance the emulated inertia for the whole system. As FFR
provided by distributed energy resources (DER) requires a frequency measurement, which limits the
behavior of the inertial response, grid-forming control is expected to make prosumers provide genuine
inertia like voltage sources.

7.1 Summary of the results

Chapter 3 discusses control methods for grid-forming prosumers, including both the inverter control
and the DC-stage control. The control methods consider not only three-phase connections, but also
single-phase prosumers which is more realistic in practical residential microgrids. In addition, the
chapter proposes a control strategy for hybrid PV-battery systems to support islanded operation of a
residential microgrid based on matching with power sharing methods, which enables both maximum
power point tracking (MPPT) and grid-forming functionality. Simulation results show that the PV
can be considered as a constant power source injecting power to the system, while the battery storage
performs frequency regulation.
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Chapter 4 studies the stability of a LV distribution feeder operated as an islanded residential
microgrid. The eigenvalue analysis for various cases has revealed that: 1) practically instability is
caused with the increasing number of grid-forming inverters; 2) this instability is caused by a real
eigenvalue which is sensitive to the microgrid expansion; 3) stability can be enhanced by adjusting
the gains of the droop controller and the voltage controller; 4) primary energy source should have a
sufficiently fast dynamic response to ensure stability.

Chapter 5 discusses the active disturbance rejection control (ADRC)-based control strategy for
the bidirectional DC/DC converter (BDC) of the PV-battery system to provide FFR to the grid. The
proposed controller applies voltage-current double loop as the main control structure to improve the
power response and DC voltage regulation by observing and rejecting the total disturbance. Simulation
results show a better performance in the ADRC-based controller, with a faster power response and a
smaller voltage drop/rise during the transient state.

Chapter 6 applies prosumer-owned batteries integrated by matching control to provide genuine
inertia. A piecewise droop controller based on the DC voltage difference is proposed to improve the
performance of the battery-based grid-forming converter (BGFC). Simulation results show that: 1)
BGFCs contribute to the frequency regulation by genuine inertial response; 2) the inertial response
can be improved by adjusting the droop coefficient in the DC voltage controller; 3) the RoCoF can
be effectively reduced by a higher penetration of BGFCs; 4) the proposed piecewise droop controller
ensures the battery storage generates a small amount of power in the steady state while predominantly
contributes to the inertial response during the demand variation.

7.2 Future work

Some areas relevant to this work require further investigation. The basic idea behind the work is
to operate a LV feeder with a large number of grid-forming prosumers, while protection issues are
not considered. Protection is tangential to the stability analysis of the resiential microgrid but needs
further study to make the microgrid configuration practical. Economic aspects of the operation of LV
distribution feeders as microgrid also require further research. As the DC side is hybrid by PV and
batteries, the optimal energy management between PVs, batteries and the network remains areas of
active research. The state of charge (SOC) of the battery should also be taken into consideration when
designing the network, in order not to negatively influence the batteries’ lifetime.

Moreover, when using the batteries controlled by grid-forming methods to enhance the inertia,
batteries are assumed to have infinitely fast response, while in practice, the response time varies
depending on the particular battery chemistry. This is crucial when the battery is used to augment the
capacity of the DC-link capacitor for inertial response, which requires further investigations.
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